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## Preface

One-dimensional Dynamics is a rich and beautiful subject, and the most authoritative work entirely dedicated to it still is, unquestionably, the book written by de Melo and van Strien [1993]. Thus the reader may ask: why bother writing another book about this subject?

It is a fair question. The main reason is that much has happened since 1993: more than half of the present book's contents deals with recent developments in the area. Moreover, rather than aiming at being comprehensive, our book delves deeper into a specific topic in One-dimensional Dynamics, namely, the dynamics of invertible circle maps. Let us say a few words explaining how this topic fits into the general framework of the modern theory of Dynamical Systems.

One of the major general goals in the area of Dynamical Systems is to solve the smooth classification problem: given two smooth dynamical systems which are topologically equivalent, when are they smoothly equivalent? In somewhat vague terms, this problem is tantamount to understanding the fine-scale geometric properties of such systems.

In such general setting, and particularly in higher dimensions, the above classification problem seems rather daunting (perhaps even hopeless). Hence one should first attempt to understand low-dimensional systems. At least at an intuitive level, the problem should be much simpler for one-dimensional systems; after all, in dimension one the linear order structure and "lack of ambient space" should impose severe restrictions on the possible geometries of such systems, thereby facilitating their smooth classification. However, even here the problem turns out to be rather subtle. A basic distinction that must be made in the one-dimensional context is between invertible dynamics - to wit, homeomorphisms of the circle - and noninvertible dynamics, such as the dynamics of unimodal or multimodal maps of the interval (or the circle).

In this book - written for a series of lectures delivered by both authors at the 33rd Brazilian Mathematics Colloquium - we deal with invertible dynamical systems on the circle, concentrating on two major classes: global diffeomorphisms
and smooth homeomorphisms with critical points. In the case of smooth diffeomorphisms of the circle, deep results have been obtained from the mid to late seventies onwards, starting with M. Herman's thesis and culminating with the work of J.-C. Yoccoz, with important contributions by Y. Katznelson and D. Ornstein, among others. After describing those results, we will focus on the case of smooth homeomorphisms with critical points, a topic to which both authors have dedicated several years of research. In this context, the notions of renormalization, rigidity and universality play a decisive role, and have been widely studied in the last thirty years.

The material in this book is divided into four parts. In the first part we study rigid rotations and then circle homeomorphisms, introducing the notion of rotation number, a dynamical invariant introduced by Poincaré at the end of the nineteenth century. We also describe some connections between dynamical properties of the rotation number with the theory of continued fractions. In the second part we study circle diffeomorphisms, presenting some classical results due to Denjoy and discussing some of the main ideas in the Arnold-Herman-Yoccoz theory. We present the subject by developing it from its basic principles in a self-contained way. In particular, together, these two initial parts can be used in a first graduate-level course on one-dimensional dynamics. The book contains around 140 exercises, varying widely in their level of difficulty; these should help the students enhance their understanding of the subject.

The third part of this book introduces multicritical circle maps, which are smooth homeomorphisms of the circle with a finite number of critical points, an important and active topic in the area of one-dimensional dynamics. The fourth and last part of this book is devoted to renormalization theory, focusing on the analysis of the fine geometric structure of orbits of multicritical circle maps, as well as on certain complex-analytic aspects of the subject. We will describe in these final chapters several important results by K. Khanin, M. Martens, C. McMullen, W. de Melo, D. Sullivan, A. Teplinsky and M. Yampolsky among others. We would like to remark that, since these ideas are quite deep, the narrative in this final part is by necessity very sketchy.

Throughout the book, we provide, for the most part, complete proofs of several fundamental results in circle dynamics, such as the Poincaré classification, Denjoy's classical results and constructions, Arnold's conjugacy theorem for analytic circle diffeomorphisms with Diophantine rotation number (we also describe his counterexamples to linearizability), a conjugacy theorem for finitely smooth diffeomorphisms with Diophantine rotation number, Yoccoz's theorem on minimality of multicritical circle maps, the real bounds, quasisymmetric rigidity, the
fact that exponential convergence of renormalization implies smooth rigidity, Lipschitz continuity of the renormalization operator (for maps with a single critical point) and the complex bounds. We also survey, skipping many details, the proof of the exponential convergence of renormalization for critical circle maps, both in the analytic and the smooth case. The book closes with a list of open questions and three appendices: the first describing some aspects of the ergodic theory of continued fractions, the second presenting a proof of a linearization theorem for finitely smooth diffeomorphisms with Diophantine rotation number, and the third discussing ergodic properties of a certain skew product over the Gauss map.

The present book is primarily aimed at graduate students and young researchers working in Dynamical Systems, but we hope it will have something to offer to other mathematicians interested in the subject. As prerequisites, it assumes that the reader is familiar with the contents of a standard graduate course in Real Analysis (including Metric Spaces, Measure Theory and basic Functional Analysis) in addition to some notions of Ergodic Theory and Dynamical Systems. In chapters 4, 11, 13 and 14, basic knowledge of Complex Analysis is needed as well.

Due to limitations of time and space, many interesting topics of circle dynamics have been left out of this book. These include interval exchange transformations, maps with break points, maps with flat spots, mode locking universality, dynamics of endomorphisms (including the notion of rotation set), thermodynamic formalism, random dynamical systems and groups acting on the circle, among others.

In recent years, we have benefited from conversations with many friends and colleagues, among them Peter Hazard, Mikhail Lyubich, Marco Martens, Bruno Nussenzveig, Sebastian van Strien, Dennis Sullivan, Charles Tresser, Björn Winckler, Misha Yampolsky and most notably Welington de Melo. Several parts of this book have been inspired by these interactions.

We are also grateful to two anonymous referees whose keen comments and suggestions have led to a substantial improvement of our book over the original colloquium lecture notes.

Finally, we would like to thank the organizers of the 33rd Brazilian Mathematics Colloquium for the opportunity to present the course on which this book is based. Special thanks go to Paulo Ney de Souza for his extremely professional editorial help. Readers are encouraged to send comments and suggestions as well as corrections to our email addresses.

Edson de Faria (edson@ime.usp.br) Pablo Guarino (pablo_guarino@id.uff.br)
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## Part I

## Basic Theory

## Rotations

This opening chapter is devoted to the simplest dynamical systems on the circle that are not entirely trivial: the rigid rotations. Under a rigid rotation, all orbits look exactly the same. There are only two possible behaviours for such orbits. Either they are all dense on the circle, or else they are all periodic with the same period. This dichotomy can be read off from the angle by which points on the circle are rotated. The ratio of this angle to a full turn is called the rotation number. If the rotation number of a rigid rotation is rational, then all orbits are periodic. If the rotation number is irrational, then all orbits are dense. Moreover, the way the points of an orbit deploy themselves on the circle can be read off from the continued fraction development of the rotation number. Due to this connection with continued fractions, it is fair to say that the dynamical study of rotations was started by the ancient Greeks.

### 1.1 Topology and combinatorics of rotations

The dynamical systems we wish to study have as their phase space the unit circle, denoted $\boldsymbol{S}^{1}$ in this book, which can be defined in at least two ways. One way is to regard it as the affine one-dimensional manifold $\mathbb{R} / \mathbb{Z}$, also called the onedimensional torus. Another way is to regard it as the boundary of the unit disk in
the complex plane, namely $\partial \mathbb{D}=\{z \in \mathbb{C}:|z|=1\}$. These two representations of the unit circle are equivalent, the equivalence being induced by the exponential covering map $\exp : \mathbb{R} \rightarrow \partial \mathbb{D}$ given by $\exp (t)=e^{2 \pi i t}$. Both representations make it clear that $\boldsymbol{S}^{1}$ is also a topological group, the group operation being addition modulo 1 in the first representation and complex multiplication in the second. The reader should keep in mind the equivalence between these two representations. In most of what we do in this book, we use the additive representation, but will switch to the multiplicative representation whenever convenient.

### 1.1.1 A dichotomy

Given a real number $\alpha$, let us denote by $R_{\alpha}: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ the counterclockwise rotation of the unit circle by an angle equal to $2 \pi \alpha$. This map is given by $R_{\alpha}(x)=$ $x+\alpha(\bmod 1)$ in additive notation, or equivalently by $R_{\alpha}(z)=e^{2 \pi i \alpha} z$ in multiplicative notation. We are interested here in the orbit structure of rotations, both from the topological and metric viewpoints. When we speak of $\boldsymbol{S}^{1}$ as a metric space, we always take the distance between two points $x, y$ to be the one induced from the real line by the exponential covering map, i.e., $d(x, y)=\min \{|u-v|$ : $\exp (u)=x, \exp (v)=y\}$. The group of orientation-preserving isometries of $\boldsymbol{S}^{1}$ under this metric is precisely the group or rotations.

From the topological viewpoint, the dynamical behavior of rotations is very simple. There is a dichotomy, according to whether $\alpha$ is rational or irrational.
(1) If $\alpha$ is rational, say $\alpha=p / q$ in irreducible form, then every $x \in S^{1}$ is a periodic point with period $q$. In other words, we have

$$
R_{\alpha}^{q}(x)=x+q \alpha=x+p=x \quad(\bmod 1),
$$

for all $x \in \boldsymbol{S}^{1}$.
(2) If $\alpha$ is irrational, then every orbit $\mathscr{O}^{+}(x)=\left\{R_{\alpha}^{n}(x): n \geqslant 0\right\}$ is dense in $\boldsymbol{S}^{1}$. This follows from Lemma 1.1, stated and proved below (see also Proposition 1.1).

The result alluded to above is a classical one, discovered by Dirichlet in 1842. Its proof uses the well-known pigeonhole principle. ${ }^{1}$ We need some notation. Given any real number $x$, we denote by $\lfloor x\rfloor$ the greatest integer less or equal to $x$, and by $\{x\}$ the fractional part of $x$, i.e. $\{x\}=x-\lfloor x\rfloor$.

[^0]Lemma 1.1. If $\alpha$ is an irrational number, then
(i) For each positive integer $Q$ there exist an integer $p$ and a positive integer $q$ with $q \leqslant Q$ such that

$$
\begin{equation*}
|q \alpha-p|<\frac{1}{Q} \tag{1.1}
\end{equation*}
$$

(ii) There exist infinitely many rational numbers $p / q$ such that

$$
\begin{equation*}
\left|\alpha-\frac{p}{q}\right|<\frac{1}{q^{2}} . \tag{1.2}
\end{equation*}
$$

Proof. Partition the interval $[0,1)$ into $Q$ sub-intervals of equal length, namely

$$
\Delta_{j, Q}=\left[\frac{j-1}{Q}, \frac{j}{Q}\right), \quad j=1,2, \ldots, Q
$$

These are our boxes. Then consider the $Q+1$ numbers

$$
0,\{\alpha\},\{2 \alpha\}, \ldots,\{Q \alpha\} \in[0,1)
$$

These are all distinct, because $\alpha$ is irrational. By the pigeonhole principle, there exist $j \in\{1,2, \ldots, Q\}$ and $n_{1}, n_{2} \in\{0,1, \ldots, Q\}$ distinct such that both $\left\{n_{1} \alpha\right\} \in$ $\Delta_{j, Q}$ and $\left\{n_{2} \alpha\right\} \in \Delta_{j, Q}$ hold. Writing $m_{1}=\left\lfloor n_{1} \alpha\right\rfloor$ and $m_{2}=\left\lfloor n_{2} \alpha\right\rfloor$, we see that

$$
\left|\left(n_{1}-n_{2}\right) \alpha-\left(m_{1}-m_{2}\right)\right|=\left|\left\{n_{1} \alpha\right\}-\left\{n_{2} \alpha\right\}\right| \leqslant\left|\Delta_{j, Q}\right|=\frac{1}{Q}
$$

Hence, taking $p=m_{1}-m_{2}$ and $q=n_{1}-n_{2}$, we deduce (1.1). Equality in (1.1) cannot happen, because $\alpha$ is irrational. This proves (i), and (ii) is a direct consequence of (i).

For our next lemma, we shall use the following simple property of fractional parts: if $x, y$ are real numbers with $\{x\}+\{y\}<1$, then $\{x+y\}=\{x\}+\{y\}$.

Lemma 1.2. If $\alpha$ is irrational, then the sequence $\alpha_{n}=\{n \alpha\}, n \in \mathbb{N}$, is dense in $[0,1]$.

Proof. Given $\varepsilon>0$, let $N$ be a positive integer such that $1 / N<\varepsilon$. By Lemma 1.1, there exists a positive integer $n$ with $1 \leqslant n \leqslant N$ such that $\alpha_{n}<1 / N$. Since $\alpha_{n}>0$ is irrational, there exists a (unique) $k \in \mathbb{N}$ such that $k \alpha_{n}<1<(k+1) \alpha_{n}$. Therefore the points $j \alpha_{n}$ with $j=1,2, \ldots, k$ are $\varepsilon$-dense in $[0,1]$. But by the simple property given before the statement of this lemma, we have

$$
j \alpha_{n}=j\{n \alpha\}=\{j n \alpha\}=\alpha_{j n}, j=1,2, \ldots, k
$$

In other words, we have proved that the set $\left\{\alpha_{n}, \alpha_{2 n}, \ldots, \alpha_{k n}\right\}$ is $\varepsilon$-dense in $[0,1]$. Since $\varepsilon$ is arbitrary, it follows that $\left(\alpha_{n}\right)$ is dense in $[0,1]$.

As a corollary, we have the following result.
Proposition 1.1. If $\alpha$ is irrational, then for all $x \in S^{1}$ the positive orbit $\mathscr{O}^{+}(x)=$ $\left\{R_{\alpha}^{n}(x): n \in \mathbb{N}\right\}$ of $x$ under the rotation $R_{\alpha}$ is dense in $\boldsymbol{S}^{1}$.

Proof. Note that

$$
R_{\alpha}^{n}(x)=R_{\alpha}^{n}\left(R_{x}(0)\right)=R_{x}\left(R_{\alpha}^{n}(0)\right) .
$$

Since $R_{x}$ is an isometry of the unit circle, it follows that the sequence $\left(R_{\alpha}^{n}(x)\right)_{n \geqslant 0}$ is dense if and only if the sequence $\left(R_{\alpha}^{n}(0)\right)_{n \geqslant 0}$ is dense. But $R_{\alpha}^{n}(0)=\{n \alpha\}$, and this last sequence is dense by Lemma 1.2.

This proposition justifies the dichotomy we stated at the beginning of this section.

### 1.1.2 Sequence of closest returns

Let $R_{\alpha}: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be the rotation of angle $2 \pi \alpha$ on the unit circle, where $\alpha$ is irrational. We define a sequence of positive integers $\left(q_{n}\right)$ recursively as follows. Let $q_{0}=1$, and for each $n>0$, let

$$
q_{n}=\min \left\{i>q_{n-1}: d\left(x, R^{i}(x)\right)<d\left(x, R^{q_{n-1}}(x)\right)\right\}
$$

Here, $x$ is any point on the circle. It does not matter which $x$ we choose in this definition, because $R_{\alpha}$ is an isometry. The positive integer $q_{n}$ is called the $n$-th closest return time of the orbit of (any) $x$. The meaning is clear: each iterate $R_{\alpha}^{q_{n}}(x)$ is closest to $x$ than any previous iterate $R_{\alpha}^{i}(x), 1 \leqslant i<q_{n}$.

It so happens that consecutive closest returns to $x$ occur in opposite sides of $x$. Being "on opposite sides of $x$ " might seem somewhat ambiguous (we are on a circle, after all!), but the ambiguity disappears if we remove $R_{\alpha}^{q_{0}}(x)=R_{\alpha}(x)$ from $S^{1}$ : it is then legitimate to speak of opposite sides of $x$ in the $\operatorname{arc} S^{1} \backslash\left\{R_{\alpha}(x)\right\}$. The precise statement is as follows.


Figure 1.1: Two possibilities.

Lemma 1.3. Let $J_{n}(x) \subset S^{1}$ be the interval of endpoints $R_{\alpha}^{q_{n-1}}(x)$ and $R_{\alpha}^{q_{n}}(x)$ that contains $x$, and let $J_{n}^{\prime}(x) \subset J_{n}(x)$ be the interval of endpoints $x$ and $R_{\alpha}^{q_{n-1}}(x)$. Then $R_{\alpha}^{q_{n+1}}(x) \in J_{n}^{\prime}(x)$.

This lemma, in turn, is a consequence of the following result.
Lemma 1.4. Let $I_{n}(x) \subset J_{n}(x)$ be the interval with endpoints $x$ and $R_{\alpha}^{q_{n}}(x)$. Then the intervals $R_{\alpha}^{j}\left(I_{n}(x)\right)$, with $j \in\left\{0,1,2, \ldots, q_{n+1}-1\right\}$, are pairwise disjoint.
Proof. Let $0 \leqslant i<j \leqslant q_{n+1}-1$ be such that $R_{\alpha}^{i}\left(I_{n}(x)\right) \cap R_{\alpha}^{j}\left(I_{n}(x)\right) \neq \varnothing$. Then $k=j-i$ satisfies $I_{n}(x) \cap R_{\alpha}^{k}\left(I_{n}(x)\right) \neq \emptyset$, and obviously $0<k<q_{n+1}$. Recall that $R_{\alpha}$ is an isometry, so $\left|R_{\alpha}^{k}\left(I_{n}(x)\right)\right|=\left|I_{n}(x)\right|$. Since $R_{\alpha}$ is orientationpreserving, we see that either $x \in R_{\alpha}^{k}\left(I_{n}(x)\right)$ or $R_{\alpha}^{k}(x) \in I_{n}(x)$ (see Figure 1.1). In either case, we have

$$
d\left(x, R_{\alpha}^{k}(x)\right) \leqslant\left|I_{n}(x)\right|=d\left(x, R_{\alpha}^{q_{n+1}}(x)\right)
$$

But this can only happen if $k \geqslant q_{n+1}$, which is certainly not the case.
Remark 1.1. The intervals $I_{n}(x)$ defined above are called the closest return intervals associated to the point $x$. We sometimes omit the point $x$ and write $I_{n}$ instead of $I_{n}(x)$.

### 1.2 Rotations and continued fractions

In this section we look at rotations from an arithmetic viewpoint. Given $R_{\alpha}$ : $\boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$, we introduce the continued fraction development of $\alpha$ and show that the denominators of the sequence of best rational approximations to $\alpha$ (obtained by truncating the continued fraction expansion of $\alpha$ ) are precisely the closest return times for $R_{\alpha}$ introduced in Section 1.1.

### 1.2.1 Basic theory of continued fractions

Let us consider the group $G$ of $2 \times 2$ real matrices with determinant $\pm 1$. This group acts on the extended real line $\widehat{\mathbb{R}}=\mathbb{R} \cup\{\infty\}$ (the one-point compactification of $\mathbb{R}$ ) as the group $\mathscr{M}(\mathbb{R})$ of real fractional linear (or Möbius) transformations. More precisely, to each matrix

$$
A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in G
$$

we associate a Möbius transformation $T_{A}$ given by

$$
T_{A}(\zeta)=\frac{a \zeta+b}{c \zeta+d} .
$$

Matrix multiplication in $G$ corresponds to composition of maps in $\mathscr{M}(\mathbb{R})$, in other words, if $A, B \in G$ then $T_{A B}=T_{A} \circ T_{B}$. Thus we have a homomorphism $G \rightarrow \mathscr{M}(\mathbb{R})$, and it is easy to check that such homomorphism is surjective and that its kernel is $\{ \pm I\}$. In particular, $\mathscr{M}(\mathbb{R})=G /\{ \pm I\}^{2}$

We consider certain special elements of $G$. Given $x \in \mathbb{R}$, let

$$
\sigma_{x}=\left(\begin{array}{ll}
x & 1 \\
1 & 0
\end{array}\right) .
$$

[^1]The associated Möbius transformation $T_{\sigma_{x}}$ is given by

$$
T_{\sigma_{x}}(\zeta)=x+\frac{1}{\zeta}
$$

Now, given any sequence $x_{0}, x_{1}, \ldots, x_{n}, \ldots$ of real numbers, we associate to it the sequence of matrices $A_{n}$ given by

$$
A_{n}=\sigma_{x_{0}} \sigma_{x_{1}} \cdots \sigma_{x_{n}}=\left(\begin{array}{cc}
x_{0} & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
x_{1} & 1 \\
1 & 0
\end{array}\right) \cdots\left(\begin{array}{cc}
x_{n} & 1 \\
1 & 0
\end{array}\right)
$$

The sequence of corresponding Möbius transformations $T_{A_{n}}$ is therefore given by

$$
\begin{align*}
T_{A_{n}}(\zeta) & =T_{\sigma_{x_{0}}} \circ T_{\sigma_{x_{1}}} \circ \cdots \circ T_{\sigma_{x_{n}}}(\zeta) \\
& =x_{0}+\frac{1}{x_{1}+\frac{1}{x_{2}+\frac{1}{\cdots+\frac{1}{x_{n}+\frac{1}{\zeta}}}}} . \tag{1.3}
\end{align*}
$$

The entries of the matrices $A_{n}$ can be determined by recurrence. Writing

$$
A_{n}=\left(\begin{array}{ll}
p_{n} & p_{n-1} \\
q_{n} & q_{n-1}
\end{array}\right)
$$

and taking into account that $A_{n+1}=A_{n} \sigma_{x_{n+1}}$, we see that

$$
\begin{align*}
p_{n+1} & =x_{n+1} p_{n}+p_{n-1}  \tag{1.4}\\
q_{n+1} & =x_{n+1} q_{n}+q_{n-1} \tag{1.5}
\end{align*}
$$

We also have $p_{0}=x_{0}, p_{1}=x_{0} x_{1}+1$ and $q_{0}=1, q_{1}=x_{1}$. It readily follows from these facts that $p_{n}$ and $q_{n}$ are given by polynomials of degree $n+1$ and $n$, respectively, in the variables $x_{0}, x_{1}, \ldots, x_{n}$. Moreover, since

$$
\operatorname{det} A_{n}=\prod_{j=0}^{n} \operatorname{det} \sigma_{x_{j}}=(-1)^{n+1}
$$

we see that

$$
\begin{equation*}
p_{n} q_{n-1}-p_{n-1} q_{n}=(-1)^{n+1}, \quad \forall n \geqslant 1 \tag{1.6}
\end{equation*}
$$

Let us now specialize our discussion to the case when each $x_{n}$ is an integer, say $x_{n}=a_{n} \in \mathbb{Z}$. We assume also that all $a_{n}$ 's are positive, with the possible exception of $a_{0}$. For later reference, let us repeat here the defining recurrence relations for the $p_{n}$ 's and $q_{n}$ 's in this case:

$$
\begin{align*}
p_{n+1} & =a_{n+1} p_{n}+p_{n-1}  \tag{1.7}\\
q_{n+1} & =a_{n+1} q_{n}+q_{n-1} \tag{1.8}
\end{align*}
$$

Since $q_{0}=1$ and $q_{1}=a_{1} \geqslant 1$ and $a_{n} \geqslant 1$ for all $n \geqslant 1$, we deduce from (1.7) that $q_{n+1} \geqslant q_{n}+q_{n-1}$. This tells us that the sequence ( $q_{n}$ ) grows at least as fast as the Fibonacci sequence: by an easy inductive argument, it follows from this last inequality that

$$
q_{n} \geqslant \frac{1}{\sqrt{5}}\left(\frac{1+\sqrt{5}}{2}\right)^{n}
$$

Presently, what is more important for our purposes is that $q_{n} \rightarrow \infty$ exponentially fast as $n \rightarrow \infty$. Dividing both sides of (1.6) by $q_{n-1} q_{n}$, we have

$$
\begin{equation*}
\frac{p_{n}}{q_{n}}-\frac{p_{n-1}}{q_{n-1}}=\frac{(-1)^{n+1}}{q_{n-1} q_{n}} \tag{1.9}
\end{equation*}
$$

This shows that the sequence of rational numbers $p_{n} / q_{n}$ is a Cauchy sequence (recall here that $q_{n} \rightarrow \infty$ exponentially fast), and therefore the limit

$$
\begin{equation*}
\alpha=\lim _{n \rightarrow \infty} \frac{p_{n}}{q_{n}} \tag{1.10}
\end{equation*}
$$

exists. This number must be irrational (why?). We stress that the rational numbers $p_{n} / q_{n}$ are already in irreducible form, for (1.6) implies that $\operatorname{gcd}\left(p_{n}, q_{n}\right)=1$. These rational approximations to $\alpha$ are called the convergents of $\alpha$, while the coefficients $a_{n}$ are called the partial quotients of $\alpha$.

Next, we note that (1.9) implies, by a simple telescoping trick, the relation

$$
\begin{equation*}
\frac{p_{n}}{q_{n}}=a_{0}+\sum_{j=0}^{n-1} \frac{(-1)^{j+1}}{q_{j} q_{j+1}} . \tag{1.11}
\end{equation*}
$$

Letting $n \rightarrow \infty$ here yields $\alpha$ as the sum of an infinite convergent series, namely

$$
\begin{equation*}
\alpha=a_{0}+\sum_{j=0}^{\infty} \frac{(-1)^{j+1}}{q_{j} q_{j+1}} \tag{1.12}
\end{equation*}
$$

These facts tell us that the convergents $p_{n} / q_{n}$ alternate around $\alpha$ (their limit). In fact, again using that $\left(q_{n}\right)$ is an increasing sequence, we have

$$
\begin{equation*}
\frac{p_{0}}{q_{0}}<\frac{p_{2}}{q_{2}}<\cdots<\frac{p_{2 n}}{q_{2 n}}<\cdots<\alpha<\cdots<\frac{p_{2 n+1}}{q_{2 n+1}}<\cdots<\frac{p_{3}}{q_{3}}<\frac{p_{1}}{q_{1}} \tag{1.13}
\end{equation*}
$$

Furthermore, if we subtract (1.11) from (1.12), we get

$$
\alpha-\frac{p_{n}}{q_{n}}=\sum_{j=n}^{\infty} \frac{(-1)^{j+1}}{q_{j} q_{j+1}},
$$

and from this it follows that

$$
\left|\alpha-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n} q_{n+1}}<\frac{1}{q_{n}^{2}},
$$

for all $n \geqslant 0$.
Summarizing, we have proved one half of the following result.
Theorem 1.1. Given a sequence of integers $a_{0}, a_{1}, \ldots, a_{n}, \ldots$ with $a_{n} \geqslant 1$ for all $n \geqslant 1$, there exists a unique irrational number $\alpha$ with the following properties.
(i) Writing, for each $n \geqslant 0$

$$
\frac{p_{n}}{q_{n}}=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{\cdots+\frac{1}{a_{n}}}}}
$$

as an irreducible fraction, we have

$$
\left|\alpha-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n} q_{n+1}} \text { for all } n \geqslant 0
$$

(ii) The convergents $p_{n} / q_{n}$ alternate around $\alpha$, and their limit is $\alpha$.

Conversely, given an irrational number $\alpha$, there exists a unique sequence of integers $a_{0}, a_{1}, \ldots, a_{n}, \ldots$ with $a_{n} \geqslant 1$ for all $n \geqslant 1$ such that

$$
\begin{equation*}
\alpha=\lim _{n \rightarrow \infty} a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{\cdots+\frac{1}{a_{n}}}}} . \tag{1.14}
\end{equation*}
$$

Proof. By now, only the converse statement at the end requires proof. Given the number $\alpha$, define $a_{0}=\lfloor\alpha\rfloor$ and let $\alpha_{0}=\alpha$. Next, define

$$
\alpha_{1}=\frac{1}{\alpha_{0}-a_{0}} \text { and } a_{1}=\left\lfloor\alpha_{1}\right\rfloor .
$$

Note that $\alpha_{1}$ is a well-defined, positive irrational number, and that $a_{1}$ is a positive integer. Now proceed inductively in this fashion: having defined the positive irrational number $\alpha_{n}$ and the positive integer $a_{n}$, let

$$
\alpha_{n+1}=\frac{1}{\alpha_{n}-a_{n}} \text { and } a_{n+1}=\left\lfloor\alpha_{n+1}\right\rfloor
$$

This produces the desired sequence of integers. We leave to the reader the task of proving that, indeed, (1.14) is satisfied.

We close this section with the following remark. Let $G:[0,1] \rightarrow[0,1]$ be defined by $G(0)=0$ and

$$
G(\alpha)=\left\{\frac{1}{\alpha}\right\}, \text { for all } \alpha \neq 0 .
$$

This is the so-called Gauss map, which is extremely useful in the study of continued fractions. Also, let $a_{1}:[0,1] \rightarrow \mathbb{Z}^{+}$be given by

$$
a_{1}(\alpha)=\left\lfloor\frac{1}{\alpha}\right\rfloor
$$

This is, of course, the first (non-zero) partial quotient of $\alpha \in(0,1]$. Then, if $a_{n}(\alpha)$ denotes the $n$-th partial quotient of $\alpha$, we have

$$
\begin{equation*}
a_{n+1}=a_{1} \circ G^{n}(\alpha), \text { for all } n \geqslant 0 . \tag{1.15}
\end{equation*}
$$

Thus, there is an intimate relationship between the continued-fraction development of a real number in $[0,1]$ and the dynamics of the Gauss map. In particular, many interesting statistical properties of the partial quotients can be derived from the ergodic theory of the Gauss map. This will be fully explained in Appendix A.
Remark 1.2. We warn the reader that, for notational convenience, later in this book we will write $a_{0}$ for the first partial quotient of a number $\alpha \in(0,1]$, instead of $a_{1}$. Thus, the indices in the sequence of partial quotients will all be shifted by 1 .

### 1.2.2 Best approximations

The convergents of an irrational number $\alpha$ are the best rational approximations to $\alpha$, in a sense that is made precise in the following result.

Theorem 1.2. If $p_{n} / q_{n}$ denotes the $n$-th convergent of the irrational number $\alpha$, for $n=0,1, \ldots$, then
(i) For all $n \geqslant 0$, we have

$$
\begin{equation*}
\frac{1}{q_{n}\left(q_{n}+q_{n+1}\right)}<\left|\alpha-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n} q_{n+1}} . \tag{1.16}
\end{equation*}
$$

(ii) We have

$$
\left|q_{0} \alpha-p_{0}\right|>\left|q_{1} \alpha-p_{1}\right|>\cdots>\left|q_{n} \alpha-p_{n}\right|>\cdots .
$$

(iii) If $p, q$ are non-zero integers such that

$$
\begin{equation*}
|q \alpha-p|<\left|q_{n} \alpha-p_{n}\right| . \tag{1.17}
\end{equation*}
$$

for some $n \geqslant 0$, then $q \geqslant q_{n+1}$.
Proof. The right-most inequality in (1.16) was proved in Theorem 1.1. Since the convergent $p_{n+2} / q_{n+2}$ lies between $\alpha$ and the convergent $p_{n} / q_{n}$, we have

$$
\begin{equation*}
\left|\alpha-\frac{p_{n}}{q_{n}}\right|>\left|\frac{p_{n+2}}{q_{n+2}}-\frac{p_{n}}{q_{n}}\right| . \tag{1.18}
\end{equation*}
$$

The recurrence relations defining $p_{n}, q_{n}$ easily imply the identity

$$
p_{n+2} q_{n}-p_{n} q_{n+2}=(-1)^{n} a_{n+2}
$$

Using this identity in (1.18), and taking into account that $a_{n+2} \geqslant 1$, we get

$$
\left|\alpha-\frac{p_{n}}{q_{n}}\right|>\frac{a_{n+2}}{q_{n} q_{n+2}}=\frac{a_{n+2}}{q_{n}\left(a_{n+2} q_{n+1}+q_{n}\right)} \geqslant \frac{1}{q_{n}\left(q_{n+1}+q_{n}\right)},
$$

and this establishes the left-most inequality in (1.16). Hence, (i) is established.
In order to prove (ii), we multiply the inequalities in (1.16) by $q_{n}$, obtaining

$$
\frac{1}{q_{n}+q_{n+1}}<\left|q_{n} \alpha-p_{n}\right|<\frac{1}{q_{n+1}}
$$

These inequalities are valid for all $n \geqslant 0$. But if $n \geqslant 1$ then $q_{n+1} \geqslant q_{n}+q_{n-1}$, and therefore

$$
\left|q_{n} \alpha-p_{n}\right|<\frac{1}{q_{n}+q_{n-1}}<\left|q_{n-1} \alpha-p_{n-1}\right|
$$

This proves (ii).
Finally, we prove (iii). Let us suppose that (1.17) holds, but $0<q<q_{n+1}$. Note that since the matrix

$$
\left(\begin{array}{ll}
p_{n} & p_{n+1} \\
q_{n} & q_{n+1}
\end{array}\right)
$$

has determinant equal to $\pm 1$, there exists a unique pair of integers $\mu, v$ such that

$$
\begin{equation*}
p=\mu p_{n}+v p_{n+1} \text { and } q=\mu q_{n}+v q_{n+1} \tag{1.19}
\end{equation*}
$$

We claim that $\mu$ and $\nu$ are both non-zero. For if $\mu=0$ then $q=\nu q_{n+1}$ and $\nu$ is necessarily non-zero, implying $q \geqslant q_{n+1}$, contrary to assumption. Likewise, if $v=0$, then $p=\mu p_{n}, q=\mu q_{n}$ with $\mu \neq 0$, and so

$$
|q \alpha-p|=|\mu| \cdot\left|q_{n} \alpha-p_{n}\right| \geqslant\left|q_{n} \alpha-p_{n}\right|
$$

again contrary to assumption. Thus, $\mu \neq 0 \neq v$. Next, we claim that $\mu$ and $v$ have opposite signs. Indeed, if they had the same sign, then from the second equality in (1.19) we would have $q=|q| \geqslant q_{n+1}$, again contrary to assumption. Now, we note that the numbers $q_{n} \alpha-p_{n}$ and $q_{n+1} \alpha-p_{n+1}$ have opposite signs (see (1.13)). Therefore the numbers

$$
\mu\left(q_{n} \alpha-p_{n}\right) \text { and } \nu\left(q_{n+1} \alpha-p_{n+1}\right)
$$

have the same sign. Therefore we have

$$
\begin{aligned}
|q \alpha-p| & =\left|\mu\left(q_{n} \alpha-p_{n}\right)+v\left(q_{n+1} \alpha-p_{n+1}\right)\right| \\
& =|\mu| \cdot\left|q_{n} \alpha-p_{n}\right|+|v| \cdot\left|q_{n+1} \alpha-p_{n+1}\right| \\
& >|\mu| \cdot\left|q_{n} \alpha-p_{n}\right| \geqslant\left|q_{n} \alpha-p_{n}\right|
\end{aligned}
$$

This is again a contradiction. This proves that $q$ must be greater than or equal to $q_{n+1}$, and we are done.

We close this section with a word on notation. Given any real number $x$, it is customary to denote by $\|x\|$ the distance from $x$ to the nearest integer, that is, $\|x\|=\min \{|x-m|: m \in \mathbb{Z}\}$. It is easy to see, from the above discussion, that

$$
\left\|q_{n} \alpha\right\|=\left|q_{n} \alpha-p_{n}\right| \text { for all } n \geqslant 0
$$

Hence, Theorem 1.2 (ii) tells us that

$$
\left\|q_{0} \alpha\right\|>\left\|q_{1} \alpha\right\|>\cdots>\left\|q_{n} \alpha\right\|>\cdots
$$

### 1.3 Weyl's equidistribution theorem

The points of a single orbit of an irrational rotation are not just dense in $\boldsymbol{S}^{\mathbf{1}}$, they are also uniformly distributed in some sense. This fact, although intuitively obvious, requires clarification and proof. This is our purpose in this section.

### 1.3.1 Equidistribution

Let us start with a definition.
Definition 1.1. A sequence of real numbers $x_{0}, x_{1}, \ldots, x_{n}, \ldots$ is said to be equidistributed modulo one ${ }^{3}$ iffor every interval $\Delta \subseteq[0,1]$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \#\left\{0 \leqslant n \leqslant N-1:\left\{x_{n}\right\} \in \Delta\right\}=|\Delta| \tag{1.20}
\end{equation*}
$$

where, as before, $\{x\}=x-\lfloor x\rfloor$ denotes the fractional part of $x$, and $|\Delta|$ denotes the Euclidean length of the interval $\Delta$.

Alternatively, (1.20) can be written as

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{1}_{\Delta}\left(\left\{x_{n}\right\}\right)=\int_{0}^{1} \mathbb{1}_{\Delta}(x) d x \tag{1.21}
\end{equation*}
$$

where $\mathbb{1}_{\Delta}$ is the characteristic (or indicator) function of the interval $\Delta$.
In a classic paper published in 1914, H. Weyl proved the following criterion for equidistribution.

[^2]Theorem 1.3 (Weyl's Criterion). For a sequence of real numbers $\left(x_{n}\right)_{n \geqslant 0}$, the following are equivalent.
(a) The sequence $\left(x_{n}\right)$ is equidistributed modulo one;
(b) For every continuous function $\varphi: \mathbb{R} \rightarrow \mathbb{C}$, periodic of period one, we have

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \varphi\left(x_{n}\right)=\int_{0}^{1} \varphi(x) d x
$$

(c) For each $m \in \mathbb{Z}^{*}$, we have

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} e^{2 \pi i m x_{n}}=0
$$

Proof. To see that (a) implies (b), note first of all that it suffices to prove (b) for real valued functions (periodic of period one). Given such a $\varphi$, approximate it uniformly on the unit interval by means of a sequence of step functions. Since each step function is a linear combination of characteristic functions of intervals, equality (1.21) holds for step functions as well. From the equality in (b) follows, first for the step functions themselves, and then for $\varphi$ by the uniform approximation. Now, (b) clearly implies (c), for we can simply take $\varphi(x)=\exp \{2 \pi i m x\}$. To prove that (c) implies (b), consider the algebra $\mathscr{A}$ of so-called Laurent polynomials

$$
P(x)=\sum_{m=-k}^{\ell} c_{m} e^{2 \pi i m x}
$$

where $k, \ell$ are non-negative integers and $c_{m} \in \mathbb{C}$ for all $m$. It is clear that $\mathscr{A}$ contains the constant functions, separates points of $[0,1]$ and is invariant under complex conjugation. Therefore, by the Stone-Weierstrass theorem, $\mathscr{A}$ is dense in $C_{\mathbb{C}}^{0}([0,1])$. Thus, given $\varphi$ as in (b) and $\epsilon>0$, there exists $P_{\epsilon} \in \mathscr{A}$ such that $\sup _{x \in[0,1]}\left|\varphi(x)-P_{\epsilon}(x)\right| \leqslant \epsilon$. This implies at once that

$$
\begin{equation*}
\left|\int_{0}^{1} \varphi(x) d x-\int_{0}^{1} P_{\epsilon}(x) d x\right| \leqslant \epsilon, \tag{1.22}
\end{equation*}
$$

and also, for all $N \geqslant 1$, that

$$
\begin{equation*}
\left|\frac{1}{N} \sum_{n=0}^{N-1} \varphi\left(x_{n}\right)-\frac{1}{N} \sum_{n=0}^{N-1} P_{\epsilon}\left(x_{n}\right)\right| \leqslant \epsilon . \tag{1.23}
\end{equation*}
$$

If $c_{0}$ denotes the constant term of $P_{\epsilon}$, then applying (c) we deduce that, as $N \rightarrow \infty$,

$$
\frac{1}{N} \sum_{n=0}^{N-1} P_{\epsilon}\left(x_{n}\right) \longrightarrow c_{0}=\int_{0}^{1} P_{\epsilon}(x) d x
$$

Combining this fact with (1.22) and (1.23), we get

$$
\lim _{N \rightarrow \infty}\left|\frac{1}{N} \sum_{n=0}^{N-1} \varphi\left(x_{n}\right)-\int_{0}^{1} \varphi(x) d x\right| \leqslant 2 \epsilon
$$

But since $\epsilon$ is arbitrary, (b) follows. Finally, to prove that (b) implies (a), let $\Delta \subseteq$ $(0,1)$ be an interval, and let $\epsilon>0$. Take two functions $\varphi$ and $\psi$, both continuous and periodic of period one, with $\varphi(x) \leqslant \mathbb{1}_{\Delta}(x) \leqslant \psi(x)$ for all $0 \leqslant x \leqslant 1$, such that

$$
\int_{0}^{1} \psi(x) d x-\int_{0}^{1} \varphi(x) d x \leqslant \frac{\epsilon}{3}
$$

Note that the integral of $\mathbb{1}_{\Delta}$ over the unit interval is squeezed between these two. Moreover, for all $N \geqslant 1$ we have

$$
\frac{1}{N} \sum_{n=0}^{N-1} \varphi\left(x_{n}\right) \leqslant \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{1}_{\Delta}\left(\left\{x_{n}\right\}\right) \leqslant \frac{1}{N} \sum_{n=0}^{N-1} \psi\left(x_{n}\right)
$$

But, by (b), for all sufficiently large $N$ we have

$$
\left|\frac{1}{N} \sum_{n=0}^{N-1} \varphi\left(x_{n}\right)-\int_{0}^{1} \varphi(x) d x\right| \leqslant \frac{\epsilon}{3}
$$

as well as

$$
\left|\frac{1}{N} \sum_{n=0}^{N-1} \psi\left(x_{n}\right)-\int_{0}^{1} \psi(x) d x\right| \leqslant \frac{\epsilon}{3},
$$

Combining these facts we deduce (a), and this completes the proof.

Corollary 1.1. Every orbit of an irrational rotation $R_{\theta}: x \mapsto x+\theta(\bmod 1)$ is equidistributed modulo one.

Proof. Since $R_{\theta}^{n}(x)=\{x+n \theta\}$ for all $n$, we must prove that the sequence $x_{n}=$ $x+n \theta$ is equidistributed modulo one. This we do using part (c) of Weyl's criterion; given $m \in \mathbb{Z}^{*}$, we see that

$$
\frac{1}{N} \sum_{n=0}^{N-1} e^{2 \pi i m(x+n \theta)}=\frac{e^{2 \pi i m x}}{N} \sum_{n=0}^{N-1}\left(e^{2 \pi i m \theta}\right)^{n}=\frac{e^{2 \pi i m x}}{N} \frac{1-e^{2 \pi i m N \theta}}{1-e^{2 \pi i m \theta}}
$$

Therefore

$$
\lim _{N \rightarrow \infty} \frac{1}{N}\left|\sum_{n=0}^{N-1} e^{2 \pi i m(x+n \theta)}\right|=\lim _{N \rightarrow \infty} \frac{1}{N}\left|\frac{1-e^{2 \pi i m N \theta}}{1-e^{2 \pi i m \theta}}\right|=0
$$

and we indeed deduce from (c) that the orbit is equidistributed modulo one as asserted.

### 1.3.2 A simple application

Following Arnold and Avez [1968], let us illustrate the usefulness of Weyl's criterion by solving a simple problem in Number Theory. Write down the list of all powers of 2 in base 10 , in ascending order:

$$
1,2,4,8,16,32,64,128,256,512,1024,2048, \ldots
$$

Consider the sequence consisting of the left-most digits of the above numbers, namely

$$
\begin{equation*}
1,2,4,8,1,3,6,1,2,5,1,2, \ldots \tag{1.24}
\end{equation*}
$$

Then ask a couple of natural questions:
(i) Does the number 7 appear in the above list of first digits? ${ }^{4}$
(ii) If so, with what frequency?

[^3]Let us see how Weyl's criterion - or rather, Corollary 1.1 - can aid us in providing answers to these questions. First, we need to express the first digit $d_{n}$ of $2^{n}$ written in base 10 as a function of $n$. If we take the logarithm in base 10 of each term in our sequence of powers of two, we get the sequence

$$
x_{n}=n \log _{10} 2 .
$$

The simple but crucial observation here is the following:

$$
d_{n}=k \in\{1, \ldots, 9\} \Longleftrightarrow\left\{x_{n}\right\}=\left\{n \log _{10} 2\right\} \in\left[\log _{10} k, \log _{10}(k+1)\right) .
$$

But $\theta=\log _{10} 2$ is irrational (why?). Hence, by Corollary 1.1, the sequence $\left(x_{n}\right)$ is equidistributed modulo one. In particular, we have

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \#\left\{0 \leqslant n<N: d_{n}=k\right\}=\log _{10}\left(1+\frac{1}{k}\right)>0 .
$$

In other words, all digits from 1 to 9 appear with positive (asymptotic) frequency in the sequence (1.24). The (asymptotic) frequency for the specific case of 7 is

$$
\log _{10} \frac{8}{7}=0.05799 \ldots
$$

This, of course, answers questions (i) and (ii) posed above: the digit 7 does appear in (1.24), with an asymptotic frequency of about $5.8 \%$.

### 1.4 Ergodicity of irrational rotations

Throughout this book, we denote by $m$ the normalized Lebesgue measure on the unit circle. More precisely, if $A \subset S^{1}$ is an interval, then $m(A)$ is just the Lebesgue measure of $\pi^{-1}(A) \cap[0,1)$ in the real line, where $\pi: \mathbb{R} \rightarrow S^{1}$ is the standard covering map. Since it lifts to a translation, any rotation preserves the Lebesgue measure on $\boldsymbol{S}^{1}$. We finish Chapter 1 by proving ergodicity of irrational rotations.

Lemma 1.5. The Lebesgue measure is ergodic under any irrational rotation.
Recall that if $(X, \mu)$ is a measure space and $\phi: X \rightarrow X$ is a measurable map that preserves $\mu$, we say that $\mu$ is ergodic under $\phi$ if, for every measurable set $A \subseteq X$ which is invariant under $\phi$ (meaning $\phi^{-1}(A)=A$ ), we have either $\mu(A)=0$ or $\mu(X \backslash A)=0$.

Note that Lemma 1.5 above is certainly not true for rational rotations (why?). As it turns out, Lemma 1.5 follows from what we have done in Section 1.3.1. Indeed, if the sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in Theorem 1.3 is given by an orbit, i.e., $x_{n}=$ $x_{0}+n \alpha(\bmod 1)$ for some initial condition $x_{0} \in \mathbb{R}$, then part $(\mathrm{b})$ of Weyl's criterion is saying that the Birkhoff averages of any continuous function $\varphi: \mathbb{R} \rightarrow \mathbb{C}$, periodic of period one, along the given orbit $\left\{x_{n}\right\}$ converges to $\int_{0}^{1} \varphi(x) d x$. This establishes the ergodicity of the Lebesgue measure under $R_{\alpha}$. However, the proof given below (which uses the notion of Lebesgue density point) is easier to adapt to more general situations (see for instance Theorem 3.10 in Chapter 3, see also Section 8.4).

Proof of Lemma 1.5. Let $\alpha \in[0,1] \backslash \mathbb{Q}$ and let $R_{\alpha}$ be the rotation of angle $\alpha$ in $S^{1}$. Let us assume, by contradiction, that there exist two disjoint $R_{\alpha}$-invariant Borel sets $A$ and $B$ in the circle, both having positive Lebesgue measure. Let $x_{0} \in \boldsymbol{S}^{1}$ be a density point of $A$. Recall that this means that

$$
\lim _{\varepsilon \rightarrow 0}\left\{\frac{m\left(\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right) \cap A\right)}{2 \varepsilon}\right\}=1
$$

Since $A$ is $R_{\alpha}$-invariant and $R_{\alpha}$ is an isometry, we have that

$$
\begin{aligned}
m\left(\left(R_{\alpha}^{n}\left(x_{0}\right)-\varepsilon, R_{\alpha}^{n}\left(x_{0}\right)+\varepsilon\right) \cap A\right) & =m\left(R_{\alpha}^{n}\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right) \cap A\right) \\
& =m\left(R_{\alpha}^{n}\left(\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right) \cap A\right)\right) \\
& =m\left(\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right) \cap A\right) .
\end{aligned}
$$

Therefore, $R_{\alpha}^{n}\left(x_{0}\right)$ is a density point of $A$ for all $n \in \mathbb{N}$. In the same way, let $y_{0} \in S^{1}$ be a density point of $B$. For any given $\delta \in(3 / 4,1)$, let $\varepsilon>0$ be sufficiently small so that

$$
m\left(\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right) \cap A\right)>2 \varepsilon \delta \quad \text { and } \quad m\left(\left(y_{0}-\varepsilon, y_{0}+\varepsilon\right) \cap B\right)>2 \varepsilon \delta
$$

By Proposition 1.1, the positive orbit $\left\{R_{\alpha}^{n}\left(x_{0}\right)\right\}_{n \in \mathbb{N}}$ is dense in the circle. Moreover, as we just observed, all its points are density points of $A$. This allows us to assume that $x_{0} \in\left(y_{0}-\varepsilon, y_{0}+\varepsilon\right)$. Finally, since $A$ and $B$ are disjoint to each other, we obtain

$$
\begin{aligned}
2 \varepsilon \delta & <m\left(\left(y_{0}-\varepsilon, y_{0}+\varepsilon\right) \cap B\right) \\
& \leqslant m\left(\left(y_{0}-\varepsilon, y_{0}+\varepsilon\right) \cup\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right)\right)-m\left(\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right) \cap A\right) \\
& <3 \varepsilon-2 \varepsilon \delta .
\end{aligned}
$$

This implies that $\delta<3 / 4$, a contradiction.

Remark 1.3. Yet another proof of Lemma 1.5 can be given by means of Fourier series. The equivalence between what we will prove below and ergodicity is a criterion proved in almost every book on Ergodic Theory; see for instance Walters [1982, p. 28]. Just as before, let $\alpha \in[0,1] \backslash \mathbb{Q}$ and let $R_{\alpha}$ be the rotation of angle $\alpha$ in $\boldsymbol{S}^{1}$. We claim that if $\varphi: \boldsymbol{S}^{1} \rightarrow \mathbb{C}$ belongs to the Hilbert space $L^{2}\left(\boldsymbol{S}^{1}\right)$ of square-integrable functions (with respect to Lebesgue, i.e., $\int|\varphi|^{2} d m$ is finite) and satisfies $\varphi \circ R_{\alpha}(x)=\varphi(x)$ at Lebesgue almost every point, then $\varphi$ is constant almost everywhere. To prove this, we proceed as follows. It is well known that every such $\varphi$ has a unique orthogonal expansion in $L^{2}\left(\boldsymbol{S}^{1}\right)$ of the form

$$
\varphi=\sum_{n \in \mathbb{Z}} a_{n}(\varphi) e_{n}
$$

where the functions $e_{n}(x)=e^{2 \pi i n x}, n \in \mathbb{Z}$, form an orthonormal basis for $L^{2}\left(\boldsymbol{S}^{1}\right)$, and the bi-infinite sequence $\left\{a_{n}(\varphi)\right\}_{n \in \mathbb{Z}}$ of complex numbers, the socalled Fourier coefficients of $\varphi$, is given by

$$
a_{n}(\varphi)=\int_{\boldsymbol{S}^{1}} \varphi(x) e^{-2 \pi i n x} d x, \quad \forall n \in \mathbb{Z}
$$

But the function $\varphi \circ R_{\alpha}$ is also in $L^{2}\left(\boldsymbol{S}^{1}\right)$, and a simple calculation shows that its Fourier coefficients are given by

$$
\begin{aligned}
a_{n}\left(\varphi \circ R_{\alpha}\right) & =\int_{\boldsymbol{S}^{1}} \varphi(x+\alpha) e^{-2 \pi i n x} d x \\
& =\int_{\boldsymbol{S}^{1}} \varphi(x) e^{-2 \pi i n(x-\alpha)} d x=a_{n}(\varphi) e^{2 \pi i n \alpha}, \quad \forall n \in \mathbb{Z} .
\end{aligned}
$$

Now suppose that $\varphi$ is $R_{\alpha}$-invariant, in the sense that $\varphi \circ R_{\alpha}=\varphi$ at Lebesgue almost every point. By uniqueness of the Fourier coefficients, we must have $a_{n}(\varphi) e^{2 \pi i n \alpha}=a_{n}(\varphi)$ for all $n \in \mathbb{Z}$. Since $\alpha$ is an irrational number, $e^{2 \pi i n \alpha} \neq 1$ for all $n \neq 0$. This implies that $a_{n}(\varphi)=0$ for all $n \neq 0$. In other words, $\varphi(x)=a_{0}(\varphi)$ for Lebesgue almost every $x \in S^{1}$. Thus, we have proved that if $\varphi \in L^{2}\left(\boldsymbol{S}^{1}\right)$ satisfies $\varphi \circ R_{\alpha}=\varphi$ almost everywhere, then it is constant almost everywhere. This implies the ergodicity of the Lebesgue measure under $R_{\alpha}$.

In Exercise 1.13 below we outline a proof of the fact that the Lebesgue measure is the unique invariant measure of an irrational rotation. Dynamical systems preserving only one probability measure are called uniquely ergodic. As we will see in Section 2.3, any circle homeomorphism without periodic points is uniquely ergodic.

## Exercises

Exercise 1.1.
(i) Let $G$ be an additive sub-group of the real numbers. Show that $G$ is either discrete or dense in $\mathbb{R}$ (Hint: Discuss on $\alpha=\inf \{g \in G: g>0\}$ ).
(ii) Let $\rho \in[0,1]$, and note that the set $G_{\rho}=\{n \rho+m: n, m \in \mathbb{Z}\}$ is a sub-group of $\mathbb{R}$. Show that $G_{\rho}$ is discrete if, and only if, $\rho \in \mathbb{Q}$.
(iii) Let $R_{\rho}: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be the rigid rotation of angle $\rho \in[0,1]$, and note that

$$
\mathscr{O}_{R_{\rho}}(\pi(x))=\pi\left(x+G_{\rho}\right)
$$

for any $x \in \mathbb{R}$, where $\pi: \mathbb{R} \rightarrow \partial \mathbb{D}$ is the usual covering map $\pi(t)=e^{2 \pi i t}$. With this and the previous items, describe the dynamics of any rotation, as in Section 1.1.1.

Exercise 1.2. Let $0 \leqslant \alpha, \beta<1$ be real numbers, and suppose that there is a continuous monotone map $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ such that $h \circ R_{\alpha}=R_{\beta} \circ h$. Show that $\alpha=\beta$.
Exercise 1.3. If $q_{n}, n \geqslant 0$ are the denominators of the convergents of an irrational number $\alpha$, prove that this sequence always grows at least as fast as the Fibonacci numbers. Deduce that

$$
q_{n} \geqslant \frac{1}{\sqrt{5}}\left(\frac{1+\sqrt{5}}{2}\right)^{n}, \text { for all } n \geqslant 0
$$

Exercise 1.4. For any $n \in \mathbb{N}$, note that $\left(\sqrt{n^{2}+1}-n\right)\left(\sqrt{n^{2}+1}+n\right)=1$ implies

$$
\sqrt{n^{2}+1}-n=\frac{1}{2 n+\left(\sqrt{n^{2}+1}-n\right)}
$$

and conclude that the continued fraction expansion of

$$
\sqrt{n^{2}+1}-n=\sqrt{n^{2}+1}(\bmod 1)
$$

is given by $[2 n, 2 n, 2 n, \ldots]$.
Exercise 1.5. Prove the identity (1.15).

Exercise 1.6. Given an irrational number $\alpha$, let $a_{n}, n \geqslant 0$, be the partial quotients of its continued-fraction development, and let $q_{n}, n \geqslant 0$, be the denominators of the corresponding convergents.
(i) Show that

$$
\frac{q_{n}}{q_{n-1}}=\left[a_{n}, a_{n-1}, \ldots, a_{1}\right], \text { for all } n \geqslant 1
$$

(ii) Show that, for all $n \geqslant 2$, we have

$$
\left\|q_{n-1} \alpha\right\|=a_{n}\left\|q_{n} \alpha\right\|+\left\|q_{n+1} \alpha\right\|
$$

and deduce that

$$
a_{n}=\left\lfloor\frac{\left\|q_{n-1} \alpha\right\|}{\left\|q_{n} \alpha\right\|}\right\rfloor .
$$

Exercise 1.7. Let the sequence $\left(x_{n}\right)_{n \geqslant 0}$ be equidistributed modulo one, and let $\left(\alpha_{n}\right)_{n \geqslant 0}$ be a sequence that converges to zero in the Cesàro sense, i.e.

$$
\lim _{n \rightarrow \infty} \frac{1}{n}\left(\alpha_{0}+\alpha_{1}+\cdots+\alpha_{n-1}\right)=0
$$

Prove that the sequence $\left(x_{n}+\alpha_{n}\right)_{n \geqslant 0}$ is also equidistributed modulo one.
Exercise 1.8. Let $\theta$ be a positive irrational number, and let $\left(x_{n}\right)_{n \geqslant 0}$ be the sequence given by $x_{0}=0, x_{1}=\theta$, and $x_{n}=\left(n+(\log n)^{-1}\right) \theta$ for all $n \geqslant 2$. Show that $\left(x_{n}\right)$ is equidistributed modulo one.
Exercise 1.9. Show that the sequence

$$
x_{n}=\left\{\left(\frac{1+\sqrt{5}}{2}\right)^{n}\right\}
$$

is not equidistributed modulo one.
Exercise 1.10. Suppose $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is a differentiable function such $f^{\prime}(x) \rightarrow 0$ as $x \rightarrow \infty$. Show that

$$
\frac{1}{N} \sum_{n=0}^{N-1} e^{2 \pi i f(n)}-\frac{1}{N} \int_{0}^{N} e^{2 \pi i f(t)} d t \rightarrow 0
$$

as $N \rightarrow \infty$.

Exercise 1.11. Let $f$ be as in the previous exercise, and suppose in addition that

$$
\lim _{x \rightarrow \infty} x f^{\prime}(x)=A \in[-\infty,+\infty] .
$$

(i) If $A$ is finite, show that the sequence $x_{n}=f(n)$ is not equidistributed modulo one.
(ii) If $A= \pm \infty$ and $f^{\prime}$ is monotone, show that $x_{n}=f(n)$ is equidistributed modulo one.

Exercise 1.12. Using the criterion provided by the previous exercise, show that
(i) The sequence $x_{n}=n^{\sigma}$ is equidistributed modulo one provided $0<\sigma<1$.
(ii) The sequence $x_{n}=\log n$ is not equidistributed modulo one.

Exercise 1.13. Let $\alpha \in[0,1] \backslash \mathbb{Q}$ and let $R_{\alpha}$ be the rotation of angle $\alpha$ in $\boldsymbol{S}^{1}$. Given a continuous function $\varphi: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$, consider the sequence $\left\{\varphi_{n}: \boldsymbol{S}^{1} \rightarrow \mathbb{R}\right\}_{n \in \mathbb{N}}$ of its Birkhoff averages, i.e., $\varphi_{n}(x)=n^{-1} \sum_{j=0}^{n-1} \varphi\left(R_{\alpha}^{j}(x)\right)$ for all $x \in \boldsymbol{S}^{1}$.
(i) Endowing the space $C^{0}\left(\boldsymbol{S}^{1}\right)$ with the uniform convergence topology, show that the sequence $\left\{\varphi_{n}\right\}$ is pre-compact (Hint: Apply the Arzelà-Ascoli Theorem).
(ii) Show that $\left\{\varphi_{n}\right\}$ converges (uniformly) to the constant $\int \varphi d m$ (Hint: Combine Lemma 1.5 with Birkhoff's Ergodic Theorem, and then apply the previous item).
(iii) Deduce that $R_{\alpha}$ is uniquely ergodic (Hint: Using again Birkhoff's Ergodic Theorem, show that if $\mu$ is an $R_{\alpha}$-invariant probability measure, then $\int \varphi d \mu=\int \varphi d m$ for any $\varphi \in C^{0}\left(\boldsymbol{S}^{1}\right)$ ).

Exercise 1.14. A vector $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{R}^{n}$ is said to be rationally independent if whenever a linear combination $\sum_{j=1}^{j=n} k_{j} \alpha_{j}$ with integer coefficients $k_{1}, \ldots, k_{n}$ belongs to $\mathbb{Z}$, then $k_{1}=k_{2}=\cdots=k_{n}=0$ (in other words, the $n+1$ numbers $\alpha_{1}, \ldots, \alpha_{n}, 1$ are rationally independent). Now let $\mathbb{T}^{n}=\mathbb{R}^{n} / \mathbb{Z}^{n}=$ $\boldsymbol{S}^{1} \times \boldsymbol{S}^{1} \times \cdots \times \boldsymbol{S}^{1}$ be the $n$-dimensional torus. The purpose of this exercise is to guide the reader to a proof that the Lebesgue measure on $\mathbb{T}^{n}$ is ergodic under the rotation $R_{\alpha}: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n}$ given by

$$
R_{\alpha}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}+\alpha_{1}, \ldots, x_{n}+\alpha_{n}\right) \quad(\bmod 1),
$$

provided the vector $\alpha$ is rationally independent. To do this, we will proceed as in Remark 1.3 and prove that if $\varphi: \mathbb{T}^{n} \rightarrow \mathbb{C}$ belongs to $L^{2}\left(\mathbb{T}^{n}\right)$ and satisfies $\varphi \circ R_{\alpha}=\varphi$ at Lebesgue almost every point of $\mathbb{T}^{n}$, then it is constant almost everywhere.
(i) Just as in Remark 1.3, write

$$
\varphi\left(x_{1}, \ldots, x_{n}\right) \sim \sum_{\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{Z}^{n}} a_{k_{1}, \ldots, k_{n}} e^{2 \pi i \sum_{j=1}^{j=n} k_{j} x_{j}}
$$

for the Fourier series representation of $\varphi$, where the numbers $a_{k_{1}, \ldots, k_{n}}$ are the Fourier coefficients ${ }^{5}$ of $\varphi$.
(ii) Show that

$$
a_{k_{1}, \ldots, k_{n}}\left(1-e^{2 \pi i \sum_{j=1}^{j=n} k_{j} \alpha_{j}}\right)=0
$$

for all $\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{Z}^{n}$.
(iii) Show that $\varphi\left(x_{1}, \ldots, x_{n}\right)=a_{0, \ldots, 0}$ for Lebesgue almost every $\left(x_{1}, \ldots, x_{n}\right)$.
(iv) Conclude that the Lebesgue measure on $\mathbb{T}^{n}$ is ergodic under $R_{\alpha}$.

Exercise 1.15. Arguing as in Exercise 1.13, prove that $R_{\alpha}: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n}$ is uniquely ergodic, provided $\alpha$ is rationally independent.
Exercise 1.16. Let $\alpha \in[0,1] \backslash \mathbb{Q}$, and let $R_{\alpha}$ be the rotation of angle $\alpha$ in $\boldsymbol{S}^{1}$. As we have seen in Exercise 1.13, the Lebesgue measure $m$ is the unique probability measure invariant under $R_{\alpha}$. By the Riesz Representation Theorem, this amounts to saying that any continuous linear functional $T$ defined in $C^{0}\left(\boldsymbol{S}^{1}\right)$, which is invariant ${ }^{6}$ under $R_{\alpha}$, is a scalar multiple of Lebesgue measure. In this exercise we will extend this result, by showing that any continuous linear functional defined in $C^{\infty}\left(\boldsymbol{S}^{1}\right)$, invariant under $R_{\alpha}$, also has to be a scalar multiple of Lebesgue measure. With this goal, let $\varphi \in C^{\infty}\left(\boldsymbol{S}^{1}\right)$ be such that $\int \varphi d m=0$.
(i) Just as in Remark 1.3, write

$$
\varphi=\sum_{n \in \mathbb{Z}} a_{n}(\varphi) e_{n}
$$

where $e_{n}(x)=e^{2 \pi i n x}, n \in \mathbb{Z}$, and the $a_{n}$ 's are the Fourier coefficients of $\varphi$. Note that $a_{0}(\varphi)=\int \varphi d m=0$.

[^4](ii) Show that there exists a sequence $\left\{u_{n}\right\}_{n \geqslant 1} \subset C^{\infty}\left(\boldsymbol{S}^{1}\right)$ such that the sequence $\left\{u_{n} \circ R_{\alpha}-u_{n}\right\}$ converges to $\varphi$ in the $C^{\infty}$ topology (Hint: For each $n \geqslant 1$, let $A_{n}=[-n, n] \cap \mathbb{Z} \backslash\{0\}=\{-n, \ldots,-1,1, \ldots, n\}$. Consider the sequence of trigonometric polynomials given by
$$
u_{n}=\sum_{j \in A_{n}} \frac{a_{j}(\varphi)}{e^{2 \pi i j \alpha}-1} e_{j}
$$
and note that $u_{n} \circ R_{\alpha}-u_{n}=\sum_{j \in A_{n}} a_{j}(\varphi) e_{j}$ for all $\left.n \geqslant 1\right)$.
(iii) Now let $T$ be a distribution on $\boldsymbol{S}^{1}$, i.e., $T$ is a continuous linear functional defined in $C^{\infty}\left(\boldsymbol{S}^{1}\right)$. Assume that $T$ is invariant under $R_{\alpha}$, i.e., $\left\langle T, u \circ R_{\alpha}\right\rangle=$ $\langle T, u\rangle$ for any $u \in C^{\infty}\left(\boldsymbol{S}^{1}\right)$. Show that if $\varphi \in C^{\infty}\left(\boldsymbol{S}^{1}\right)$ is such that $\int \varphi d m=0$, then $\langle T, \varphi\rangle=0$.
(iv) Conclude that any $R_{\alpha}$-invariant distribution $T$ is a scalar multiple of Lebesgue measure. [Hint: By (iii), $\left\langle T, \varphi-\int \varphi d m\right\rangle=0$ for any given $\varphi \in C^{\infty}\left(\boldsymbol{S}^{\mathbf{1}}\right)$.]

Invariant distributions for general circle diffeomorphisms will be discussed in Section 3.4.3, see also Section 8.4.

## Homeomorphisms of the Circle

We will study the orbit structure of orientation-preserving homeomorphisms of the unit circle. As is customary, we will identify the boundary of the unit disk $\partial \mathbb{D}=\{z \in \mathbb{C}:|z|=1\}$ with the one-dimensional torus $S^{1}=\mathbb{R} / \mathbb{Z}$.

Every orientation-preserving homeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ lifts to an increasing homeomorphism $F: \mathbb{R} \rightarrow \mathbb{R}$ such that $F(x+1)=F(x)+1$ for all $x \in \mathbb{R}$, i.e., such that

is a commutative diagram, where $\pi: t \mapsto e^{2 \pi i t}$ is the exponential covering map. The lift $F$ is not unique, but any two choices differ by an integer; if we require that, say, $F(0) \in[0,1)$, then $F$ is uniquely determined. Note that we can write $F(x)=x+\varphi(x)$ for all $x$, where $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous periodic function with period one.

The natural order structure of $\mathbb{R}$ (or $\boldsymbol{S}^{1}$ ) makes it "easy" to understand and classify $f$ 's as above up to topological equivalence, as we shall see.

### 2.1 Translation and rotation numbers

Rotation numbers were first introduced by Poincaré. We will give here three equivalent definitions of rotation numbers and, via lifts, of translation numbers as well.

### 2.1.1 The classical definition

Following Herman [1979], let us denote by Diff ${ }_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ the class of orientationpreserving homeomorphisms of the circle, and by $D^{0}\left(\boldsymbol{S}^{1}\right)$ the class of all lifts of such homeomorphisms to the real line.

We define the translation number of $F \in D^{0}\left(\boldsymbol{S}^{1}\right)$ to be the limit

$$
\begin{equation*}
\tau(F)=\lim _{n \rightarrow \infty} \frac{F^{n}(x)-x}{n} . \tag{2.1}
\end{equation*}
$$

Thus, $\tau(F)$ measures the limiting average amount by which $F$ translates points on the real line. For this definition to make sense, we need of course the following basic result.
Proposition 2.1. For every $F \in D^{0}\left(\boldsymbol{S}^{1}\right)$, the limit in (2.1) exists and is independent of $x$. Moreover, the convergence is uniform in $x$.

The proof will come in a moment. For now, note that if we are given two lifts $F_{1}$ and $F_{2}$ of the same $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$, then $\tau\left(F_{1}\right)-\tau\left(F_{2}\right)$ is an integer. This motivates Poincare's definition, namely the following.
Definition 2.1. The rotation number of $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$, denoted $\rho(f)$, is the residue class modulo one of $\tau(F)$, where $F$ is any lift of $f$.

In other words, $\rho(f)$ measures the limiting average amount by which $f$ rotates points on the circle.

Let us now prove Poincare's fundamental result concerning rotation (and translation) numbers, namely Proposition 2.1 above. Consider the periodic function $\varphi_{F}(x)=F(x)-x$. The basic fact to observe is that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}} \varphi_{F}(x)<\inf _{x \in \mathbb{R}} \varphi_{F}(x)+1, \tag{2.2}
\end{equation*}
$$

and that this is true for every $F \in D^{0}\left(\boldsymbol{S}^{1}\right)$. In particular, (2.2) holds if we replace $F$ by any iterate $F^{n}$. Therefore it is clear that in order to prove that the limit (2.1) exists for all $x$, it suffices to prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sup \varphi_{F^{n}}(x) \tag{2.3}
\end{equation*}
$$

exists, and this will be the common limit for all $x$. There is no loss of generality in assuming from the beginning that $F(0) \geqslant 0$, so that $\alpha_{n}=\sup _{x \in \mathbb{R}} \varphi_{F^{n}}(x) \geqslant 0$ for all $n \geqslant 0$. Hence the existence of the limit in (2.3) is reduced to the following simple but extremely useful lemma.

Lemma 2.1. Let $\left(\alpha_{n}\right)_{n \geqslant 0}$ be a sequence of non-negative numbers. If $\left(\alpha_{n}\right)$ is subadditive, i.e. if $\alpha_{m+n} \leqslant \alpha_{m}+\alpha_{n}$ for all $m, n \geqslant 0$, then the sequence $\alpha_{n} / n$ converges to a limit.

Proof. Given $n>0$ fixed and $m>n$ arbitrary, we can write $m=k n+r$, where $0 \leqslant r<n$. Hence, by sub-additivity, $\alpha_{m} \leqslant k \alpha_{n}+\alpha_{r}$. This gives us

$$
\frac{\alpha_{m}}{m} \leqslant \frac{\alpha_{n}}{n+\frac{r}{k}}+\frac{\alpha_{r}}{m} \leqslant \frac{\alpha_{n}}{n}+\frac{\alpha_{r}}{m}
$$

and since $\alpha_{r}$ ranges over a finite set of values, we get $\lim \sup _{m \rightarrow \infty}\left(\alpha_{m} / m\right) \leqslant$ $\alpha_{n} / n$ for all $n>0$, or yet

$$
\lim \sup _{m \rightarrow \infty} \frac{\alpha_{m}}{m} \leqslant \lim \inf _{n \rightarrow \infty} \frac{\alpha_{n}}{n}
$$

and so the limit exists.
This completes the proof of Proposition 2.1.

### 2.1.2 The order definition

An alternative way to define the rotation number of $f \in \operatorname{Diff}_{+}^{0}\left(S^{1}\right)$ is to use the relative order of points of orbits of $f$ along the circle. As before, let $F \in D^{0}\left(\boldsymbol{S}^{1}\right)$ be a lift of $f$. Consider the sets

$$
\left.\begin{array}{lll}
\mathbb{Q}^{+}(F) & =\left\{\frac{p}{q} \in \mathbb{Q}:\right. & F^{q}(x)<p+x, \\
\text { for all } & x \in \mathbb{R}
\end{array}\right\}
$$

These sets determine a Dedekind cut of the rational numbers; this is left as an exercise to the reader. Hence we can define the translation number of $F$ as the real number $\alpha$ determined by this Dedekind cut. To see that $\alpha$ agrees with the
number given by the first definition, consider two sequences of rational numbers $p_{n} / q_{n} \in \mathbb{Q}^{-}(F)$ and $P_{n} / Q_{n} \in \mathbb{Q}^{+}(F)$, both converging to $\alpha$; in particular,

$$
\frac{p_{n}}{q_{n}}<\alpha<\frac{P_{n}}{Q_{n}}
$$

By induction, we have for all $x \in \mathbb{R}$

$$
x+Q_{n} p_{n}<F^{q_{n} Q_{n}}(x)<x+q_{n} P_{n} .
$$

Dividing these inequalities by $q_{n} Q_{n}$ yields

$$
\frac{p_{n}}{q_{n}}<\frac{F^{q_{n} Q_{n}}(x)-x}{q_{n} Q_{n}}<\frac{P_{n}}{Q_{n}}
$$

Letting $n \rightarrow \infty$ and applying Proposition 2.1, we see that indeed $\alpha=\tau(F)$.

### 2.1.3 The measure-theoretic definition

Yet another way to define the rotation number of $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ is to consider, for any given lift $F \in D^{0}\left(\boldsymbol{S}^{1}\right)$ of $f$, the real function $\psi_{F}: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$ whose lift under $\pi$ is $F-\mathrm{Id}$, that is: $F(x)=x+\psi_{F}\left(e^{2 \pi i x}\right)$ for all $x \in \mathbb{R}$. We claim that for any given $f$-invariant Borel probability measure $\mu$ we have

$$
\begin{equation*}
\rho(f)=\int_{\boldsymbol{S}^{1}} \psi_{F} d \mu(\bmod 1) \tag{2.4}
\end{equation*}
$$

Indeed, the point here is that the real function $\widetilde{\psi_{F}}$ given by

$$
\widetilde{\psi_{F}}=\lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{j=0}^{n-1} \psi_{F} \circ f^{j}
$$

is well defined on the whole circle and it is constant, equal to $\tau(F)$ (note that this implies at once the identity (2.4), since $\int_{\boldsymbol{S}^{1}} \psi_{F} d \mu=\int_{\boldsymbol{S}^{1}} \widetilde{\psi_{F}} d \mu$ by the $f$ invariance of $\mu$ ). To see that $\widetilde{\psi}_{F}$ is well defined and constant, let $x \in \boldsymbol{S}^{1}$ and let $x_{0} \in \mathbb{R}$ be such that $\pi\left(x_{0}\right)=x$. Then

$$
\begin{aligned}
\sum_{j=0}^{n-1} \psi_{F}\left(f^{j}(x)\right) & =\sum_{j=0}^{n-1} \psi_{F}\left(\pi\left(F^{j}\left(x_{0}\right)\right)\right)=\sum_{j=0}^{n-1}(F-\mathrm{Id})\left(F^{j}\left(x_{0}\right)\right) \\
& =\sum_{j=0}^{n-1}\left(F^{j+1}\left(x_{0}\right)-F^{j}\left(x_{0}\right)\right)=F^{n}\left(x_{0}\right)-x_{0}
\end{aligned}
$$

By Proposition 2.1, we have $\widetilde{\psi_{F}}(x)=\tau(F)$, as desired. The equivalent definition of the rotation number of a circle homeomorphism given by (2.4) will not be further mentioned in this book, but it is important in its own right.

### 2.1.4 Properties of the rotation number

Let us now take stock of some useful properties of the rotation number. The first one establishes the fact that the rotation number is a topological invariant: two topologically conjugate (or even semi-conjugate) circle homeomorphisms have the same rotation number. In other words, the equivalence classes of $\operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ under topological conjugacies are contained in the level sets of $\rho$.

Lemma 2.2. Let $f, g \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ and let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a continuous, degree one monotone map such that $h \circ f=g \circ h$. Then $\rho(f)=\rho(g)$.

Proof. Let $F, G \in D^{0}\left(\boldsymbol{S}^{1}\right)$ and $H: \mathbb{R} \rightarrow \mathbb{R}$ be lifts of $f, g$ and $h$ respectively, so that $H \circ F=G \circ H$ in the real line. Given $y \in \mathbb{R}$ let $x \in \mathbb{R}$ be such that $H(x)=y$. By induction, one easily obtain that $G^{n}(y)=H\left(F^{n}(x)\right)$ for all $n \in \mathbb{N}$. Then we write

$$
\frac{G^{n}(y)}{n}=\frac{(H-\operatorname{Id})\left(F^{n}(x)\right)}{n}+\frac{F^{n}(x)}{n} \text { for all } n \in \mathbb{N} .
$$

Since $H$ is a lift of $h$, the difference $H$ - Id is bounded in the whole real line, and then Proposition 2.1 implies Lemma 2.2.

The next result states that the rotation number behaves additively over any family of commuting homeomorphisms.
Proposition 2.2. If $f, g: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ are homeomorphisms such that $f \circ g=g \circ f$, then

$$
\rho(f \circ g)=\rho(f)+\rho(g)(\bmod 1) .
$$

Proof. Let $F, G: \mathbb{R} \rightarrow \mathbb{R}$ be lifts of $f$ and $g$, respectively, with the property that $F \circ G=G \circ F$ (the existence of lifts with this property is left as an exercise). Let us fix $x \in \mathbb{R}$. From the definition of translation number, we see that

$$
\begin{align*}
\tau(F \circ G) & =\lim _{n \rightarrow \infty} \frac{1}{n}\left[(F \circ G)^{n}(x)-x\right] \\
& =\lim _{n \rightarrow \infty}\left\{\frac{1}{n}\left[F^{n}\left(G^{n} x\right)-G^{n} x\right]-\frac{1}{n}\left[G^{n} x-x\right]\right\} . \tag{2.5}
\end{align*}
$$

Note that we have used that $(F \circ G)^{n}=F^{n} \circ G^{n}$, which is true because $F$ and $G$ commute.

Now recall that the periodic function $\phi_{n}=F^{n}-I$ satisfies $\sup \phi_{n}-\inf \phi_{n}<1$ for each $n \geqslant 0$. In particular, we have $-1<\phi_{n}\left(G^{n}(x)\right)-\phi_{n}(x)<1$, and therefore

$$
-\frac{1}{n}<\frac{1}{n}\left[F^{n}\left(G^{n} x\right)-G^{n} x\right]-\frac{1}{n}\left[F^{n} x-x\right]<\frac{1}{n},
$$

for all $n \geqslant 1$. Taking this information back to (2.5), we get $\tau(F \circ G)=\tau(F)+$ $\tau(G)$. Reducing modulo 1 , we deduce that $\rho(f \circ g)=\rho(f)+\rho(g)$ as desired.

We remark that Proposition 2.2 implies the useful formula

$$
\rho\left(f^{n}\right)=n \rho(f)(\bmod 1)
$$

for any circle homeomorphism $f$.
The third property we wish to establish tells us that the topological invariant $\rho(f)$ varies continuously with $f$, in a sense to be made precise below.

Let us introduce a topology on the set of lifts $D^{0}\left(\boldsymbol{S}^{1}\right)$. Given $F, G \in D^{0}\left(\boldsymbol{S}^{1}\right)$, let

$$
d^{\prime}(F, G)=\sup _{x \in \mathbb{R}}|F(x)-G(x)|
$$

This defines a metric in $D^{0}\left(\boldsymbol{S}^{1}\right)$, as the reader can easily check (exercise). The topology in $D^{0}\left(\boldsymbol{S}^{1}\right)$, thus, is the topology induced by this metric. We may also consider the space $\mathscr{P}$ of continuous functions $\psi: \mathbb{R} \rightarrow \mathbb{R}$ which are periodic of period 1 , endowed with the metric given by the same expression as above. The topology given by this metric has the following property: For each $x \in \mathbb{R}$, the evaluation map $\widehat{x}: \mathscr{P} \rightarrow \mathbb{R}$ given by $\widehat{x}(\psi)=\psi(x)$ is continuous.

Likewise, we may consider in $\operatorname{Diff}^{0}\left(\boldsymbol{S}^{1}\right)$ the metric given by

$$
d^{\prime \prime}(f, g)=\sup _{x \in \boldsymbol{S}^{1}}\|f(x)-g(x)\|
$$

The reader is invited to check that this is indeed a metric, and that the natural map $\left(D^{0}\left(\boldsymbol{S}^{1}\right), d^{\prime}\right) \rightarrow\left(\operatorname{Diff}^{0}\left(\boldsymbol{S}^{1}\right), d^{\prime \prime}\right)$, associating to each lift the corresponding circle homeomorphism, is continuous.

Proposition 2.3. The translation number function $\tau: D^{0}\left(\boldsymbol{S}^{1}\right) \rightarrow \mathbb{R}$ is continuous.

Proof. For each fixed $n>0$, the map $\beta_{n}: D^{0}\left(\boldsymbol{S}^{1}\right) \rightarrow \mathscr{P}$ given by

$$
F \mapsto \frac{1}{n}\left[F^{n}-I\right]
$$

is continuous. Fix $x \in \mathbb{R}$. As the reader can check (see Exercise 2.4), we have

$$
\begin{equation*}
\left|\frac{1}{n}\left[F^{n}(x)-x\right]-\tau(F)\right| \leqslant \frac{1}{n} . \tag{2.6}
\end{equation*}
$$

Since

$$
\widehat{x} \circ \beta_{n}(F)=\frac{1}{n}\left[F^{n}(x)-x\right],
$$

it follows that the sequence of continuous functions $\left\{\widehat{x} \circ \beta_{n}\right\}$ converges uniformly to $\tau$. Therefore $\tau$ is continuous.

Corollary 2.1. The rotation number map $\rho: \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right) \rightarrow \boldsymbol{S}^{1}$ is continuous.
Proof. This follows at once from Proposition 2.3 and reduction modulo 1.

### 2.2 Topological dynamics of homeomorphisms

As already mentioned, the study of the dynamics of circle mappings began at the end of the 19th century, with the pioneering work of Henri Poincaré. In this section we discuss the differences in dynamical behavior between homeomorphisms with rational and irrational rotation number, as noted by Poincaré himself.

Let us briefly recall some simple notions from topological dynamics. If $T$ : $X \rightarrow X$ is a homeomorphism of a compact metric space, the $\omega$-limit set of a point $x \in X$ under $T$, denoted $\omega_{T}(x)$, is the set of all accumulation points of the forward orbit of $x$. In other words, $y \in \omega_{T}(x)$ if and only if there is a sequence $n_{i} \rightarrow \infty$ such that $T^{n_{i}}(x) \rightarrow y$. Similarly, we define the $\alpha$-limit set of $x$ under $T$, denoted $\alpha_{T}(x)$, to be the set of all accumulation points of the backward orbit of $x$. Thus, $y \in \alpha_{T}(x)$ if and only if there is a sequence $n_{i} \rightarrow-\infty$ such that $T^{n_{i}}(x) \rightarrow$ $y$. Both $\alpha_{T}(x)$ and $\omega_{T}(x)$ are closed, non-empty, and totally invariant (in the sense that $T\left(\alpha_{T}(x)\right)=\alpha_{T}(x)$, and similarly for $\left.\omega_{T}(x)\right)$. A compact invariant set $\Lambda$ is said to be minimal under $T$ if $\omega_{T}(x)=\Lambda$ for any given $x \in \Lambda$. The non-wandering set of $T$, denoted $\Omega(T)$, is the set of all $x \in X$ such that for all neighborhoods $U \ni x$ we have $T^{n}(U) \cap U \neq \emptyset$ for arbitrarily large $n \in \mathbb{N}$. The
non-wandering set is also totally invariant. As the following sections show, and in marked contrast with other one-dimensional dynamical systems, these sets have a very simple description in the case of homeomorphisms of the circle.

### 2.2.1 Rational rotation number

We now take up the task of showing that, for a circle homeomorphism, having rational rotation number is equivalent to possessing periodic orbits.

Proposition 2.4. For any $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{\mathbf{1}}\right)$ we have that $\rho(f) \in \mathbb{Q} i f$, and only if, $f$ admits at least one periodic orbit. In this case, if $\rho(f)=p / q$, all periodic orbits of $f$ have period $q$.

Proof. Let $F \in D^{0}\left(\boldsymbol{S}^{1}\right)$ be a lift of $f$. If $f$ has a periodic point $\pi(x)$ (say of period $q$ ), then there exists $p \in \mathbb{Z}$ such that $F^{q}(x)=x+p$. This implies that $F^{n q}(x)=x+n p$, and then

$$
\lim _{n \rightarrow \infty} \frac{F^{n q}(x)}{n q}=\lim _{n \rightarrow \infty} \frac{x+n p}{n q}=\frac{p}{q}
$$

Therefore, $\rho(f)=p / q(\bmod 1)$. On the other hand, by Proposition 2.2, we know that $\rho\left(f^{m}\right)=m \rho(f)(\bmod 1)$ for any $m \in \mathbb{N}$. In particular, if $\rho(f)=p / q$, we have $\rho\left(f^{q}\right)=0$. This shows that it is enough to prove that if $\rho(f)=0$, then $f$ has at least one fixed point. To see this, let $F \in D^{0}\left(\boldsymbol{S}^{1}\right)$ be the lift of $f$ given by $\tau(F)=0$. If $F$ has no fixed points (and since $F-$ Id is periodic), there exists $\delta$ such that $|F(x)-x| \geqslant \delta$ for all $x \in \mathbb{R}$. Say that $F(x)>x$ for all $x \in \mathbb{R}$ (the case $F(x)<x$ can be treated in exactly the same way). Then $F(0)>\delta$, $F^{2}(0)>F(0)+\delta>2 \delta, \ldots, F^{n}(0)>n \delta, \ldots$ and so forth. But then $\delta<\frac{F^{n}(0)}{n}$, which goes to zero. This contradiction shows that $F$ (and then $f$ ) has at least one fixed point.

Finally, suppose that $\rho(f)=p / q$, and let us prove that all periodic orbits of $f$ have period $q$. Let $F$ be the lift of $f$ such that $\tau(F)=p / q$, and let $\pi(x)$ be a periodic point for $f$. Then there exist integers $r, s$ such that $F^{r}(x)=x+s$. Now,

$$
\rho(f)=\frac{p}{q}=\lim _{k \rightarrow \infty} \frac{F^{k r}(x)}{k r}=\frac{s}{r},
$$

and then $s=m p$ and $r=m q$ for some $m$. If $F^{q}(x)-p>x$, then

$$
F^{2 q}(x)-2 p=F^{q}\left(F^{q}(x)-p\right)-p \geqslant F^{q}(x)-p>x .
$$

Proceeding inductively in this fashion, we deduce that $F^{j q}(x)-j p>x$ for all $j \geqslant 1$. In particular, this gives us $x<F^{m q}(x)-m p=F^{r}(x)-s$, which is impossible. In the same way, assuming $F^{q}(x)-p<x$ leads to a contradiction. Therefore $\pi(x)$ is periodic for $f$ if, and only if, $F^{q}(x)=x+p$. In particular, all periodic orbits of $f$ have period $q$.

Let us present another proof of the fact that if $\rho(f)=p / q$, then all periodic orbits of $f$ have period $q$. Let $\pi(x)$ be a periodic point of period $q$. Then the set $\boldsymbol{S}^{1} \backslash \mathscr{O}_{f}(\pi(x))$ is made up by $q$ pairwise disjoint intervals $I_{1}, \ldots, I_{q}$ which are permuted by $f$. Moreover, $f^{j}\left(I_{i}\right)=I_{i}$ if, and only if, $j=q$. In particular, $\left.f^{q}\right|_{I_{1}}$ is an orientation-preserving self-homeomorphism of the interval $I_{1}$, and then its dynamics are quite simple: any point is asymptotic, both forwards and backwards, to a fixed point. Now if $\pi(y)$ is a periodic point for $f$ different from $\pi(x)$, then $\mathscr{O}_{f}(\pi(y)) \cap I_{1} \neq \emptyset$. Say that $\pi(y) \in I_{1}$. Then $f^{q}(\pi(y))=\pi(y)$, that is, $\pi(y)$ is periodic with period $q$. Note that this argument also implies the following fact.

Lemma 2.3. Let $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{\mathbf{1}}\right)$ with rational rotation number. For any given $x \in \boldsymbol{S}^{1}$, the set $\alpha_{f}(x)$ is a periodic orbit of $f$, and the same for $\omega_{f}(x)$.

### 2.2.2 Irrational rotation number

Proposition 2.5. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a homeomorphism without periodic points. Then $\Omega(f)$ is a non-empty, compact perfect set, and in fact $\alpha_{f}(x)=\omega_{f}(x)=$ $\Omega(f)$ for all $x \in \boldsymbol{S}^{1}$. Moreover, if $\Omega(f)$ is not the whole circle, then it is also totally disconnected, i.e., a Cantor set.

Proof. Let $x$ and $y$ be any two points of $\boldsymbol{S}^{1}$. If $y \in \omega_{f}(x)$, then by total invariance we have $\omega_{f}(y) \subseteq \omega_{f}(x)$. If $y \notin \omega_{f}(x)$, then let $J$ be the connected component of $\boldsymbol{S}^{1} \backslash \omega_{f}(x)$ that contains $y$. Then $J$ is a wandering interval, i.e. its images are pairwise disjoint, because $f$ has no periodic points. In particular, $\sum_{n \in \mathbb{Z}}\left|f^{n}(J)\right| \leqslant 1=$ length of $\boldsymbol{S}^{1}$, which implies $\left|f^{n}(J)\right| \rightarrow 0$ as $|n| \rightarrow \infty$. Therefore, if $a$ denotes any of the endpoints of $J$, we have $\operatorname{dist}\left(f^{n}(a), f^{n}(y)\right) \rightarrow$ 0 as $|n| \rightarrow \infty$. Thus, if $f^{n_{i}}(y)$ converges to some point $z \in S^{1}$, so does $f^{n_{i}}(a)$. Since $a \in \omega_{f}(x)$, this shows that $\omega_{f}(y) \subseteq \omega_{f}(x)$ in this case also. Interchanging $x$ and $y$ we see that in fact $\omega_{f}(x)=\omega_{f}(y)$, so the $\omega$-limit set of any point of $\boldsymbol{S}^{1}$ under $f$ is the same. Now we claim that $\Omega(f)$ agrees with $\omega_{f}(x)$, for any $x \in \boldsymbol{S}^{1}$. Indeed, if $y \in \Omega(f)$, then $y \in \omega_{f}(y)=\omega_{f}(x)$, so $\Omega(f) \subseteq \omega_{f}(x)$. Conversely, if a point $y$ belongs to $\omega_{f}(x)$, then it belongs to its own $\omega$-limit set,
and therefore it belongs to $\Omega(f)$. One shows similarly that $\alpha_{f}(x)=\Omega(f)$ for all $x$. Also, an isolated point of $\Omega(f)$ would necessarily have to be periodic, contrary to assumption, so $\Omega(f)$ is indeed a perfect set. To prove the last assertion, if $\Omega(f) \neq \boldsymbol{S}^{1}$, then its boundary $\partial \Omega(f)$ is non-empty, closed and totally invariant. Hence, if $z \in \partial \Omega(f)$, we have $\partial \Omega(f) \supseteq \omega_{f}(z)=\Omega(f)$, so $\Omega(f)=\partial \Omega(f)$, and this is only possible if $\Omega(f)$ is totally disconnected.

A natural question at this point is: Which Cantor sets can be realized as $\Omega(f)$ for some circle homeomorphism $f$ without periodic orbits? The answer is given by the following result.

Theorem 2.1. Let $K \subset S^{1}$ be a Cantor set, and let $\alpha$ be an irrational number. Then there exists a homeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ such that $\rho(f)=\alpha$ and $\Omega(f)=K$.

Proof. We give a sketch of the proof and leave the details as an exercise. Take any point $x_{0} \in \boldsymbol{S}^{1}$ and let $x_{n}=R_{\alpha}^{n}\left(x_{0}\right), n \in \mathbb{Z}$, be its orbit under the rotation $R_{\alpha}$. Let $\mathscr{G}$ denote the countable set consisting of all connected components of $\boldsymbol{S}^{1} \backslash K$ (the gaps of the Cantor set $K$ ). Then, using a simple inductive procedure, one shows that there exists a bijection $\sigma:\left\{x_{n}: n \in \mathbb{Z}\right\} \rightarrow \mathscr{G}$ which is order-preserving in the sense that (in the counter-clockwise orientation of $\boldsymbol{S}^{1}$ ) whenever $x_{k}$ lies between $x_{m}$ and $x_{n}$, the gap $\sigma\left(x_{k}\right)$ lies between the gaps $\sigma\left(x_{m}\right)$ and $\sigma\left(x_{n}\right)$. Accordingly, write $I_{n}=\sigma\left(x_{n}\right)$, so that $\mathscr{G}=\left\{I_{n}: n \in \mathbb{Z}\right\}$. Next, define $f: \boldsymbol{S}^{\mathbf{1}} \backslash K \rightarrow \boldsymbol{S}^{1} \backslash K$ by letting $\left.f\right|_{I_{n}}$ be an affine, orientation-preserving bijection onto $I_{n+1}$, for all $n \in \mathbb{Z}$. At the same time, let $h: \boldsymbol{S}^{1} \backslash K \rightarrow\left\{x_{n}: n \in \mathbb{Z}\right\}$ be given by $h(x)=x_{n}$ whenever $x \in I_{n}$. Then $h$ is order-preserving, and by construction we have $h \circ f=$ $R_{\alpha} \circ h$ in $\boldsymbol{S}^{1} \backslash K$. Hence $f$ is also order-preserving. Since its image is dense on the circle, $f$ extends to a continuous monotone map of the entire circle, which we still denote by $f$. Then $f$ must be injective. Otherwise $f$ would be constant on some interval $J$, but this is not possible because $J$ must intersect some $I_{n}$. This shows that $f$ is a homeomorphism. The map $h$ also extends to a continuous monotone map $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$, and by continuity the equation $h \circ f=R_{\alpha} \circ h$ now holds everywhere, i.e., $h$ is a semi-conjugacy between $f$ and the rotation $R_{\alpha}$. Hence, by Lemma 2.2, we have $\rho(f)=\alpha$. Finally, since by construction we also have $f(K)=K$, it follows that $\Omega(f)=K$, as desired.

Theorem 2.2. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a homeomorphism of the circle with irrational rotation number $\alpha$. Then $f$ is semi-conjugate to the rotation by $\alpha$, i.e., there exists a continuous, degree one monotone map $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ such that $h \circ f=R_{\alpha} \circ h$.

Proof. Let $F$ be a lift of $f$ to the real line. Define $H: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
H(x)=\sup \left\{m \alpha+n: F^{m}(0)+n<x\right\} .
$$

Since $\{m \alpha+n: m, n \in \mathbb{Z}\}$ is dense in $\mathbb{R}, H$ is continuous and monotone. It clearly satisfies $H(x+1)=H(x)+1$ for all $x$, so it is the lift of a continuous, degree one monotone map $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$. Now, we have

$$
\begin{aligned}
H \circ F(x) & =\sup \left\{m \alpha+n: F^{m}(0)+n<F(x)\right\} \\
& =\sup \left\{m \alpha+n: F^{m-1}(0)+n<x\right\} \\
& =\alpha+H(x) .
\end{aligned}
$$

Hence we have the commutative diagram

where $T_{\alpha}$ is the translation by $\alpha$. Descending to the quotient space $S^{1}$ yields


Therefore $f$ is semi-conjugate to the rotation by $\alpha$, as was to be proved.
Proposition 2.6. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a homeomorphism without periodic points. If there is a sequence $n_{i} \rightarrow \infty$ such that $\left\{f^{n_{i}}\right\}$ is equicontinuous on the circle, then $f$ is topologically conjugate to a rotation.

Proof. Let $J$ be a connected component of the complement of the non-wandering set $\Omega(f)$. Then the intervals $f^{n}(J), n \in \mathbb{Z}$, are pairwise disjoint. In particular, $\left|f^{-n_{i}}(J)\right| \rightarrow 0$ as $i \rightarrow \infty$. Since $\left\{f^{n_{i}}\right\}$ is equicontinuous, for each $\epsilon>0$ there exists $\delta>0$ such that each interval of length $\leqslant \delta$ is mapped by each $f^{n_{i}}$ onto an interval of length $\leqslant \epsilon$. In particular, since $f^{n_{i}}$ maps $f^{-n_{i}}(J)$ onto $J$ for all $i$, it follows that $|J| \leqslant \epsilon$. But $\epsilon$ is arbitrary, so $|J|=0$. This shows that $\Omega(f)=\boldsymbol{S}^{1}$, and therefore, by Theorem 2.2, $f$ is topologically conjugate to an irrational rotation.

### 2.3 Invariant measures and semi-conjugacies

From the measure-theoretic point of view, there is a dichotomy between homeomorphisms of the circle with rational and irrational rotation numbers. This dichotomy is presented in Table 2.1. In this section we supply the missing proofs of the statements that are implicit in that table.

| $\rho(f)=\frac{p}{q} \in \mathbb{Q}$ | $\rho(f)=\alpha \in \mathbb{R} \backslash \mathbb{Q}(\bmod 1)$ |
| :---: | :---: |
| There is a periodic orbit of period $q$ | There are no periodic orbits |
| Many invariant measures in general | Unique invariant Borel probability measure $\mu$ $\mu$ is ergodic |
| $\mu$ ergodic, invariant probability measure $\Longrightarrow \operatorname{supp}(\mu)=$ periodic orbit | $\Lambda=\operatorname{supp}(\mu)$ is compact, perfect, invariant and $\left.f\right\|_{\Lambda}$ is minimal |

Table 2.1: Rational vs irrational rotation numbers.
It is useful at this point to introduce the following auxiliary notion. If $h$ : $\boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a monotone map, we say that $J \subseteq \boldsymbol{S}^{1}$ is a plateau for $h$ if $J$ is an open interval, $\left.h\right|_{J}$ is constant and $J$ is maximal with respect to these properties. We have the following two easy lemmas.
Lemma 2.4. Let $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ have no periodic points and let $h$ be a continuous monotone map of $\boldsymbol{S}^{1}$ such that $h \circ f=R_{\alpha} \circ h$ (where $\alpha$ is irrational). Then, if $J$ is a plateau of h, we have
(a) The intervals $f^{n}(J), n \in \mathbb{Z}$, are pairwise disjoint;
(b) $\mu(J)=0$ for every $f$-invariant probability measure $\mu$.

Proof. Let $h$ map $J$ to a point $p \in \boldsymbol{S}^{1}$. If $m$ and $n$ are integers such that $f^{m}(J) \cap$ $f^{n}(J) \neq \varnothing$ then, since $f$ is a homeomorphism, we have $J \cap f^{m-n}(J) \neq \varnothing$. If $x=f^{m-n}(y)$ is a point in this last intersection, then on the one hand we have $h(x)=p$ (because $x \in J$ ), and on the other hand $h \circ f^{m-n}(y)=R_{\alpha}^{m-n}(h(y))=$ $R_{\alpha}^{m-n}(p)$ (because $y \in J$ ). Therefore $R_{\alpha}^{m-n}(p)=p$, and this can only happen if $m=n$, for $R_{\alpha}$ is an irrational rotation. This proves (a). But now we know that $\sum_{n \in \mathbb{Z}} \mu\left(f^{n}(J)\right) \leqslant 1$, and since the measure is invariant, we also know that $\mu\left(f^{n}(J)\right)=\mu(J)$ for all $n$. This forces $\mu(J)=0$, and part (b) is proved.

Lemma 2.5. If $f$ and $h$ are as in Lemma 2.4, and if $\mu_{1}$ and $\mu_{2}$ are invariant probability measures for $f$, then $h_{*} \mu_{1}=h_{*} \mu_{2}$ if and only if $\mu_{1}=\mu_{2}$.

Proof. Let $P \subseteq \boldsymbol{S}^{1}$ be the union of all closed intervals of the form $\bar{J}$, where $J$ is a plateau of $h$. If $A \subseteq \boldsymbol{S}^{1}$ is any Borel set, we have

$$
A \subseteq h^{-1}(h(A)) \subseteq A \cup P
$$

By Lemma 2.4 (b) we have $\mu_{i}(P)=0$ for $i=1,2$. Therefore, writing $A^{\prime}=h(A)$, we see that

$$
h_{*} \mu_{i}\left(A^{\prime}\right)=\mu_{i}\left(h^{-1}(h(A))\right)=\mu_{i}(A),
$$

for $i=1,2$ If $h_{*} \mu_{1}=h_{*} \mu_{2}$, this forces $\mu_{1}(A)=\mu_{2}(A)$, so $\mu_{1}=\mu_{2}$. The converse is obvious.

With the help of this last lemma we can now prove the following important result.

Theorem 2.3. Every homeomorphism of the circle without periodic points is uniquely ergodic.

Proof. Let $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ be without periodic points and let $\alpha=\rho(f)$. Let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be the semi-conjugacy of $f$ to $R_{\alpha}$ given by Theorem 2.2. If $v$ is a probability measure on $\boldsymbol{S}^{1}$ such that $f_{*} \nu=\nu$, then $\mu=h_{*} \nu$ is an invariant measure for $R_{\alpha}$. Moreover, if $v$ is ergodic for $f$ then $\mu$ is ergodic for $R_{\alpha}$. Hence, by Lemma 2.5 , it suffices to show that $R_{\alpha}$ is uniquely ergodic (which has been proved by the reader in Exercise 1.13. However, we provide a proof here just for the sake of completeness).

Now, we know that $R_{\alpha}$ leaves Lebesgue measure $m$ invariant, and that $m$ is ergodic for $R_{\alpha}$ (recall Lemma 1.5). Suppose then that $\mu$ is another invariant measure for $R_{\alpha}$, and that $\mu$ is ergodic for $R_{\alpha}$. Let $A \subseteq S^{1}$ be any Borel set, and
let $\mathbb{1}_{A}$ denote its characteristic function. Then by Birkhoff's ergodic theorem we have

$$
\frac{1}{n} \sum_{j=0}^{n-1} \mathbb{1}_{A} \circ R_{\alpha}^{j}(x) \xrightarrow{n \rightarrow \infty} \int_{S^{1}} \mathbb{1}_{A} d \mu=\mu(A)
$$

for $\mu$-almost every $x \in S^{1}$, whereas by Weyl's equidistribution theorem we also have

$$
\frac{1}{n} \sum_{j=0}^{n-1} \mathbb{1}_{A} \circ R_{\alpha}^{j}(x)=\frac{1}{n} \operatorname{card}\left\{0 \leqslant j<n: R_{\alpha}^{j}(x) \in A\right\} \xrightarrow{n \rightarrow \infty} m(A)
$$

for every $x \in \boldsymbol{S}^{1}$. Therefore $\mu(A)=m(A)$ for all Borel sets $A$, and so $m \equiv$ $\mu$.

A proof of Theorem 2.3 without using Birkhoff's ergodic theorem and Weyl's equidistribution theorem can be found in the recent survey de Faria and Guarino [2022a, Prop. 2.7]. Here is a simple consequence of Theorem 2.3. Let us agree to say that a circle homeomorphism $f$ is non-singular with respect to Lebesgue measure $m$, or simply measurably non-singular, if the push-forward measure $f_{*} m$ is equivalent to $m$, in the sense that they have the same sets of zero measure. In other words, $f$ is non-singular if $m\left(f^{-1}(B)\right)=0 \Longleftrightarrow m(B)=0$ whenever $B$ is a Borel set. For example, every diffeomorphism of the circle is non-singular.

Corollary 2.2. If $f: \boldsymbol{S}^{\mathbf{1}} \rightarrow \boldsymbol{S}^{\mathbf{1}}$ is a measurably non-singular homeomorphism of the circle without periodic points, then its unique invariant probability measure is either absolutely continuous or purely singular with respect to Lebesgue measure.

Proof. Let $\mu$ be the unique Borel probability measure invariant under $f$. By the Lebesgue-Radon-Nikodým theorem, we can write $\mu=\mu_{1}+\mu_{2}$, where $\mu_{1}$ and $\mu_{2}$ are positive Borel measures with $\mu_{1} \ll m$ and $\mu_{2} \perp m$. Hence $f_{*} \mu=$ $f_{*} \mu_{1}+f_{*} \mu_{2}$, and since $f_{*} \mu=\mu$, we have

$$
\begin{equation*}
\mu(B)=\mu\left(f^{-1}(B)\right)=\mu_{1}\left(f^{-1}(B)\right)+\mu_{2}\left(f^{-1}(B)\right) \tag{2.7}
\end{equation*}
$$

for every Borel measurable set $B$. There are now two cases to consider:
(i) If $m(B)=0$, then $\mu_{1}(B)=0$ (because $\mu_{1} \ll m$ ). Since $f$ is measurably non-singular, we also have $m\left(f^{-1}(B)\right)=0$, and therefore $\mu_{1}\left(f^{-1}(B)\right)=$ 0 (again because $\mu_{1} \ll m$ ). Thus, $\mu_{1}(B)=\mu_{1}\left(f^{-1}(B)\right)$ in this case.
(ii) If $m(B)>0$, then $\mu_{2}(B)=0$ (because $\mu_{2} \perp m$ ); in particular $\mu(B)=$ $\mu_{1}(B)$. Since we also have $m\left(f^{-1}(B)\right)=0$ (again because $f$ is measurably non-singular), it follows that $\mu_{2}\left(f^{-1}(B)\right)=0$. From this and (2.7) we deduce that $\mu_{1}(B)=\mu_{1}\left(f^{-1}(B)\right)$ in this case as well.

This shows that $f_{*} \mu_{1}=\mu_{1}$. Therefore either $\mu_{1} \equiv 0$ or the normalized measure $v=\mu_{1} / \mu_{1}\left(\boldsymbol{S}^{1}\right)$ is an invariant probability under $f$. In the first case, we have $\mu=\mu_{2}$, and so $\mu \perp m$; in the second case, by unique ergodicity we must have $v=\mu$, and so $\mu \ll \mu_{1} \ll m$.

## Exercises

Exercise 2.1. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be an orientation reversing homeomorphism.
(i) Show that $f$ has exactly two fixed points.
(ii) Show that, for any given $x \in \boldsymbol{S}^{1}$, the $\omega$-limit set $\omega_{f}(x)$ is either a fixed point or a periodic orbit of period 2 .
Exercise 2.2. Given $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$, the centralizer of $f$ in $\operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ is the group (under composition) given by $Z_{0}(f)=\left\{h \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right): h \circ f=f \circ h\right\}$.
(i) Show that if $f$ is a rigid rotation, then $Z_{0}(f)$ is just the group of rotations (and then $Z_{0}(f)$ is topologically a circle).
(ii) Show that if $f$ is a minimal circle homeomorphism, then $Z_{0}(f)$ is also homeomorphic to a circle.

Exercise 2.3. Let $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ with irrational rotation number $\rho$. Show that any semi-conjugacy between $f$ and $R_{\rho}$ is unique up to post-composition with rotations.

Exercise 2.4. Prove the inequality (2.6).
Exercise 2.5. Fill in the details of the proof of Theorem 2.1.
Exercise 2.6. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a circle homeomorphism with irrational rotation number, and let $\mu$ be the unique invariant probability measure for $f$. Let $x \in$ $\boldsymbol{S}^{1}$, and let $\left(m_{i}\right)$ and $\left(n_{i}\right)$ be two sequences of integers such that $m_{i}-n_{i} \rightarrow+\infty$ as $i \rightarrow \infty$. Writing

$$
\mu_{i}=\frac{1}{m_{i}-n_{i}} \sum_{j=n_{i}+1}^{m_{i}} \delta_{f^{j}(x)}
$$

where $\delta_{a}$ denotes the Dirac point mass (probability measure) at $a \in \boldsymbol{S}^{1}$, prove that the sequence of measures $\mu_{i}$ converges to $\mu$ in the weak*-topology. (See Katznelson [1977, p. 5].)
Exercise 2.7. Let $1<p<q$ be two integers and denote by $\Delta_{q}$ the interval $\left[\frac{1}{q}, 1\right]$ with the endpoints $\frac{1}{q}$ and 1 identified. Consider the piecewise affine map $T_{p, q}: \Delta_{q} \rightarrow \Delta_{q}$ given by

$$
T_{p, q}(x)= \begin{cases}p x, & \text { if } \frac{1}{q} \leqslant x<\frac{1}{p} \\ \frac{p}{q} x, & \text { if } \frac{1}{p} \leqslant x \leqslant 1\end{cases}
$$

The map $T_{p, q}$ is built out of two linear maps of the real line: one expanding (multiplication by $p>1$ ), the other contracting (multiplication by $p / q<1$ ); see Figure 2.1. Through the identification of the endpoints of $\Delta_{q}$, the map $T_{p, q}$ is a piecewise affine homeomorphism of the circle.
(i) Show that $T_{p, q}$ is topologically conjugate to the rotation $R_{\alpha}: S^{1} \rightarrow \boldsymbol{S}^{1}$, with $\alpha=\log _{q} p$.
(ii) Show that the conjugating map is differentiable except at one point.
(iii) Show that $T_{p, q}$ leaves invariant the absolutely continuous measure $\mu$ given by

$$
\mu(A)=\int_{A} \frac{d x}{x \log q} .
$$

(iv) Show that if $\operatorname{gcd}(p, q)=1$ then $T_{p, q}$ is minimal, and therefore uniquely ergodic.
(v) Let $1<p_{1}, p_{2}<q$ be integers; show that $T_{p_{1}, q}$ and $T_{p_{2}, q}$ commute. [Hint: use (i) and (iii)]
[References: de Faria and Tresser [2014] and Liousse [2004]]
Exercise 2.8. Construct a piecewise affine homeomorphism $f: S^{1} \rightarrow S^{1}$ with the following properties: (a) $f$ has irrational rotation number; (b) $f$ leaves invariant the set of rational angles, i.e., $f(\mathbb{Q} / \mathbb{Z})=\mathbb{Q} / \mathbb{Z}$. The first example of this type was constructed by Boshernitzan [1993]. [See also de Faria and Tresser [2014]]


Figure 2.1: A piecewise linear circle map built out of two linear maps, one expanding with slope $p$, the other contracting with slope $\frac{p}{q}$.

Exercise 2.9. Consider $F: \mathbb{R} \rightarrow \mathbb{R}$ given by

$$
F(x)=x+\frac{1}{100} \sin ^{2}(\pi x)
$$

and note that $F$ is the lift of a real-analytic diffeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$. Show that $\rho(f)=0$ and that $f$ is uniquely ergodic.

Exercise 2.10. Let $f \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ with irrational rotation number $\rho$. As we saw in Section 2.3, $f$ is uniquely ergodic and its unique invariant measure $\mu$ is given by $\mu(A)=m(h(A))$ for any Borel set $A \subset S^{1}$, where $h$ is any semi-conjugacy between $f$ and the rigid rotation $R_{\rho}$, and $m$ denotes the normalized Lebesgue measure in $S^{1}$ (recall that, by Exercise 2.3, the semi-conjugacy $h$ is unique up to post-composition with rotations, so the measure $\mu$ is well-defined). Conversely, given the unique $f$-invariant measure $\mu$, fix some $x \in \boldsymbol{S}^{1}$ and consider $h: \boldsymbol{S}^{1} \rightarrow$
$S^{1}$ defined by

$$
h(y)=\exp \left(2 \pi i \int_{x}^{y} d \mu\right),
$$

where, by convention, we measure the arc $(x, y)$ starting from $x$ in the counterclockwise sense. Show that $h$ is the unique semi-conjugacy between $f$ and $R_{\rho}$ which identifies the point $x$ with the point 1 .
Exercise 2.11. A self-homeomorphism $f: X \rightarrow X$ of a compact metric space $(X, d)$ is said to be expansive if there exists a constant $\delta>0$ such that for every pair of points $x$ and $y$ in $X$ we have that

$$
d\left(f^{n}(x), f^{n}(y)\right)<\delta \quad \forall n \in \mathbb{Z} \Rightarrow x=y .
$$

Show that there are no expansive homeomorphisms on the circle.

## Part II

## Diffeomorphisms

## Diffeomorphisms: Denjoy Theory

The topological theory of diffeomorphisms of the circle was started by A. Denjoy, almost fifty years after H. Poincaré introduced the concept of rotation number. In a seminal paper published in 1932, Denjoy [1932] proved that every sufficiently smooth circle diffeomorphism $f$ without periodic points is topologically equivalent to an irrational rotation. Here, the expression "sufficiently smooth" means that $f$ is $C^{1}$ and $\log D f$ is a function of bounded variation. In that same work, he also showed that such result is essentially optimal by constructing $C^{1}$ diffeomorphisms of the circle without periodic points that leave invariant a Cantor set in $\boldsymbol{S}^{1}$ - which therefore cannot be conjugate to a rotation - and have the additional property that $\log D f$ is Hölder continuous. An example of this type, without this extra property, had been constructed 16 years earlier by Bohl [1916].

In this chapter we shall prove Denjoy's theorem and construct his examples, the latter with some improvements due to later authors, such as Katznelson [1977] and Herman [1979]. In the chapter's last section, we shall examine circle diffeomorphisms from the ergodic-theoretic viewpoint.

### 3.1 The naive distortion lemma

We will prove first a weaker version of Denjoy's theorem, in which we assume that the circle diffeomorphism is $C^{2}$. This we will do primarily for pedagogical reasons. The weaker version provides us with a good opportunity to introduce a very simple, yet extremely useful tool in one-dimensional dynamics: the nonlinearity of a map.

Definition 3.1. The nonlinearity of a $C^{2}$ diffeomorphism $f$ is

$$
\mathscr{N f}=D \log D f=\frac{D^{2} f}{D f} .
$$

Note that the nonlinearity of $f$ vanishes identically if and only if $f$ is linear (or rather, affine). Thus, as the name suggests, the nonlinearity measures how far a map is from being linear. The nonlinearity satisfies a chain rule: if $f$ and $g$ are $C^{2}$ diffeomorphisms and $f \circ g$ is well-defined, then

$$
\mathscr{N}(f \circ g)=\mathscr{N} f(g) D g+\mathscr{N} g .
$$

One can see from this chain rule that, under $C^{2}$ changes of coordinates, the nonlinearity transforms like a 1 -form.

In many situations, the nonlinearity can be used to control the geometric distortion of a long composition of maps. Suppose we have a sequence of intervals $I_{0}, I_{1}, \ldots, I_{n}, \ldots$ on the real line or on the circle, and diffeomorphisms $f_{n}$ : $I_{n-1} \rightarrow I_{n}, n=1,2, \ldots$ Let us also assume that
(i) Each $f_{n}$ is an increasing $C^{2}$ diffeomorphism;
(ii) There exists a constant $B>0$ such that $\sup _{x \in I_{n}}\left|\mathscr{N} f_{i}(x)\right| \leqslant B$ for all $n=1,2, \ldots$

Let us write $F_{n}=f_{n} \circ f_{n-1} \circ \cdots \circ f_{1}$, for all $n$. Then we have the following result, known as the naive distortion lemma.

Theorem 3.1. Under the hypotheses (i) and (ii) above, if $x, y \in I_{0}$ are any two points then for all $n \geqslant 1$ we have

$$
\begin{equation*}
\exp \left\{-B \sum_{i=0}^{n-1}\left|I_{i}\right|\right\} \leqslant \frac{F_{n}^{\prime}(x)}{F_{n}^{\prime}(y)} \leqslant \exp \left\{B \sum_{i=0}^{n-1}\left|I_{i}\right|\right\} \tag{3.1}
\end{equation*}
$$

Proof. The proof uses the chain rule for the nonlinearity together with the change of variables formula. For all $t \in I_{0}$ we have

$$
\mathscr{N} F_{n}(t)=\sum_{i=1}^{n} \mathscr{N} f_{i}\left(f_{i-1} \circ \cdots \circ f_{1}(t)\right) D\left\{f_{i-1} \circ \cdots \circ f_{1}\right\}(t),
$$

by the chain rule. Integrating over the interval $J_{0}$ with endpoints $x$ and $y$ contained in $I_{0}$, and writing $J_{i}=f_{i} \circ f_{i-1} \circ \cdots \circ f_{1}\left(J_{0}\right)$, we see that

$$
\int_{J_{0}} \mathscr{N} F_{n}(t) d t=\sum_{i=1}^{n} \int_{J_{0}} \mathscr{N} f_{i}\left(F_{i-1}(t)\right) D F_{i-1}(t) d t=\sum_{i=1}^{n} \int_{J_{i-1}} \mathscr{N} f_{i}(t) d t
$$

using over each summand the change of variables $t \mapsto F_{i-1}(t)$. Since $\left|\mathscr{N} f_{i}(t)\right| \leqslant$ $B$ and $J_{i-1} \subseteq I_{i-1}$, we get

$$
\begin{equation*}
\left|\int_{J_{0}} \mathscr{N} F_{n}(t) d t\right| \leqslant B \sum_{i=0}^{n-1}\left|J_{i}\right| \leqslant B \sum_{i=0}^{n-1}\left|I_{i}\right| \tag{3.2}
\end{equation*}
$$

But the integral in the left-hand side of (3.2) is equal to $\pm \log \left(F_{n}^{\prime}(x) / F_{n}^{\prime}(y)\right)$, and exponentiating the resulting inequality yields (3.1), as was to be proved.

A typical application of the distortion lemma occurs in cases where the $f_{i}$ 's are restrictions of a single map $f$ and the intervals $I_{i}$ in its domain are pairwise disjoint (or quasidisjoint). In such cases, the estimate offered by the distortion lemma is uniform in $n$, and can be combined with the mean-value theorem to force contradictions, e.g. in ruling out the existence of wandering intervals for $f$. This is precisely what happens in the proof of the $C^{2}$ version of Denjoy's theorem, presented below.

### 3.2 Denjoy's theorem

The theorem of Denjoy is such an important result that, in this book, we prove it in three different ways. Two of these are given in this section. The third proof will be given in Chapter 6 (see Remark 6.2).

### 3.2.1 The $C^{2}$ version

As promised earlier, we will prove first a weak version of Denjoy's theorem. In this version we assume that the given diffeomorphism is $C^{2}$ smooth.

Theorem 3.2 (Weak Denjoy). If $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a $C^{2}$ diffeomorphism whose rotation number $\alpha$ is irrational, then $f$ is topologically conjugate to the rotation $R_{\alpha}$.

Proof. Let $\left(q_{n}\right)_{n \geqslant 0}$ be the sequence of closest return times of $f$ (denominators of the convergents of $\alpha$ ). We already know that there exists a semi-conjugacy between $f$ and $R_{\alpha}$, that is to say a continuous monotone map $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ such that $h \circ f=R_{\alpha} \circ h$. The pre-image $h^{-1}(p)$ of a point $p \in \boldsymbol{S}^{1}$ is either a point or the closure of a plateau of $h$. If we can rule out plateaux, $h$ will be one-to-one, and therefore a homeomorphism - in other words, a conjugacy.

We argue by contradiction. Suppose $h^{-1}(p)=\bar{J}$, where $J$ is a plateau of $h$. Then by Lemma 2.4 (a), $J$ is a wandering interval for $f$, i.e. the intervals $J_{m}=f^{m}(J), m \in \mathbb{Z}$, are pairwise disjoint. Fix a small neighborhood of $p$, and take $n$ so large that $R^{-q_{n}}(p)$ belongs to that neighborhood. Let $I^{\prime}$ be the closed interval with endpoints $p$ and $R^{-q_{n}}(p)$ contained in such neighborhood. Define $I=h^{-1}\left(I^{\prime}\right)$, and note that $I$ is an interval because $h$ is monotone. Note also that $I$ contains both $J_{0}$ and $J_{-q_{n}}$. From our study of the combinatorics of rotations, we already know that the intervals $R_{\alpha}^{i}\left(I^{\prime}\right), 0 \leqslant i \leqslant q_{n}-1$ are pairwise disjoint. Therefore the intervals $I_{i}=f^{i}(I), 0 \leqslant i \leqslant q_{n}-1$ are also pairwise disjoint. In particular, we have $\sum_{i=0}^{q_{n}-1}\left|I_{i}\right| \leqslant 1$.

By the mean-value theorem, there exist $x \in J_{0}$ and $y \in J_{-q_{n}}$ such that

$$
\begin{equation*}
D f^{q_{n}}(x)=\frac{\left|J_{q_{n}}\right|}{\left|J_{0}\right|} \text { and } D f^{q_{n}}(y)=\frac{\left|J_{0}\right|}{\left|J_{-q_{n}}\right|} . \tag{3.3}
\end{equation*}
$$

We are now in a position to apply the distortion lemma (Theorem 3.1) to the diffeomorphisms $f_{i}=\left.f\right|_{I_{i-1}}, 1 \leqslant i \leqslant q_{n}$, and the points $x$ and $y$. From that theorem and (3.3), we deduce that

$$
\begin{equation*}
e^{-B} \leqslant \frac{\left|J_{q_{n}}\right| \cdot\left|J_{-q_{n}}\right|}{\left|J_{0}\right|^{2}} \leqslant e^{B}, \tag{3.4}
\end{equation*}
$$

where $B=\sup |\mathscr{N} f|<\infty$. These inequalities are valid for every sufficiently large $n$, and the lower and upper bounds are independent of $n$. But since we have $\sum_{m \in \mathbb{Z}}\left|J_{m}\right| \leqslant 1$, it follows that $\lim _{m \rightarrow \infty}\left|J_{m}\right|=\lim _{m \rightarrow \infty}\left|J_{-m}\right|=0$, which contradicts (3.4). Therefore $h$ has no plateaux, and the proof is complete.

### 3.2.2 The bounded variation version

As it turns out, in Denjoy's theorem it is not necessary to assume that the diffeomorphism $f$ is $C^{2}$. It suffices to assume that $\log D f$ is a function of bounded variation on the circle. A function $\varphi: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$ is said to be of bounded variation if its total variation is finite, that is to say

$$
\operatorname{Var}(\varphi)=\sup \sum_{i=1}^{n}\left|\varphi\left(a_{i}\right)-\varphi\left(b_{i}\right)\right|<\infty,
$$

where the supremum is taken over all finite collections of pairwise disjoint intervals $\left(a_{i}, b_{i}\right) \subset \boldsymbol{S}^{1}, 1 \leqslant i \leqslant n$. The space of all such functions is denoted by $\operatorname{BV}\left(\boldsymbol{S}^{1}\right)^{1}$.

The fundamental tool for the bounded variation version of Denjoy's theorem is the following.
Theorem 3.3 (Denjoy-Koksma Inequality). Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a homeomorphism with irrational rotation number $\alpha$, and let $\mu$ be the unique Borel probability measure invariant under $f$. If the rational number $p / q$ is such that

$$
\left|\alpha-\frac{p}{q}\right|<\frac{1}{q^{2}},
$$

then for every function $\varphi: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$ of bounded variation we have

$$
\sup _{x \in \boldsymbol{S}^{1}}\left|\sum_{j=0}^{q-1} \varphi \circ f^{j}(x)-q \int_{\boldsymbol{S}^{1}} \varphi d \mu\right| \leqslant \operatorname{Var}(\varphi)
$$

Proof. First we remark that the points $\xi_{j}=\left\{j \frac{p}{q}\right\} \in \boldsymbol{S}^{1}$ for $j=0,1, \ldots, q-1$ are precisely the $q$-roots of unity, and therefore they partition $\boldsymbol{S}^{1}$ into $q$ arcs of equal length $1 / q$. Since for each $j=1,2, \ldots, q$ we have

$$
\left|j \alpha-j \frac{p}{q}\right| \leqslant \frac{j}{q^{2}} \leqslant \frac{1}{q},
$$

it follows that each such arc contains exactly one of the points $R_{\alpha}^{j}(0)=\{j \alpha\}$, $j=1, \ldots, q$. We label these arcs $\gamma_{1}, \ldots, \gamma_{q}$ so that $R_{\alpha}^{j}(0) \in \gamma_{j}$.

[^5]Now let $x \in \boldsymbol{S}^{1}$ and let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be the primitive of $\mu$ given by

$$
h(t)=\int_{f^{-1}(x)}^{t} d \mu(s)
$$

This monotone map, which is normalized so that $h\left(f^{-1}(x)\right)=0$, is a semiconjugacy between $f$ and $R_{\alpha}$. Let $\Delta_{j}=h^{-1}\left(\gamma_{j}\right)$. Then the intervals $\Delta_{j}$, $j=1, \ldots, q$ form a partition of $\boldsymbol{S}^{1}$, and $f^{j-1}(x) \in \Delta_{j}$ for all $j$. Note also that $\mu\left(\Delta_{j}\right)=1 / q$ for all $j$.

With these facts at hand, we are ready to prove the Denjoy-Koksma inequality. Let $\varphi \in B V\left(\boldsymbol{S}^{1}\right)$ be of bounded variation. Then we have

$$
\begin{aligned}
\left|\sum_{j=0}^{q-1} \varphi \circ f^{j}(x)-q \int_{\boldsymbol{S}^{1}} \varphi d \mu\right| & =\left|\sum_{j=0}^{q-1}\left(\varphi \circ f^{j}(x)-q \int_{\Delta_{j+1}} \varphi d \mu\right)\right| \\
& =q \sum_{j=0}^{q-1} \int_{\Delta_{j+1}}\left(\varphi\left(f^{j}(x)\right)-\varphi(t)\right) d \mu(t) \mid \\
& \leqslant q \sum_{j=0}^{q-1} \operatorname{Var}\left(\varphi ; \Delta_{j+1}\right) \cdot \mu\left(\Delta_{j+1}\right) \\
& =\sum_{j=0}^{q-1} \operatorname{Var}\left(\varphi ; \Delta_{j+1}\right) \leqslant \operatorname{Var}(\varphi)
\end{aligned}
$$

This concludes the proof, because $x \in S^{1}$ is arbitrary.
Theorem 3.4 (Denjoy's Theorem). Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a diffeomorphism whose rotation number $\alpha$ is irrational. If $\log D f$ is a function of bounded variation, then $f$ is topologically conjugate to the rotation $R_{\alpha}$.

Proof. We apply the Denjoy-Koksma inequality to the function $\varphi=\log D f$. Let $\left(q_{n}\right)$ be the sequence of closest returns of $f$. The chain rule tells us that

$$
\log D f^{q_{n}}(x)=\sum_{j=0}^{q_{n}-1} \log D f \circ f^{j}(x)
$$

Hence, by Theorem 3.3, we have

$$
\begin{equation*}
\left|\log D f^{q_{n}}(x)-q_{n} \int_{\boldsymbol{S}^{1}} \log D f d \mu\right| \leqslant \operatorname{Var}(\log D f) \tag{3.5}
\end{equation*}
$$

Since $f^{q_{n}}$ maps $S^{1}$ diffeomorphically onto itself, there is a point $x^{*}$ such that $D f^{q_{n}}\left(x^{*}\right)=1$. Using this point in the above inequality, we see that

$$
\left|\int_{\boldsymbol{S}^{1}} \log D f d \mu\right| \leqslant \frac{\operatorname{Var}(\log D f)}{q_{n}} .
$$

But as $n \rightarrow \infty$, the right-hand side of this last inequality goes to zero, and therefore

$$
\int_{\mathbf{S}^{1}} \log D f d \mu=0
$$

Taking this back to the inequality (3.5), we deduce that $\left|\log D f^{q_{n}}(x)\right| \leqslant V$, where $V=\operatorname{Var}(\log D f)$. Exponentiating this inequality gives us

$$
e^{-V} \leqslant\left|D f^{q_{n}}(x)\right| \leqslant e^{V}
$$

This implies that the sequence of iterates $f^{q_{n}}$ is equicontinuous. By Proposition $2.6, f$ must therefore be topologically conjugate to the rotation $R_{\alpha}$.

Remark 3.1. Yet another version of Denjoy's theorem was proved by Hu and Sullivan [1997], for $C^{1}$ maps whose first derivative satisfies a Zygmund condition. We say that a function $\varphi: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$ is Zygmund if for all $x$ and $h$ we have

$$
\varphi(x+h)+\varphi(x-h)-2 \varphi(x)=O(|h|) .
$$

The (linear) space of all Zygmund functions is denoted by $Z$. Although the Zygmund and bounded variation classes have non-empty intersection, neither class is contained in the other. Hu and Sullivan showed that if $f \in \operatorname{Diff}^{1+Z}\left(\boldsymbol{S}^{1}\right)$, in other words, if $f$ is a $C^{1}$ diffeomorphism and $\log D f \in Z$, and $\operatorname{Per}(f)=\varnothing$, then $f$ has no wandering intervals - and therefore it is conjugate to the corresponding rotation. For more on the uses of the Zygmund class in one dimensional dynamics, see de Melo and van Strien [1993, Ch. IV].

### 3.3 Denjoy's examples

We have seen in Theorem 2.1 that any perfect, totally disconnected subset of $\boldsymbol{S}^{1}$ is the exceptional minimal set of some homeomorphism of the circle, and we can even take the rotation number of such homeomorphism to be an arbitrary irrational. The situation is considerably more rigid for diffeomorphisms, although still sufficiently flexible to allow for a plethora of examples. We expand on this point a bit.

To start with, Denjoy's theorem rules out exceptional minimal sets for diffeomorphisms whose degree of smoothness is $C^{1+\mathrm{BV}}$ or higher ${ }^{2}$. Thus, if we are looking for diffeomorphisms with exceptional minimal sets, we have to content ourselves with lower smoothness. Let us agree once and for all on the following definition.

Definition 3.2. A Denjoy example is a diffeomorphism of the circle having an exceptional minimal set.

In this section, following Herman [1979] and Katznelson [1977], we will construct for each given irrational rotation number, a Denjoy example with that rotation number that is of class $C^{1+\epsilon}$ for every $0<\epsilon<1$. In fact, for fixed rotation number there are even a countable infinity of topological conjugacy classes of such Denjoy examples. The question of which Cantor sets on the circle are minimal sets of $C^{1}$ Denjoy examples is a difficult one, and is still open. We will have more to say about that later.

### 3.3.1 The basic construction

The intuitive idea behind the construction of Denjoy examples is to cut the unit circle along one or more orbits of an irrational rotation and introduce a small interval, or gap, at each cut. This surgery procedure yields a new, larger circle. In this enlarged circle, the complement of the union of all gaps is a Cantor set (made up of points of the old circle plus the endpoints of the gaps). We define a self-map - a homeomorphism - of the enlarged circle by letting it agree with the irrational rotation on the Cantor set, and by defining it on gaps so that each gap is taken homeomorphically onto another gap, following their exact order on the circle coming from the irrational rotation. The Cantor set becomes the exceptional minimal set of this homeomorphism.

Since we want a diffeomorphism, not merely a homeomorphism, the sizes of the gaps have to be carefully chosen. Moreover, if we follow the above procedure to the script, we find that it always produces exceptional minimal sets having positive Lebesgue measure - roughly speaking, equal to the size of the old circle divided by the size of the enlarged circle. We would like to construct examples having zero Lebesgue measure also. Hence, the above procedure will have to be slightly modified.

Let us move to the detailed construction. To start it, we fix an irrational number $\alpha$ with $0<\alpha<1$. We want to produce a $C^{1}$ diffeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ with

[^6]$\rho(f)=\alpha$ having an exceptional minimal set $K \subseteq \boldsymbol{S}^{1}$. We proceed by steps, as follows.

Step 1: Construction of $K$. We will construct a perfect nowhere dense set $\widehat{K} \subseteq \mathbb{R}$ such that $K=\pi(\widehat{K}) \subseteq \boldsymbol{S}^{1}$ is the desired minimal Cantor set. Let us consider a bi-infinite sequence $\left(\lambda_{n}\right)_{n \in \mathbb{Z}}$ of positive real numbers such that
(D1) $\ell=\sum_{n \in \mathbb{Z}} \lambda_{n} \leqslant 1$.
(D2) $\lim _{|n| \rightarrow \infty} \frac{\lambda_{n+1}}{\lambda_{n}}=1$.
(D3) $\sup _{n \in \mathbb{Z}}\left|\frac{\lambda_{n+1}}{\lambda_{n}}-1\right|=\eta<\frac{1}{2}$
For each $n \in \mathbb{Z}$, let $\alpha_{n}=\{n \alpha\} \in S^{1}$; this sequence is dense in $S^{1}$, because $\alpha$ is irrational. Define also the sequences

$$
\left\{\begin{array}{l}
a_{n}=(1-\ell) \alpha_{n}+\sum_{i: 0 \leqslant \alpha_{i}<\alpha_{n}} \lambda_{i}  \tag{3.6}\\
b_{n}=a_{n}+\lambda_{n}=(1-\ell) \alpha_{n}+\sum_{i: 0 \leqslant \alpha_{i} \leqslant \alpha_{n}} \lambda_{i}
\end{array}\right.
$$

Now let $I_{n}=\left(a_{n}, b_{n}\right) \subseteq \mathbb{R}$; note that $I_{n} \subseteq[0,1]$, by (D1) above.
Lemma 3.1. The intervals $I_{n}, n \in \mathbb{Z}$, are pairwise disjoint, the set

$$
K_{0}=(0,1] \backslash \bigcup_{n \in \mathbb{Z}} I_{n}
$$

is perfect and nowhere dense, and its Lebesgue measure equals $1-\ell$.
Proof. Suppose $m, n \in \mathbb{Z}$ are such that $\alpha_{m}<\alpha_{n}$. Then we have

$$
\begin{align*}
a_{n} & =(1-\ell) \alpha_{n}+\sum_{i: 0 \leqslant \alpha_{i} \leqslant \alpha_{m}} \lambda_{i}+\sum_{i: \alpha_{m}<\alpha_{i}<\alpha_{n}} \lambda_{i} \\
& =b_{m}+(1-\ell)\left(\alpha_{n}-\alpha_{m}\right)+\sum_{i: \alpha_{m}<\alpha_{i}<\alpha_{n}} \lambda_{i}>b_{m} \tag{3.7}
\end{align*}
$$

This last inequality holds even if $\ell=1$, because $\left(\alpha_{i}\right)$ is dense in $[0,1]$. Thus, we have $a_{m}<b_{m}<a_{n}<b_{n}$, and therefore $\bar{I}_{m} \cap \bar{I}_{n}=\emptyset$. This shows at once that the intervals $I_{n}$ are pairwise disjoint and that the set $K_{0}$ has no isolated points. Moreover, since $K_{0}$ is closed, it is Lebesgue measurable, and

$$
m\left(K_{0}\right)=1-m\left(\bigcup_{n \in \mathbb{Z}} I_{n}\right)=1-\ell
$$

It remains to prove that $K_{0}$ has empty interior. This is obvious if $\ell=1$, so we assume that $\ell<1$. Note that (3.7) tells us that

$$
\delta=\operatorname{dist}\left(I_{n}, I_{m}\right)=(1-\ell)\left(\alpha_{n}-\alpha_{m}\right)+\sum_{i: \alpha_{m}<\alpha_{i}<\alpha_{n}} \lambda_{i}
$$

and also that

$$
v=m\left(K_{0} \cap\left[b_{m}, a_{n}\right]\right)=(1-\ell)\left(\alpha_{n}-\alpha_{m}\right)
$$

We claim that there exists a gap $I_{k}$ contained in $\left[b_{m}, a_{n}\right]$ that intersects the middle third of $\left[b_{m}, a_{n}\right]$. This is clear if $v<\delta / 3$, so we assume that $v \geqslant \delta / 3$. Let $\alpha_{k} \in\left(\alpha_{m}, \alpha_{n}\right)$ be such that

$$
\left|\alpha_{k}-\frac{\alpha_{m}+\alpha_{n}}{2}\right|<\frac{1}{18}\left(\alpha_{n}-\alpha_{m}\right) .
$$

Then we have

$$
\begin{aligned}
a_{k}-b_{m} & =(1-\ell)\left(\alpha_{k}-\alpha_{m}\right)+\sum_{i: \alpha_{m}<\alpha_{i}<\alpha_{k}} \lambda_{i} \\
& >\frac{4}{9}(1-\ell)\left(\alpha_{n}-\alpha_{m}\right) \geqslant \frac{\delta}{3} .
\end{aligned}
$$

Similarly, $a_{n}-b_{k}>\delta / 3$. These inequalities show that the gap $I_{k}$ is contained in the middle third of $\left[b_{m}, a_{n}\right]$, proving the claim. From the claim it follows that the union of all gaps is dense in $[0,1]$, and therefore $K_{0}$ has empty interior.

We now define $\widehat{K}$ as the union of all integral translates of $K_{0}$, in other words,

$$
\widehat{K}=\bigcup_{n \in \mathbb{Z}}\left(n+K_{0}\right)
$$

This set enjoys the same topological properties as we stated for $K_{0}$ : it is closed, perfect, and nowhere dense.

Step 2: Construction of the lift of $f$. Let us now construct an increasing diffeomorphism $F: \mathbb{R} \rightarrow \mathbb{R}$ with $F(\widehat{K})=\widehat{K}$, which will be the lift to the real line of $f$, the Denjoy example we seek to construct. We write $F=\mathrm{Id}+\phi$, where $\phi$ is periodic of period one. We will construct the derivative $\varphi=D \phi$ first, and then integrate.

We want to have $f\left(J_{n}\right)=J_{n+1}$ for all $n$, where $J_{n}=\pi\left(I_{n}\right) \subseteq S^{1}$. Hence $F$ must map each gap $I_{n}$ onto (an integral translate of) of $I_{n+1}$, and therefore

$$
\int_{I_{n}} F^{\prime}(t) d t=\lambda_{n+1}=\left|I_{n+1}\right|
$$

This is the same as requiring that

$$
\int_{a_{n}}^{b_{n}}[1+\varphi(t)] d t=\lambda_{n+1},
$$

or yet

$$
\begin{equation*}
\int_{a_{n}}^{b_{n}} \varphi(t) d t=\lambda_{n+1}-\lambda_{n} \tag{3.8}
\end{equation*}
$$

There are many ways to define $\varphi$ inside $I_{n}$, vanishing at the endpoints, so that the above equality holds. One way is to write

$$
\varphi(t)=\frac{1}{2} c_{n}\left(\lambda_{n}-\left|2 t-a_{n}-b_{n}\right|\right)
$$

for all $t \in I_{n}$. Here the constant $c_{n}$ is chosen so that (3.8) holds. A simple computation yields

$$
c_{n}=\frac{4}{\lambda_{n}}\left(\frac{\lambda_{n+1}}{\lambda_{n}}-1\right) .
$$

In other words, define $\varphi$ so that for each $t \in I_{n}$ we have

$$
\begin{equation*}
\varphi(t)=2\left(\frac{\lambda_{n+1}}{\lambda_{n}}-1\right)\left(1-\frac{1}{\lambda_{n}}\left|2 t-a_{n}-b_{n}\right|\right) . \tag{3.9}
\end{equation*}
$$

Furthermore, let $\varphi(t)=0$ for all $t \in K_{0}$. So far we have $\varphi$ defined on the unit interval only. It is clearly continuous in the union of all gaps $I_{n}$. Since by (3.9) and (D2) we have

$$
\lim _{|n| \rightarrow \infty} \sup _{t \in I_{n}}|\varphi(t)|=\lim _{|n| \rightarrow \infty} 2\left|\frac{\lambda_{n+1}}{\lambda_{n}}-1\right|=0
$$

it follows that $\varphi$ is continuous at all points of $K_{0}$ as well. Now extend $\varphi$ outside the unit interval by making it periodic of period one, so that $\varphi(t+k)=\varphi(t)$, for all $k \in \mathbb{Z}$ and all $0 \leqslant t \leqslant 1$. The extended function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is continuous everywhere, and it vanishes at all points of $\widehat{K}$.

Now let $F: \mathbb{R} \rightarrow \mathbb{R}$ be given by

$$
\begin{equation*}
F(t)=a_{1}+t+\int_{0}^{t} \varphi(s) d s \tag{3.10}
\end{equation*}
$$

We summarize the essential facts about $F$ in our next lemma.
Lemma 3.2. The map $F$ is an increasing $C^{1}$ diffeomorphism of the real line, and it has the following properties.
(a) For all $t \in \mathbb{R}, F(t+1)=F(t)+1$;
(b) For every $n \in \mathbb{Z}$,

$$
F\left(I_{n}\right)=\left\{\begin{aligned}
I_{n+1}, & \text { if } \alpha_{n}<1-\alpha \\
1+I_{n+1}, & \text { if } \alpha_{n}>1-\alpha
\end{aligned}\right.
$$

(c) We have $F(\widehat{K})=\widehat{K}$;
(d) The translation number of $F$ is equal to $\alpha$.

Proof. Note that $F^{\prime}(t)=1+\varphi(t)$, which is continuous, so $F$ is $C^{1}$. Moreover, by (3.9) and (D3), we have $\varphi(t) \geqslant-2 \eta>-1$, and this implies $F^{\prime}(t) \geqslant 1-2 \eta>0$ for all $t$. Therefore $F$ is an increasing diffeomorphism. Property (a) is immediate from

$$
\int_{0}^{1} \varphi(t) d t=0
$$

which in turn follows from (3.8) and the fact that $\varphi$ vanishes on $K_{0}$. To prove property (b), it suffices to show that

$$
F\left(a_{n}\right)=\left\{\begin{aligned}
a_{n+1}, & \text { if } \alpha_{n}<1-\alpha \\
1+a_{n+1}, & \text { if } \alpha_{n}>1-\alpha
\end{aligned}\right.
$$

From (3.8) and (3.10), we have

$$
\begin{aligned}
F\left(a_{n}\right) & =a_{1}+a_{n}+\sum_{0 \leqslant \alpha_{i}<\alpha_{n}} \int_{a_{i}}^{b_{i}} \varphi(t) d t \\
& =a_{1}+a_{n}+\sum_{0 \leqslant \alpha_{i}<\alpha_{n}}\left(\lambda_{i+1}-\lambda_{i}\right) .
\end{aligned}
$$

Using the expressions of $a_{1}$ and $a_{n}$ given in (3.6), this last equality becomes

$$
\begin{equation*}
F\left(a_{n}\right)=(1-\ell)\left(\alpha+\alpha_{n}\right)+\sum_{0 \leqslant \alpha_{j}<\alpha} \lambda_{j}+\sum_{0 \leqslant \alpha_{i}<\alpha_{n}} \lambda_{i+1} . \tag{3.11}
\end{equation*}
$$

Assume first that $\alpha_{n}<1-\alpha$. In this case, for all $\alpha_{i} \in\left[0, \alpha_{n}\right]$ we have $\alpha_{i}+\alpha=$ $\alpha_{i+1}$. Using this fact in (3.11), we deduce that

$$
F\left(a_{n}\right)=(1-\ell) \alpha_{n+1}+\sum_{0 \leqslant \alpha_{j}<\alpha} \lambda_{j}+\sum_{\alpha \leqslant \alpha_{i+1}<\alpha_{n+1}} \lambda_{i+1}=a_{n+1}
$$

Now assume instead that $\alpha_{n}>1-\alpha$. In this case $\alpha_{n+1}=\alpha_{n}+\alpha-1$, and therefore we can write

$$
\begin{align*}
\sum_{0 \leqslant \alpha_{i}<\alpha_{n}} \lambda_{i+1} & =\sum_{0 \leqslant \alpha_{i}<1-\alpha} \lambda_{i+1}+\sum_{1-\alpha \leqslant \alpha_{i}<\alpha_{n}} \lambda_{i+1} \\
& =\sum_{\alpha \leqslant \alpha_{j}<1} \lambda_{j}+\sum_{0 \leqslant \alpha_{j}<\alpha_{n+1}} \lambda_{j} \tag{3.12}
\end{align*}
$$

Substituting (3.12) into (3.11), we get

$$
F\left(a_{n}\right)=(1-\ell)\left(1+\alpha_{n+1}\right)+\ell+\sum_{0 \leqslant \alpha_{j}<\alpha_{n+1}} \lambda_{j}=1+a_{n+1}
$$

This proves property (b). Thus $F$ leaves invariant the union of all gaps $I_{n}$ and its translates, and since it is a homeomorphism, the complement $\widehat{K}$ is kept invariant also, which proves (c).

Finally, to prove (d), let $H: \mathbb{R} \rightarrow \mathbb{R}$ be defined as follows. For each $t \in[0,1]$, put $H(t)=\sup _{I_{n} \subseteq[0, t]} \alpha_{n}$, and extend $H$ to the whole real line writing $H(t+k)=$ $H(t)+k$ for all $k \in \mathbb{Z}$. This function is clearly non-decreasing. Hence its only possible discontinuities are jump discontinuities. To rule out jumps, it suffices to
show that the image of $H$ is dense in $\mathbb{R}$. To do this, we first calculate $H(t)$ for $t \in I_{n}$, for each $n \in \mathbb{Z}$. Suppose $\alpha_{m}<\alpha_{n}$; then it follows easily that $a_{m}<a_{n}$, and therefore $b_{m}<a_{n}$ as well. Therefore $I_{m} \subset\left[0, a_{n}\right] \subset[0, t]$, and from this it follows that $H(t)=\alpha_{n}$ (see Figure 3.1). But $\left\{\alpha_{n}: n \in \mathbb{Z}\right\}$ is dense in [0, 1], so $H([0,1])$ is dense in $[0,1]$. Since $H(t+k)=H(t)+k$ for all $k \in \mathbb{Z}$, we deduce that $H(\mathbb{R})$ is dense in $\mathbb{R}$. Therefore $H$ is indeed continuous.

It remains to check that the semi-conjugacy equation $H \circ F(t)=T_{\alpha} \circ H(t)$ holds for all $t \in \mathbb{R}$. Once again, we only need to check this for $t \in[0,1]$. Let $t \in I_{n}$, and suppose first that $\alpha_{n}<1-\alpha$. Since $H(t)=\alpha_{n}$, we have in this case $T_{\alpha} \circ H(t)=\alpha_{n}+\alpha=\alpha_{n+1}$. We also have $F(t) \in I_{n+1}$, and therefore $H \circ F(t)=\alpha_{n+1}$. This shows that the semi-conjugacy equation holds in this case. The case $\alpha_{n}>1-\alpha$ is proved in the same way, mutatis mutandis. Summarizing, we have proved that for all $t \in U=\bigcup_{n \in \mathbb{Z}} I_{n}$ we have $H \circ F(t)=T_{\alpha} \circ H(t)$. But since $U$ is dense in $[0,1]$ and $H, F, T_{\alpha}$ are continuous, it follows that $H \circ F(t)=$ $T_{\alpha} \circ H(t)$ for all $t \in[0,1]$, which proves what we wanted. In particular, the translation number of $F$ is $\alpha$, as asserted in (d).

We can now quotient everything down to the circle $\boldsymbol{S}^{1}$. Thus, $F$ is the lift of a $C^{1}$ diffeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$, while $H$ is the lift of a continuous monotone map $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$, and we deduce that $h \circ f=R_{\alpha} \circ h$. Moreover, we have $\Omega(f)=K$, a Cantor set - in other words, $f$ is a Denjoy example.
Remark 3.2. A bi-infinite sequence $\Lambda=\left(\lambda_{n}\right)_{n \in \mathbb{Z}}$ of positive numbers satisfying properties (D1)-(D3) stated above is called a Denjoy sequence. Given a Denjoy sequence $\Lambda$ and an irrational $\alpha \in(0,1)$, the Denjoy example constructed with this data is denoted by $f_{\alpha, \Lambda}$. In what follows, we will denote by $W^{0} \subset \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ the class of all homeomorphisms of the circle without periodic points that possess a wandering interval (in other words, $f \in W^{0}$ if and only if $\operatorname{Per}(f)=\varnothing$ and $\left.\Omega(f) \neq \boldsymbol{S}^{1}\right)$. We will also write $\boldsymbol{W}^{1}=\boldsymbol{W}^{0} \cap \operatorname{Diff}_{+}^{1}\left(\boldsymbol{S}^{1}\right)$, and will denote by $\boldsymbol{D} \subset W^{1}$ the class of all Denjoy examples constructed by the procedure described above (in other words, $f \in \boldsymbol{D}$ if and only if $f=f_{\alpha, \Lambda}$ for some irrational $\alpha \in$ $(0,1)$ and some Denjoy sequence $\Lambda$ ).

### 3.3.2 Moduli of continuity

Now we go a bit further and show that our Denjoy examples can be made almost Lipschitz; more precisely, they can be made $C^{1+\epsilon}$ for every $0<\epsilon<1$, with no restriction on the (irrational) rotation number.


Figure 3.1: The semi-conjugacy $H$ and its plateaux.

Theorem 3.5. For each $0<\ell \leqslant 1$, each $\beta>0$ and each $0<\alpha<1$ irrational, there exists a $C^{1}$ diffeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ such that
(i) The rotation number of $f$ is equal to $\alpha$.
(ii) The non-wandering set $\Omega(f) \subset S^{1}$ is a Cantor set with Lebesgue measure equal to $1-\ell$.
(iii) The function $\log D f$ has modulus of continuity $w_{\beta}(t)=t\left(\log \frac{1}{t}\right)^{1+\beta}$.

This last property implies that $\log D f$ is $\delta$-Hölder continuous for each $0<\delta<1$.
Proof. Given the construction performed above and Lemma 3.2, the proof boils down to taking $f=f_{\alpha, \Lambda}$ for a smart choice of the Denjoy sequence $\Lambda=\left(\lambda_{n}\right)_{n \in \mathbb{Z}}$. We take

$$
\begin{equation*}
\lambda_{n}=\frac{b}{(|n|+1)[\log (|n|+2)]^{1+\beta}}, \quad \forall n \in \mathbb{Z} \tag{3.13}
\end{equation*}
$$

where $0<b<1$ is chosen so that $\sum_{n \in \mathbb{Z}} \lambda_{n}=\ell$. This choice of the sequence $\left(\lambda_{n}\right)$ guarantees that

$$
\begin{equation*}
\left|\frac{\lambda_{n+1}}{\lambda_{n}}-1\right|=O\left(\frac{1}{|n|+1}\right) \tag{3.14}
\end{equation*}
$$

Let $F: \mathbb{R} \rightarrow \mathbb{R}$ be given by Lemma 3.2 for this choice of $\left(\lambda_{n}\right)$ and the given irrational $\alpha$. Then we already know that $F$ is the lift of a $C^{1}$ diffeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ which is topologically semi-conjugate to the rotation $R_{\alpha}$, and we also know that $\Omega(f)$ is Cantor set with $m(\Omega(f))=1-\ell$. Thus, properties (i) and (ii) are satisfied, and we only need to check property (iii).

Since $D F=1+\varphi$ stays bounded away from 0 and $\infty$, to verify the validity of (iii) it suffices to show that $\varphi$ itself has modulus of continuity $w_{\beta}$. And since $\varphi$ is $\mathbb{Z}$-periodic, all we need to do is to check that

$$
\begin{equation*}
|\varphi(x)-\varphi(y)|<C|x-y|\left(\log \frac{1}{|x-y|}\right)^{1+\beta} \tag{3.15}
\end{equation*}
$$

for $x, y \in[0,1]$. Recall the notation introduced earlier: $K_{0}=\widehat{K} \cap[0,1]$, where $\widehat{K}=\pi^{-1}(\Omega(f))$ is the lift of the minimal set of $f$ to the real line. There are three cases to consider: (a) $x, y \in K_{0}$; (b) $x \in K_{0}$ and $y \in I_{n}$ for some $n \in \mathbb{Z}$; and (c) $x \in I_{m}$ and $y \in I_{n}$ for some $m, n \in \mathbb{Z}$. Case (a) is trivial because, by construction, $\left.\varphi\right|_{K_{0}} \equiv 0$. We prove the inequality (3.15) for case (b) and leave case (c) to the reader.

Without loss of generality, we may assume that $x<y$, so that $x \leqslant a_{n}<y$ (where as before $a_{n}$ is the left endpoint of $I_{n}$ ). We may also assume that $|x-y|<$ $t_{\beta}$, where $0<t_{\beta}<1$ is the point where the concave function $\left.w_{\beta}\right|_{[0,1]}$ assumes its maximum. Since $x \in K_{0}$, we have $\varphi(x)=0$ and therefore

$$
\begin{equation*}
|\varphi(x)-\varphi(y)|=|\varphi(y)| \leqslant L_{n}\left|y-a_{n}\right| \tag{3.16}
\end{equation*}
$$

where $L_{n}$ is the Lipschitz constant of $\left.\varphi\right|_{I_{n}}$. But we know from (3.9) that

$$
\begin{equation*}
L_{n}=\frac{4}{\lambda_{n}}\left|\frac{\lambda_{n+1}}{\lambda_{n}}-1\right| \tag{3.17}
\end{equation*}
$$

From (3.17), combined with (3.13) and (3.14), we deduce after some tedious computations that

$$
\begin{equation*}
\frac{1}{\lambda_{n}}\left|\frac{\lambda_{n+1}}{\lambda_{n}}-1\right| \leqslant C_{0}[\log (|n|+2)]^{1+\beta} \tag{3.18}
\end{equation*}
$$

where $C_{0}>0$ is a constant. Moreover, since

$$
\frac{b}{|n|+1}>\frac{b}{(|n|+1)[\log (|n|+2)]^{1+\beta}}=\left|I_{n}\right|>\left|y-a_{n}\right|
$$

we have

$$
\begin{equation*}
\log (|n|+2)<C_{1} \log \left(\frac{1}{\left|y-a_{n}\right|}\right), \tag{3.19}
\end{equation*}
$$

where $C_{1}>0$ is a constant. Combining (3.19), (3.18) and (3.17) and putting the resulting inequality for $L_{n}$ back into (3.16), we arrive at

$$
\begin{aligned}
|\varphi(x)-\varphi(y)| & <C_{2}\left|y-a_{n}\right|\left[\log \left(\frac{1}{\left|y-a_{n}\right|}\right)\right]^{1+\beta} \\
& <C_{2}|x-y|\left[\log \left(\frac{1}{|x-y|}\right)\right]^{1+\beta}
\end{aligned}
$$

where in the last inequality we have used the fact that $w_{\beta}(t)=t\left(\log \frac{1}{t}\right)^{1+\beta}$ is increasing for $0<t<t_{\beta}$. This shows that (3.15) holds in case (b). The proof of that inequality in case (c) is similar, and is left as an exercise.

### 3.3.3 Further results

The class of general Denjoy examples, i.e., non-minimal $C^{1}$ circle diffeomorphisms without periodic points, has been thoroughly investigated. There are various questions one can ask about these maps, some of which are still unsolved. In this section we address some of these questions, limiting ourselves to simply stating results that are currently known. No proofs will be given; instead, we will refer the reader to the original sources.

## Classification

The topological classification of Denjoy examples is not particularly difficult, and has been accomplished by Markeley [1970]. Before stating the result, we make some simple observations.

Given $f \in \boldsymbol{W}^{\mathbf{0}}$, let $h: \boldsymbol{S}^{\mathbf{1}} \boldsymbol{\rightarrow} \boldsymbol{S}^{1}$ be a monotone map that semi-conjugates $f$ to the rotation by $\alpha=\rho(f)$, i.e., $h \circ f=R_{\alpha} \circ h$. Then $E_{f, h}=h\left(\boldsymbol{S}^{1} \backslash \Omega(f)\right)$ is a countable dense subset of the circle, and it is invariant under $R_{\alpha}$. Thus, $E_{f, h}$ is the union of a collection of full orbits of the rotation $R_{\alpha}$, and such collection can be either finite or countably infinite. If $\phi: S^{1} \rightarrow \boldsymbol{S}^{1}$ is another semi-conjugacy between $f$ and $R_{\alpha}$, it is easy to see that $E_{f, h}$ and $E_{f, \phi}$ differ by a rotation of the circle (exercise). In particular, the cardinalities of the sets of orbits of $R_{\alpha}$ contained in $E_{f, h}$ and $E_{f, \phi}$ are the same. Hence this common cardinality is a topological invariant of $f$. The theorem proved by Markeley can be stated as follows.

Theorem 3.6. Let $f_{1}, f_{2} \in W^{0}$ with $\rho\left(f_{1}\right)=\rho\left(f_{2}\right)=\alpha$, and let $h_{1}, h_{2}$ : $\boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be monotone maps such that $h_{i} \circ f_{i}=R_{\alpha} \circ h_{i}, i=1,2$. Then $f_{1}$ is topologically conjugate to $f_{2}$ if an only if there exists a circle rotation $R$ such that $E_{f_{1}, h_{1}}=R\left(E_{f_{2}, h_{2}}\right)$.

Note in particular that if in the theorem above $f_{1}, f_{2} \in \boldsymbol{D}$, then $E_{f_{1}, h_{1}}$ and $E_{f_{2}, h_{2}}$ both consist of a single orbit of $R_{\alpha}$. Since any two orbits of $R_{\alpha}$ differ by a rotation, it follows that $f_{1}$ and $f_{2}$ are topologically conjugate. But one can say a bit more.

Theorem 3.7. If $f_{1}, f_{2} \in \boldsymbol{D}$ have the same rotation number, then they are topologically conjugate. Moreover, if both $\Omega\left(f_{1}\right)$ and $\Omega\left(f_{2}\right)$ have Lebesgue measure zero and $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a homeomorphism conjugating $f_{1}$ and $f_{2}$, then both $h$ and $h^{-1}$ are absolutely continuous.

For a discussion of this theorem (with an indication of proof), look up the magnum opus of Herman [1979, p. 146].

By contrast, the classification of Denjoy examples up to $C^{1}$ conjugacy still has not been completely worked out. The problem can be reformulated as follows.
Problem 3.1. If $f, g: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ are $C^{1}$ circle diffeomorphisms which are topologically conjugate to each other, find necessary and sufficient conditions for $f$ to be $C^{1}$ conjugate to $g$.

## Which Cantor sets are Denjoy?

As we saw in Chapter 2, any Cantor set on the circle is the non-wandering set of some homeomorphism of $\boldsymbol{S}^{1}$, and the (irrational) rotation number can be arbitrarily prescribed. Once we ask for more smoothness, however, things become much more complicated. It is still unknown which Cantor sets appear as minimal sets of Denjoy examples. The partial results that are known are mostly negative results, stating that certain families of Cantor sets do not appear as $\Omega(f)$ for any $C^{1}$ diffeomorphism $f$. For instance, regular Cantor sets such as the standard middlethirds Cantor set are not $C^{1}$ minimal. This was first proved by McDuff [1981]. In order to state her result, we need the following definition.
Definition 3.3. Let $K \subset \boldsymbol{S}^{1}$ be a Cantor set, and let $\mathscr{G}(K)$ be the set of all gaps of $K$ - the elements of $\mathscr{G}(K)$ are the connected components of $\boldsymbol{S}^{1} \backslash K$. The spectrum of $K$, denoted $\sigma(K)$, is the set of all lengths of gaps in $\mathscr{G}(K)$ ordered as a decreasing sequence. Thus, $\sigma(K)=\left\{\ell_{n}: n \geqslant 1\right\}$, where (i) $\ell_{n+1}<\ell_{n}$ for all $n \geqslant 1$; (ii) for each $n \geqslant 1$, there exists $I \in \mathscr{G}(K)$ (possibly non-unique) such that $\ell_{n}=|I|$.

Note that $\sum_{n=1}^{\infty} \ell_{n} \leqslant 1$.
Theorem 3.8. If $f \in W^{1}$ and $\sigma(\Omega(f))=\left\{\ell_{n}: n \in \mathbb{N}\right\}$ is the spectrum of its minimal set, then the sequence $\frac{\ell_{n}}{\ell_{n+1}}$ is bounded and has 1 as a limit point.

An immediate consequence of this result is the fact stated before that the standard middle-thirds Cantor set is not $C^{1}$ minimal. Indeed, in this case the ratios $\ell_{n} / \ell_{n+1}$ are constant and equal to 3 .

Besides the original paper by McDuff, the reader interested in the full proof of Theorem 3.8 should look up the nice exposition by Athanassopoulos [2015]. It is worth remarking that the fact that the sequence of ratios $\frac{\ell_{n}}{\ell_{n+1}}$ is bounded is easy to prove. Given $n \in \mathbb{N}$, let $I \in \mathscr{G}(\Omega(f))$ be such that $\ell_{n}=|I|$. Then there exists $m \geqslant 1$ such that $\ell_{n} \leqslant\left|f^{m}(I)\right|$ and $\left|f^{k}(I)\right| \leqslant \ell_{n+1}$ for all $k>m$. Thus, if we set $J=f^{m}(I)$, we have

$$
\frac{\ell_{n}}{\ell_{n+1}} \leqslant \frac{|J|}{|f(J)|}
$$

But by the mean value theorem, this last ratio is bounded above by $1 / b$, where $b=\min _{x \in \boldsymbol{S}^{1}}|D f(x)|$. Hence the real issue in proving Theorem 3.8 is to show that 1 is a limit point of the sequence of ratios.

Given the above theorem, a natural question posed by McDuff [1981] is the following.
Problem 3.2. If $f \in \boldsymbol{W}^{1}$ and $\sigma(\Omega(f))=\left\{\ell_{n}: n \in \mathbb{N}\right\}$ is the spectrum of its minimal set, is it always true that

$$
\lim _{n \rightarrow \infty} \frac{\ell_{n}}{\ell_{n+1}}=1 ?
$$

Even after four decades since its formulation, this problem remains open.
McDuff's Theorem 3.8 provides us with a necessary condition for a Cantor subset of the circle to be $C^{1}$ minimal. This condition is used to rule out several types of Cantor sets. But many other Cantor sets do satisfy the condition, so they cannot be immediately ruled out. For generalizations of McDuff's theorem and further work, see Norton [2002], Portela [2007, 2009].

## Hausdorff dimension

It turns out that the Hausdorff dimension of the minimal set of a Denjoy example with zero Lebesgue measure depends on the Diophantine nature of its rotation
number. An irrational real number $\alpha$ is said to be of Diophantine class $\tau>0$ if the inequality

$$
\left|\alpha-\frac{p}{q}\right|<\frac{1}{q^{1+\eta}}
$$

has infinitely many rational solutions $p / q$ for $0 \leqslant \eta<\tau$ and only finitely many for $\eta>\tau$ (the Diophantine condition will appear several times in the present book, see Chapter 4 and Appendix A).

The following theorem was proved by Kra and Schmeling [2002].
Theorem 3.9. Let $0<\delta<1$ and let $\alpha \in(0,1)$ be an irrational number of Diophantine class $\tau>0$. If $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a $C^{1+\delta}$ diffeomorphism with rotation number $\alpha$ and $f$ has an exceptional minimal set $\Omega(f)$, then

$$
\operatorname{dim}_{H}(\Omega(f)) \geqslant \frac{\delta}{\tau} .
$$

The lower bound given in this theorem is sharp. Indeed, Kra and Schmeling showed that the lower bound is achieved by a classical Denjoy example of the form $f=f_{\alpha, \Lambda} \in \boldsymbol{D}$, the bi-infinite Denjoy sequence $\Lambda=\left(\lambda_{n}\right)_{n \in \mathbb{Z}}$ being given by

$$
\lambda_{n}=\frac{b}{(|n|+1)^{1 / \delta}},
$$

where $b$ is chosen so that $\sum_{n \in \mathbb{Z}} \lambda_{n}=1$. In the same article, Kra and Schmeling also provide a lower bound for the box dimension of Denjoy minimal Cantor sets, extending previous work by Norton [1999].

### 3.4 Ergodic properties

We have seen already, in Chapter 2 (Theorem 2.3), that every circle homeomorphism without periodic orbits is uniquely ergodic. In this section, we examine a few additional ergodic properties of circle diffeomorphisms.

### 3.4.1 Ergodicity with respect to Lebesgue measure

It is possible to talk about ergodicity of a map with respect to a measure in phase space even when the map is not measure preserving. If $(X, \mu)$ is a measure space and $\phi: X \rightarrow X$ is a (measurable) map, we say that $\phi$ is ergodic with respect to $\mu$ if, for every measurable set $A \subseteq X$ which is invariant under $\phi$ (meaning
$\left.\phi^{-1}(A)=A\right)$, we have either $\mu(A)=0$ or $\mu(X \backslash A)=0$. Note that, for this to make sense, it is not necessary to assume that $\mu$ is a finite measure.

Our goal here is to prove that $C^{1+\mathrm{BV}}$ circle diffeomorphisms without periodic points are always ergodic with respect to Lebesgue measure. Let us state more formally this result, and then prove it.

Theorem 3.10. If $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a $C^{1}$ diffeomorphism without periodic points and $\log D f \in B V\left(\boldsymbol{S}^{1}\right)$, then $f$ is ergodic with respect to Lebesgue measure.

The proof will use the following lemmas.
Lemma 3.3. Given $f$ as in Theorem 3.10, let $M \subset T \subset S^{1}$ be two intervals, and let $n \geqslant 1$. Suppose the intervals $T, f(T), f^{2}(T), \ldots, f^{n}(T)$ have multiplicity of intersection $k \geqslant 1$, i.e., every point in $\boldsymbol{S}^{1}$ belongs to at most $k$ of these intervals. Then we have

$$
\begin{equation*}
\frac{\left|f^{n}(M)\right|}{\left|f^{n}(T)\right|} \leqslant e^{k V} \frac{|M|}{|T|}, \tag{3.20}
\end{equation*}
$$

where $V=\operatorname{Var}(\log D f)$.
Proof. By the mean value theorem, there exist $x_{0} \in M$ and $y_{0} \in T$ such that $D f^{n}\left(x_{0}\right)=\left|f^{n}(M)\right| /|M|$ and $D f^{n}\left(y_{0}\right)=\left|f^{n}(T)\right| /|T|$. From this and the chain rule, we get

$$
\frac{\left|f^{n}(M)\right|}{\left|f^{n}(T)\right|}=\frac{|M|}{|T|} \prod_{i=0}^{n-1} \frac{D f\left(x_{i}\right)}{D f\left(y_{i}\right)}
$$

where $x_{i}=f^{i}\left(x_{0}\right)$ and $y_{i}=f^{i}\left(y_{0}\right)$, for each $0 \leqslant i \leqslant n-1$. Now write

$$
\begin{equation*}
\prod_{i=0}^{n-1} \frac{D f\left(x_{i}\right)}{D f\left(y_{i}\right)}=\exp \left\{\sum_{i=0}^{n-1}\left(\log D f\left(x_{i}\right)-\log D f\left(y_{i}\right)\right)\right\} \tag{3.21}
\end{equation*}
$$

Since the $n$ intervals with endpoints $x_{i}$ and $y_{i}$ are $k$-quasidisjoint, we have (see Exercise 3.7):

$$
\sum_{i=0}^{n-1}\left(\log D f\left(x_{i}\right)-\log D f\left(y_{i}\right)\right) \leqslant k \operatorname{Var}(\log D f)
$$

Putting this back into (3.21), we deduce (3.20) as desired.

Lemma 3.4. Let $f$ be as in Theorem 3.10. Then for each $\varepsilon>0$ and each $x \in$ $\boldsymbol{S}^{1}$ there exist an interval $\Delta \subset \boldsymbol{S}^{1}$ containing $x$ and a positive integer $N$ such that $|\Delta|<\epsilon$ and the intervals $\Delta, f(\Delta), \ldots, f^{N}(\Delta)$ cover the circle and are 3quasidisjoint.
Proof. By Denjoy's theorem, $f$ is topologically conjugate to an irrational rotation $R$. Let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a homeomorphism such that $h \circ f=R \circ h$. Since $h^{-1}$ is uniformly continuous, given $\epsilon>0$ there exists $\delta>0$ such that, for each interval $I \subset S^{1}$ with $|I|<\delta$ we have $\left|h^{-1}(I)\right|<\epsilon$. Given $x \in \boldsymbol{S}^{1}$, let $z=h^{-1}(x)$, and consider for each $n \geqslant 0$ the interval $J_{n} \subset S^{1}$ with endpoints $R^{-q_{n}}(z)$ and $R^{q_{n+1}}(z)$ that contains $z$-where $\left\{q_{n}\right\}_{n \geqslant 0}$ is the sequence of closest returns for $R$ (or $f$ ). Since $R^{q_{k}}(z) \rightarrow z$ as $k \rightarrow \infty$, we can choose $n$ large enough that $\left|J_{n}\right|<\delta$. It is not difficult to see that the intervals $J_{n}, R\left(J_{n}\right), \ldots, R^{q_{n+1}-1}\left(J_{n}\right)$ cover the circle and are 3 -quasidisjoint. The reader can either prove this as an exercise or else look up the proof (of a slightly stronger fact) in Section 6.4. Hence we can take $\Delta=h^{-1}\left(J_{n}\right)$ and $N=q_{n+1}-1$.

Proof of Theorem 3.10. The proof uses a Lebesgue density argument (akin to the one used in Lemma 1.5). Let $A \subset \boldsymbol{S}^{1}$ be a measurable set invariant under $f$, and suppose that $m(A)>0$. Write $B=\boldsymbol{S}^{1} \backslash A$, and note that $B$ is also invariant under $f$. Let $x \in A$ be a Lebesgue density point for $A$. Given $\delta>0$, let $\epsilon>0$ be so small that for all $0<\eta<\frac{1}{2} \epsilon$ we have

$$
\frac{m(A \cap(x-\eta, x+\eta))}{2 \eta}>(1-\delta)
$$

or, equivalently, $m(B \cap(x-\eta, x+\eta))<2 \eta \delta$. Let $\Delta \subset\left(x-\frac{1}{2} \epsilon, x+\frac{1}{2} \epsilon\right)$ be as in Lemma 3.4, and write $\Delta=\left(x-\eta_{1}, x+\eta_{2}\right)$. Then we have
$m(B \cap \Delta)=m\left(B \cap\left(x-\eta_{1}, x\right)\right)+m\left(B \cap\left(x, x+\eta_{2}\right)\right)<2 \delta\left(\eta_{1}+\eta_{2}\right)=2 \delta|\Delta|$.
Now, using efficient covers of $B \cap \Delta$ by intervals contained in $\Delta$ and applying Lemma 3.3, it follows that

$$
m\left(f^{i}(B \cap \Delta)\right)<2 C \delta\left|f^{i}(\Delta)\right|, \quad i=0,1, \ldots, N,
$$

where $C=\exp \{3 \operatorname{Var}(D f)\}$. But since $B$ is $f$-invariant, we have $f^{i}(B \cap \Delta)=$ $B \cap f^{i}(\Delta)$ for each $i$, and since the intervals $f^{i}(\Delta)$ cover the circle, we deduce that

$$
m(B) \leqslant \sum_{i=0}^{N} m\left(B \cap f^{i}(\Delta)\right)<2 C \delta \sum_{i=0}^{N}\left|f^{i}(\Delta)\right|<6 C \delta .
$$

But $\delta$ is arbitrary, so $m(B)=0$. This concludes the proof.

### 3.4.2 Zero Lyapunov exponents

When studying ergodic properties of a differentiable dynamical system, an important concept is that of Lyapunov exponent (sometimes also called characteristic exponent). Rather than defining this concept in broad generality, we focus our attention to one-dimensional maps. For a one-dimensional map $f$, the Lyapunov exponent at a point $x$ is a number that essentially measures the exponential growth rate of the sequence $\left|D f^{n}(x)\right|$. More precisely, we have the following formal definition.

Definition 3.4. The Lyapunov exponent at $x$, denoted $\chi_{f}(x)$, is given by

$$
\chi_{f}(x)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|D f^{n}(x)\right|,
$$

provided the limit exists. If the forward orbit of $x$ hits a critical point of $f$, we set $\chi_{f}(x)=-\infty$.

When the Lyapunov number $\chi_{f}(x)$ is non-zero, this means that there is asymptotic hyperbolicity along the orbit of $x$ : asymptotic contraction when $\chi_{f}(x)$ is negative, and asymptotic expansion when $\chi_{f}(x)$ is positive. Examples of such situations occur when $f$ has an attracting or expanding periodic orbit, respectively (see Exercise 3.6).

It is perhaps intuitively obvious that, in the absence of periodic points, a circle diffeomorphism must have zero Lyapunov exponents everywhere, because there should be no asymptotic contraction or expansion. This is indeed the case, as the following theorem shows.

Theorem 3.11. If $f$ is an orientation-preserving $C^{1}$ circle diffeomorphism with irrational rotation number, then $\chi_{f}(x)=0$ for all $x \in \boldsymbol{S}^{1}$.

Proof. The function $\psi: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$ defined by $\psi=\log D f$ is a continuous function and therefore, by the unique ergodicity of $f$, the sequence of continuous functions

$$
\frac{1}{n} \sum_{j=0}^{n-1} \psi \circ f^{j}
$$

converges uniformly to a constant, and this constant must be $\int_{\boldsymbol{S}^{1}} \log D f d \mu$. By the chain rule, $\sum_{j=0}^{n-1} \psi \circ f^{j}=\log D f^{n}$ and, therefore, the sequence of continuous functions $\frac{1}{n} \log D f^{n}$ converges to the constant $\ell=\int_{\boldsymbol{S}^{1}} \log D f d \mu$ uniformly
in $S^{1}$. If $\ell>0$, then there exists $n_{0} \geqslant 1$ such that, for all $n \geqslant n_{0}$, we have $D f^{n}(x)>1$ for all $x$. But this is impossible, since $f^{n}$ is a diffeomorphism of $\boldsymbol{S}^{1}$ onto itself. The same argument rules out $\ell<0$. Therefore we must have $\ell=0 \quad \square$

### 3.4.3 Further ergodicity results

In recent years, the study of circle maps from the measurable or ergodic viewpoint has been considerably expanded, even in the case of diffeomorphisms. At least two new objects have emerged from this study: automorphic measures and invariant distributions. We end this chapter with a brief discussion of both of them.

## Automorphic measures

As we saw in Section 3.4.1, every sufficiently smooth circle diffeomorphism $f$ : $\boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ without periodic points is ergodic with respect to Lebesgue measure. It turns out that there are plenty of other (non-invariant) Borel probability measures which are dynamically relevant and with respect to which $f$ is also ergodic. An important class of such measures is the class of so-called automorphic measures.

Definition 3.5. Given a $C^{1}$ homeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ and a real number $s$, we say that a Borel probability measure v on $\boldsymbol{S}^{1}$ is an automorphic measure of exponent $s$ for $f$-or an $s$-automorphic measure for $f$-if for every continuous function $\varphi: \boldsymbol{S}^{\mathbf{1}} \rightarrow \mathbb{R}$ we have

$$
\int_{\boldsymbol{S}^{1}} \varphi d \nu=\int_{\boldsymbol{S}^{1}} \varphi \circ f(D f)^{s} d \nu .
$$

Alternatively ${ }^{3}$, a Borel probability measure $v \in \mathscr{P}\left(\boldsymbol{S}^{1}\right)$ is $s$-automorphic for $f$ iff its pullback $f^{*} \nu$ under $f$ is equivalent to $v$, and the Radon-Nikodým derivative of $f^{*} v$ with respect to $v$ is given by $(D f)^{s}$. It will certainly be clear to the reader that a 0 -automorphic measure for $f$ is simply an invariant (probability) measure for $f$ - and therefore, when $f$ has irrational rotation number, it coincides with the unique invariant probability measure for $f$.

In the context of circle diffeomorphisms, the concept of automorphic measure was introduced by Douady and Yoccoz [1999]. However, this concept makes perfect sense for $C^{1}$ self-maps of smooth compact manifolds of any dimension, provided the one-dimensional derivative $D f(x)$ is replaced by the Jacobian of the

[^7]map $f$ at $x$, i.e., the absolute value of the determinant of the matrix $D f(x)$. For complex one-dimensional systems this is exactly the same as the notion of conformal measure introduced by Sullivan [1983] ${ }^{4}$

In their paper, Douady and Yoccoz [1999] proved the following result.
Theorem 3.12 (Douady-Yoccoz). Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{1}$ circle diffeomorphism with irrational rotation number. Then for every $s \in \mathbb{R}$ there exists an automorphic measure of exponent s for $f$, denoted $\mu_{s}$. Such measure is unique and ergodic if $f$ is $C^{1+B V}$.

In the exercises at the end of this chapter, the reader will be guided to a proof of this theorem.

Remark 3.3. What are automorphic measures good for? In their paper, Douady and Yoccoz were particularly concerned with building the tangent space to the space of $C^{2}$ circle diffeomorphisms with a given irrational rotation number at a given diffeomorphism $f$. They showed that this tangent space arises precisely as the kernel of the automorphic measure $\mu_{-1}$ for $f$ (viewed, by Riesz duality, as a linear functional on the space $C^{0}\left(\boldsymbol{S}^{1}\right)$ ). Another use of automorphic measures was made by de Melo and Pugh [1994] in their study of the so-called C ${ }^{1}$ Brunovsky hypothesis.

## Invariant distributions

In this subsection, we assume that the reader is familiar with some basic facts about distributions.

In order to motivate the discussion, let us consider first the general case of a continuous self-map $f$ of a compact Hausdorff space $M$. An invariant measure for $f$ can be seen, via the Riesz representation theorem, as a continuous linear functional on $C^{0}(M)$ - i.e., an element of the dual space $C^{0}(M)^{*}-$ which is also invariant under the so-called Koopman operator $\varphi \mapsto \varphi \circ f$. If $M$ happens to be a compact smooth manifold, it seems natural to consider also invariant linear functionals on the space $C^{k}(M)$ of $C^{k}$ functions, for each $1 \leqslant k \leqslant \infty$. However, in order to define distributions of finite order below, we need an additional structure: we assume that $M$ is endowed with a Riemannian metric.

Recall that the space $\mathscr{D}^{\prime}(M)$ of (Schwartz) distributions on $M$ is the dual of the Fréchet space $C^{\infty}(M)$. We consider in each space $C^{k}(M)$ with finite $k$ the

[^8]$C^{k}$ norm $\|u\|_{k}=\max _{0 \leqslant j \leqslant k}\left\|D^{j} u\right\|_{C^{0}}$ induced by the Riemannian metric on $M$.

Definition 3.6 (Finite-order Distribution). We say $T \in \mathscr{D}^{\prime}(M)$ has order at most $k \geqslant 0$ if there exists $C>0$ such that $|\langle T, u\rangle| \leqslant C\|u\|_{k}$ for all $u \in C^{\infty}(M)$. The smallest such $k$ is the order of $T$.

If $T \in \mathscr{D}^{\prime}(M)$ has order at most $k$, then it extends uniquely to an element of $\mathscr{D}_{k}^{\prime}(M)=C^{k}(M)^{*}$ (because $C^{\infty}(M)$ is dense in every $C^{k}(M)$ ). Every element of $\mathscr{D}_{k}^{\prime}(M)$ arises in this way. Hence we can think that each $\mathscr{D}_{k}^{\prime}(M)$ is (linearly) embedded in $\mathscr{D}^{\prime}(M)$. By a slight abuse of language we think of such embeddings as inclusions, writing

$$
\mathscr{D}_{0}^{\prime}(M) \subset \mathscr{D}_{1}^{\prime}(M) \subset \cdots \subset \mathscr{D}_{k}^{\prime}(M) \subset \cdots \subset \mathscr{D}^{\prime}(M)
$$

It is a well-known fact that on a compact manifold every distribution has finite order. Hence we have $\mathscr{D}^{\prime}(M)=\bigcup_{k \geqslant 0} \mathscr{D}_{k}^{\prime}(M)$.

We are now ready to define the notion of invariant distribution. Let $f: M \rightarrow$ $M$ be a $C^{r}$ map, and let $0 \leqslant k \leqslant r$.

Definition 3.7 (Invariant Distribution). We say $T \in \mathscr{D}_{k}^{\prime}(M)$ is $f$-invariant if $\langle T, u\rangle=\langle T, u \circ f\rangle$ for all $u \in C^{k}(M)$; i.e., if $u \circ f-u \in \operatorname{ker} T$ for all $u \in C^{k}(M)$.

For each $k \geqslant 0$, let $\mathscr{D}_{k}^{\prime}(f)=\left\{T \in \mathscr{D}_{k}^{\prime}(M): T\right.$ is $f$-invariant $\}$. Then we have, of course,

$$
\mathscr{D}_{0}^{\prime}(f) \subseteq \mathscr{D}_{1}^{\prime}(f) \subseteq \cdots \subseteq \mathscr{D}_{k}^{\prime}(f) \subseteq \cdots .
$$

Also, let

$$
B\left(f, C^{k}(M)\right)=\left\{\varphi \in C^{k}(M): \exists u \in C^{k}(M) \text { s.t. } u \circ f-u=\varphi\right\} \text {. }
$$

This is a linear subspace of $C^{k}(M)$, and its elements are called $C^{k}$ coboundaries for $f$. The Hahn-Banach separation theorem implies that

$$
\begin{equation*}
\operatorname{cl}_{k} B\left(f, C^{k}(M)\right)=\bigcap_{T \in \mathscr{O}_{k}^{\prime}(f)} \operatorname{ker} T \tag{3.22}
\end{equation*}
$$

where $\mathrm{cl}_{k}$ denotes closure in the $C^{k}$ topology. This fact yields the following result.

Proposition 3.1. Let $f: M \rightarrow M$ be a $C^{r}$ endomorphism of a compact smooth Riemannian manifold $M$, where $0 \leqslant r \leqslant \infty$, and let $\mu$ be an $f$-invariant Borel probability measure on $M$. Let $0 \leqslant k \leqslant r$ be an integer. Then

$$
\mathscr{D}_{k}^{\prime}(f)=\mathbb{R} \mu
$$

if, and only if, the following holds. For any $\varphi \in C^{k}(M)$ with $\int_{M} \varphi d \mu=0$, there is a sequence $\left\{\varphi_{n}=u_{n} \circ f-u_{n}\right\}_{n \geqslant 1} \subset B\left(f, C^{k}(M)\right)$ of $C^{k}$-coboundaries for $f$ converging to $\varphi$ in the $C^{k}$ topology.

We should remark at this point that an equation of the form $u \circ f-u=\varphi$ in which $\varphi$ is given and $u$ is the unknown is called a cohomological equation. Equations of this type are rather ubiquitous in the study of dynamical systems. In the present book, cohomological equations appear in a natural way in the solution to the problem of linearization of circle diffeomorphisms. See the proof of Arnold's conjugacy theorem (Theorem 4.4) in Chapter 4, and also the proof of the KhaninTeplinsky theorem (Theorem 4.11) presented in Appendix B.

Note that we could form, for each $0 \leqslant k<\infty$, the quotient of $C^{k}(M)$ by the closed subspace in (3.22). The resulting quotient (Banach) space is called the first reduced cohomology group of $f$ in $C^{k}$, and sometimes denoted by $\widetilde{H}^{1}\left(f, C^{k}(M)\right)^{5}$. We will have no use for such cohomology groups in the present book, but the reader should keep in mind that they are, in some sense, a measure of the obstruction to the solvability of cohomological equations in each $C^{k}(M)$.

The problem of finding and describing all invariant distributions in $\mathscr{D}_{k}^{\prime}(f)$ for a given map $f$ can be rather daunting. Indeed, even $\mathscr{D}_{0}^{\prime}(f)$ can be a large space, because a given map $f$ may have many distinct invariant measures (think of a map with infinitely many periodic orbits, for example). The smaller the dimension of $\mathscr{D}_{k}^{\prime}(f)$ is, the more manageable the problem becomes. Thus, the best case scenario is when $\mathscr{D}_{k}^{\prime}(f)$ is one-dimensional. This leads naturally to the following definition, which seems to have been first proposed by Katok (see for instance Katok and Robinson Jr. [2001]).

Definition 3.8. Let $f: M \rightarrow M$ be a $C^{r}$ endomorphism. We say that $f$ is distributionally uniquely ergodic iffor each $0 \leqslant k \leqslant r$ the linear space $\mathscr{D}_{k}^{\prime}(f)$ is one-dimensional (hence spanned by the unique $f$-invariant probability measure).

[^9]For example, every rigid rotation of the circle with irrational rotation number is distributionally uniquely ergodic: this fact was already established in Exercise 1.16 . Moreover, the property of distributional unique ergodicity is invariant under smooth conjugacies; see Exercise 3.18.

In general, distributional unique ergodicity is strictly stronger than unique ergodicity. For an example of a circle diffeomorphism which is uniquely ergodic but not distributionally uniquely ergodic, see Exercise 3.20. However, the two notions agree for minimal circle diffeomorphisms with very high smoothness, as shown by the following theorem due to Avila and Kocsard [2011].

Theorem 3.13 (Avila-Kocsard). Every $C^{\infty}$ diffeomorphism of the circle with irrational rotation number is distributionally uniquely ergodic.

The analogous result for circle diffeomorphisms with low smoothness was proved shortly afterwards by Navas and Triestino [2013].

Theorem 3.14 (Navas-Triestino). Every $C^{1+B V}$ diffeomorphism of the circle with irrational rotation number is distributionally uniquely ergodic.

The criterion given by Proposition 3.1 is used in the proofs of both these theorems.

Remark 3.4. We have introduced above two new objects: automorphic measures and invariant distributions. Is there a relationship between these objects, at least in the one-dimensional setting? The answer is yes: every 1 -automorphic measure for a map $f$ gives rise to an $f$-invariant distribution of order at most 1 (see Exercise 3.19).

## Exercises

Exercise 3.1. Suppose $\varphi: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$ is a function that has modulus of continuity $w(t)=t|\log t|^{\eta}$ for some $\eta>0$. Show that $\varphi$ is $\delta$-Hölder continuous for every $0<\delta<1$.
Exercise 3.2. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a homeomorphism with irrational rotation number $\alpha$, and let $\varphi: S^{1} \rightarrow \mathbb{R}$ be a function of bounded variation. Suppose $\frac{p}{q}$ is a good rational approximation to $\alpha$, that is, $\left|\alpha-\frac{p}{q}\right|<\frac{1}{q^{2}}$. As we saw in Section 3.2.2, the Denjoy-Koksma inequality states that, for every $x \in \boldsymbol{S}^{1}$, the Birkhoff sum $\sigma_{q}(x, f)=\sum_{j=0}^{q-1} \varphi \circ f^{j}(x)$ stays at a bounded distance away
from $q \int_{\boldsymbol{S}^{1}} \varphi d \mu$, where $\mu$ is the unique invariant probability measure under $f$. What can be said about the Birkhoff sums $\sigma_{n}(x, f)$ for arbitrary values of $n$ ? Not much in general, but something can be said if we impose certain restrictions on the rotation number $\alpha$. Let us assume that the partial quotients $a_{k}$ of the continued fraction development of $\alpha$ satisfy the condition $a_{k}<k^{1+\delta}$ for some fixed $\delta>0$, for every sufficiently large $k$. We note en passant that the set of all numbers $\alpha$ satisfying this condition has full Lebesgue measure in $[0,1]$ (this follows easily from Lemma A. 2 in Appendix A).
(i) Given $n \geqslant 1$, let $k_{n}$ be the unique non-negative integer such that $q_{k_{n}} \leqslant n<$ $q_{k_{n}+1}$ (where, as usual, $\left(q_{n}\right)_{n \geqslant 0}$ is the sequence of denominators of the best rational approximations to $\alpha$ ). Show that we can write

$$
n=\sum_{i=0}^{k_{n}} b_{i} q_{i}
$$

where $0 \leqslant b_{i} \leqslant a_{i+1}$ for all $0 \leqslant i \leqslant k_{n}$, and $b_{k_{n}} \geqslant 1$.
(ii) Using (i) and the Denjoy-Koksma inequality, show that for all $x \in S^{1}$ we have

$$
\left|\sum_{j=0}^{n-1} \varphi \circ f^{j}(x)-n \int_{\boldsymbol{S}^{1}} \varphi d \mu\right|<\operatorname{Var}(\varphi) \sum_{i=0}^{k_{n}} a_{i+1} .
$$

(iii) Deduce from (ii) that there exists a constant $C>0$ such that

$$
\sup _{x \boldsymbol{S}^{1}}\left|\sum_{j=0}^{n-1} \varphi \circ f^{j}(x)-n \int_{\boldsymbol{S}^{1}} \varphi d \mu\right| \leqslant C \operatorname{Var}(\varphi)(\log n)^{1+\delta} .
$$

[Reference: Guillotin-Plantard and Schott [2006, pp. 236-237]]
Exercise 3.3. Prove that if $f: S^{1} \rightarrow S^{1}$ is an orientation preserving $C^{1}$ diffeomorphism with irrational rotation number and $\mu$ denotes its unique invariant Borel probability measure, then

$$
\lim _{n \rightarrow \infty}\left(\int_{S^{1}} D f^{n} d \mu\right)^{1 / n}=1
$$

Exercise 3.4. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be an orientation preserving $C^{1}$ diffeomorphism. Show that there exists a point $x_{0} \in S^{1}$ such that the bi-infinite sequence $\left(D f^{n}\left(x_{0}\right)\right)_{n \in \mathbb{Z}}$ remains bounded.
Exercise 3.5. Show that Lyapunov exponents are $C^{1}$ conjugacy invariants. That is, let $f, g: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be $C^{1}$ maps, and suppose there exists a $C^{1}$ diffeomorphism $h$ such that $h \circ f=g \circ h$. Prove that if $x \in \boldsymbol{S}^{1}$ is such that $\chi_{f}(x)$ exists, then so does $\chi_{g}(h(x))$, and these numbers are equal, i.e., $\chi_{f}(x)=\chi_{g}(h(x))$.

Exercise 3.6. Let $\ell \in \mathbb{R}$ be an arbitrary number. For each rational number $r \in$ $(0,1)$, find a smooth diffeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ whose rotation number is equal to $r$ and a point $x_{0} \in S^{1}$ such that $\chi_{f}\left(x_{0}\right)=\ell$.
Exercise 3.7. Let $\varphi \in \operatorname{BV}\left(\boldsymbol{S}^{1}\right)$ be a function of bounded variation. Given an interval $\Delta \subset \boldsymbol{S}^{1}$ with endpoints $a$ and $b$, write $v_{\varphi}(\Delta)=|\varphi(a)-\varphi(b)|$.
(i) If $\Delta, \Delta_{1}, \ldots, \Delta_{m} \subset S^{1}$ are intervals with $\Delta=\bigcup_{i=1}^{m} \Delta_{i}$ and the $\Delta_{i}$ 's have pairwise disjoint interiors, show that

$$
v_{\varphi}(\Delta) \leqslant \sum_{i=1}^{m} v_{\varphi}\left(\Delta_{i}\right)
$$

(ii) Deduce from (i) that, if $I_{1}, I_{2}, \ldots, I_{N} \subset S^{1}$ is a collection of $k$-quasidisjoint intervals (for some $k \geqslant 1$ ), then

$$
\sum_{j=1}^{N} v_{\varphi}\left(I_{j}\right) \leqslant k \operatorname{Var}(\varphi)
$$

This fact was implicitly used in the proof of Lemma 3.3.
Exercise 3.8. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{1}$ homeomorphism, let $s \in \mathbb{R}$, and let $v \in \mathscr{P}\left(\boldsymbol{S}^{1}\right)$ be an $s$-automorphic measure for $f$. Prove that for all $\varphi \in L^{1}(\nu)$ and $n \geqslant 1$, we have $\left(\varphi \circ f^{n}\right)\left(D f^{n}\right)^{s} \in L^{1}(\nu)$ and

$$
\int_{S^{1}} \varphi d v=\int_{S^{1}}\left(\varphi \circ f^{n}\right)\left(D f^{n}\right)^{s} d v .
$$

[Hint: First prove the result for continuous functions using induction and the chain rule. Then use approximation by continuous functions and Lebesgue's dominated convergence theorem.]

Exercise 3.9. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{1}$ homeomorphism, let $s \in \mathbb{R}$, and let $\mathscr{A}_{s}(f) \subset \mathscr{P}\left(\boldsymbol{S}^{1}\right)$ be the set of all $s$-automorphic measures for $f$. Show that $\mathscr{A}_{s}(f)$ is convex.
Exercise 3.10. Existence of automorphic measures. Let $f: S^{1} \rightarrow S^{1}$ be a $C^{1}$ diffeomorphism with irrational rotation number, and let $s \in \mathbb{R}$. Let $V_{s}: \mathscr{P}\left(\boldsymbol{S}^{1}\right) \rightarrow$ $\mathscr{P}\left(\boldsymbol{S}^{1}\right)$ be the operator implicitly defined - via the Riesz representation theorem - by the formula

$$
\int_{\boldsymbol{S}^{1}} \varphi d\left(V_{s} v\right)=\frac{1}{\int_{\boldsymbol{S}^{1}}(D f)^{s} d \nu} \int_{\boldsymbol{S}^{1}}(\varphi \circ f)(D f)^{s} d v, \forall \varphi \in C^{0}\left(\boldsymbol{S}^{1}\right)
$$

(i) Show that $V_{S}$ is well-defined, and that it is continuous if we endow $\mathscr{P}\left(\boldsymbol{S}^{1}\right)$ with the weak* topology.
(ii) Deduce from (i), as well as the convexity and compactness of $\mathscr{P}\left(\boldsymbol{S}^{1}\right)$, that $V_{S}$ has a fixed point. [Hint: Use the Schauder-Tychonoff fixed point theorem.]
(iii) Let $\mu \in \mathscr{P}\left(\boldsymbol{S}^{1}\right)$ be a fixed point of $V_{s}$. Show that for each $n \geqslant 1$ we have

$$
\int_{S^{1}}(D f)^{s} d \mu=\left(\int_{S^{1}}\left(D f^{n}\right)^{s} d \mu\right)^{1 / n}
$$

(iv) Combine (iii) with Theorem 3.11 to show that, in fact, $\int_{\boldsymbol{S}^{1}}(D f)^{s} d \mu=1$.
(v) Deduce from (iv) that $\mu$ is $s$-automorphic for $f$.

This establishes the existence part of Theorem 3.12.
Exercise 3.11. Show that Lebesgue (Haar) measure on $\boldsymbol{S}^{1}$ is automorphic of exponent $s=1$ for every circle diffeomorphism.
Exercise 3.12. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{1}$ Denjoy example, and let $I$ be one of its gaps (i.e., a connected component of $\boldsymbol{S}^{1} \backslash \Omega(f)$ ). Let $S: \boldsymbol{S}^{1} \rightarrow \mathbb{R}^{+} \cup\{\infty\}$ be given by

$$
S(x)=\sum_{n \in \mathbb{Z}} D f^{n}(x)
$$

and let $E=\{x \in I: S(x)<\infty\}$.
(i) Show that $E$ is a (measurable) set of full Lebesgue measure in $I$.
(ii) Fix a point $x_{0} \in E$ and define $v \in \mathscr{P}\left(\boldsymbol{S}^{1}\right)$ by

$$
v=\frac{1}{S\left(x_{0}\right)} \sum_{n \in \mathbb{Z}} D f^{n}\left(x_{0}\right) \delta_{f^{n}\left(x_{0}\right)}
$$

where, as usual, $\delta_{x}$ denotes the Dirac measure concentrated at $x$. Prove that $v$ is 1 -automorphic for $f$.
(iii) Deduce from (ii) and Exercise 3.11 that the uniqueness part of Theorem 3.12 breaks down if we do not assume that $\log D f \in \operatorname{BV}\left(\boldsymbol{S}^{1}\right)$.

Exercise 3.13. Automorphic measures are ergodic. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{1+\mathrm{BV}}$ diffeomorphism with irrational rotation number $\alpha$, and let $\mu \in \mathscr{P}\left(\boldsymbol{S}^{1}\right)$ be an $s$ automorphic measure for $f$. The purpose of this exercise is to show that $\mu$ is ergodic for $f$. Given $x \in S^{1}$, for each $n \geqslant 1$ let $J_{n}(x) \subset S^{1}$ be the interval with endpoints $f^{q_{n}}(x)$ and $f^{-q_{n}}(x)$ that contains $x$, where $q_{n}$ is the denominator of the $n$-th convergent to $\alpha$.
(i) Show that for each $y \in J_{n}(x)$ the interval $\Delta_{x, y} \subset J_{n}(x)$ with endpoints $x$ and $y$ is such that its images up to time $q_{n+1}-1$, namely

$$
\Delta_{x, y}, f\left(\Delta_{x, y}\right), f^{2}\left(\Delta_{x, y}\right), \ldots, f^{q_{n+1}-1}\left(\Delta_{x, y}\right)
$$

have pairwise disjoint interiors.
(ii) Deduce from (i) that for each $k=0,1, \ldots, q_{n+1}-1$ we have

$$
\frac{1}{K} \leqslant \frac{D f^{k}(x)}{D f^{k}(y)} \leqslant K
$$

where $K=\exp \operatorname{Var}(\log D f)<\infty$.
(iii) Now let $B \subset S^{1}$ be a measurable (Borel) set. Using (ii), show that for each $k=0,1, \ldots, q_{n+1}-1$ we have

$$
\mu\left(B \cap f^{k}\left(J_{n}(x)\right)\right) \leqslant K^{s}\left(D f^{k}(x)\right)^{s} \mu\left(B \cap J_{n}(x)\right)
$$

as well as

$$
\mu\left(f^{k}\left(J_{n}(x)\right)\right) \geqslant K^{-s}\left(D f^{k}(x)\right)^{s} \mu\left(J_{n}(x)\right)
$$

(iv) Deduce from (iii) that

$$
\mu(B) \leqslant \sum_{k=0}^{q_{n+1}-1} \mu\left(B \cap f^{k}\left(J_{n}(x)\right)\right) \leqslant 2 K^{2 s} \frac{\mu\left(B \cap J_{n}(x)\right)}{\mu\left(J_{n}(x)\right)} .
$$

(v) Now suppose $\mu(B)<1$. Show that there exists a point $x \in \boldsymbol{S}^{1} \backslash B$ such that

$$
\lim _{n \rightarrow \infty} \frac{\mu\left(B \cap J_{n}(x)\right)}{\mu\left(J_{n}(x)\right)}=0 .
$$

(vi) Combining (iv) and (v), conclude that $\mu$ is indeed ergodic for $f$.

Exercise 3.14. Uniqueness of automorphic measures. Once again, let $f: \boldsymbol{S}^{1} \rightarrow$ $S^{1}$ be a $C^{1+\mathrm{BV}}$ diffeomorphism with irrational rotation number, and let $s \in \mathbb{R}$ be given. Suppose $\mu, v \in \mathscr{P}\left(\boldsymbol{S}^{1}\right)$ are both $s$-automorphic measures for $f$. Show that $\mu=\nu$ by arguing as follows.
(i) In the special case when $\mu$ is absolutely continuous with respect to $\nu$ and $\psi=d \mu / d \nu$ is the corresponding Radon-Nikodým derivative, show that $\psi$ is invariant in the sense that $\psi \circ f=\psi$ at $v$-a.e. point.
(ii) Deduce from (i) and Exercise 3.13 that $\psi$ must be constant $v$-almost everywhere. The constant must be equal to 1 , because both $\mu$ and $v$ are probability measures. Hence $\mu=v$ in the special case.
(iii) If neither of the two measures is absolutely continuous with respect to the other, let $\sigma=\frac{1}{2}(\mu+\nu)$. This measure is $s$-automorphic for $f$, by Exercise 3.9. Check that $\mu \ll \sigma$ and $\nu \ll \sigma$ both hold, and conclude using (ii) that $\mu=\sigma=v$.

This establishes the uniqueness part of Theorem 3.12.
Exercise 3.15. Given a $C^{1+\mathrm{BV}}$ diffeomorphism $f: S^{1} \rightarrow S^{1}$ with irrational rotation number, denote by $\mu_{s, f}$ the unique $s$-automorphic measure for $f$, for each $s \in \mathbb{R}$. Prove the following continuity statement: If $s_{n} \rightarrow s$ and $f_{n} \rightarrow f$ in the $C^{1}$ topology, then $\mu_{s_{n}, f_{n}} \rightarrow \mu_{s, f}$ in the weak* topology.
Exercise 3.16. Let $f, g: S^{1} \rightarrow S^{1}$ be $C^{1+B V}$ diffeomorphisms. Show that if they commute, i.e., if $f \circ g=g \circ f$, then they share the same automorphic measures. In other words, in the notation of the previous exercise, we have $\mu_{s, f}=\mu_{s, g}$ for each $s \in \mathbb{R}$.

Exercise 3.17. Using the Hahn-Banach theorem, give a detailed proof of (3.22), and explain how that equality implies Proposition 3.1.

Exercise 3.18. Let $f, g: M \rightarrow M$ be $C^{\infty}$ self-maps of a compact smooth Riemannian manifold $M$, and suppose there exists a $C^{\infty}$ diffeomorphism $h: M \rightarrow M$ such that $h \circ f=g \circ g$. Show that $f$ is distributionally uniquely ergodic if and only if the same happens to $g$.
Exercise 3.19. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{1}$ map, and suppose that $v$ is an automorphic measure of exponent 1 for $f$. Show that $T_{\nu}: C^{1}\left(\boldsymbol{S}^{1}\right) \rightarrow \mathbb{R}$ given by

$$
\left\langle T_{v}, u\right\rangle=\int_{\boldsymbol{S}^{1}} u^{\prime} d v
$$

is an $f$-invariant distribution of order at most 1 . What happens if $v$ is Lebesgue measure?
Exercise 3.20. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{1}$ Denjoy example.
(i) Combining Exercise 3.12 with Exercise 3.19, construct an $f$-invariant distribution of order 1.
(ii) Go a bit further than (i) and show that, for each $k \geqslant 1$, the space $\mathscr{D}_{k}^{\prime}(f)$ is infinite-dimensional.

## Smooth <br> Conjugacies to Rotations

We have seen in Chapter 3 that every sufficiently smooth diffeomorphism of the circle without periodic points is topologically conjugate to a rigid rotation. In other words, the topological orbit structure of such a diffeomorphism is indistinguishable from that of a rigid rotation. The relative order of points of a given orbit on the circle is the same no matter which orbit we take; everything is determined by a single invariant, the rotation number.

What can be said about the geometric orbit structure of such a diffeomorphism? Is it the same, asymptotically at least, as that of the corresponding rotation? As we shall see in this chapter, this is a subtle question, one whose answer depends on the arithmetic nature of the rotation number.

We will not attempt at a formal definition of geometric orbit structure. Intuitively, the geometric structure of an orbit of a circle map can be defined as the set of ratios of distances between the various points of that orbit. When we only care about ratios of distances between points that are close to each other, at smaller and smaller scales, we speak of the orbit's asymptotic geometric structure.

When a $C^{1}$ diffeomorphism of the circle $f$ is conjugate to a rotation, and the conjugacy $h$ is a $C^{1}$ diffeomorphism, then, because $h$ is essentially affine at small scales, the geometric structure of the orbits of $f$ is asymptotically the same as the geometric structure of the orbits of the rotation. Thus, we can rephrase the question
posed above as follows: If a $C^{1}$ circle diffeomorphism is topologically conjugate to an irrational rotation, when is the conjugacy a $C^{1}$ diffeomorphism?

More generally, when $f$ is a $C^{r}$ diffeomorphism one may consider its $C^{r}$ smooth structure at small scales. Here, we can have $r$ finite greater than or equal to $1, r=\infty$, or even $r=\omega$ (i.e., $f$ can be a real-analytic diffeomorphism). Again, we refrain from giving a formal definition of smooth structure, but instead formulate the general problem as follows: Find necessary and sufficient conditions for a $C^{r}$ circle diffeomorphism $f$ which is topologically conjugate to an irrational rotation to be $C^{s}$-conjugate to that rotation, where $s \leqslant r$ is as large as possible. This problem has been thoroughly investigated by Arnold (in the analytic case), Herman, Yoccoz, among others, and our aim in this chapter is to describe some of their results.

### 4.1 Herman's invariants

In this section we will present a fundamental criterion for smoothness of conjugacies that was introduced by Herman [1979, Ch. IV] in his thèse d'État. It is very simply stated in terms of what we now call Herman's conjugacy invariants.

Definition 4.1. If $f \in \operatorname{Diff}^{r}\left(\boldsymbol{S}^{1}\right)$, where $r$ is a positive integer, set $\mathscr{H}_{r}(f)=$ $\sup _{n \in \mathbb{Z}}\left\|D f^{n}\right\|_{C^{r-1}}$.

Here, given a $C^{k}$ function $\varphi: S^{1} \rightarrow \mathbb{R}$, where $k \geqslant 1$, we write $\|\varphi\|_{C^{k}}=$ $\sum_{j=0}^{k}\left\|D^{j} \varphi\right\|$, where $\|\cdot\|$ denotes the usual sup-norm.

In this chapter, we will only make explicit use of Herman's first invariant $\mathscr{H}_{1}(f)$. We leave it as an exercise to the reader to prove that $\mathscr{H}_{1}(f)$ is indeed a $C^{1}$ conjugacy invariant, in the sense that $\mathscr{H}_{1}\left(h \circ f \circ h^{-1}\right)<\infty$ if and only if $\mathscr{H}_{1}(f)<\infty$, whenever $f, h \in \operatorname{Diff}^{1}\left(\boldsymbol{S}^{1}\right)\left(\right.$ Exercise 4.1). The proof that $\mathscr{H}_{r}(f)$ is a $C^{r}$ conjugacy invariant when $r>1$ is also not difficult, but depends on the so-called Faa-di Bruno formula for the higher derivatives of a composition of $C^{r}$ maps. We once again refer the reader to Herman [ibid., Ch. IV] for details.

With such an invariant at hand, Herman's criterion reads as follows.
Theorem 4.1 (Herman's Criterion). If $f: S^{1} \rightarrow S^{1}$ is a $C^{r}$ diffeomorphism and $\mathscr{H}_{r}(f)$ is finite, then $f$ is $C^{r}$ conjugate to a rigid rotation, and conversely.

We will prove Herman's criterion only for $r=1$, deriving it as a consequence of the following general result in topological dynamics due to Gottschalk and Hedlund [1955].

Theorem 4.2 (Gottschalk-Hedlund). Let $X$ be a compact metric space, $f: X \rightarrow$ $X$ be a homeomorphism all of whose orbits are dense, and $\varphi: X \rightarrow \mathbb{R}$ be a continuous function. Then the following assertions are equivalent.
(a) There exists $\psi: X \rightarrow \mathbb{R}$ continuous such that $\varphi=\psi \circ f-\psi$;
(b) There exists $x_{0} \in X$ such that $\sup _{n \geqslant 1}\left|\sum_{j=0}^{n-1} \varphi \circ f^{j}\left(x_{0}\right)\right|$ is finite .

Proof. That (a) implies (b) is clear, because if $\varphi=\psi \circ f-\psi$ then

$$
\sum_{j=0}^{n-1} \varphi \circ f^{j}(x)=\psi \circ f^{n}(x)-\psi(x)
$$

and so taking any $x \in X$ as $x_{0}$ will do.
To prove that (b) implies (a), consider the map $H: X \times \mathbb{R} \rightarrow X \times \mathbb{R}$ given by $H(x, t)=(f(x), t+\varphi(x))$, an example of what is usually referred to as a skew product. Then $H$ is continuous and invertible; in fact,

$$
H^{-1}(y, s)=\left(f^{-1}(y), s-\varphi\left(f^{-1}(y)\right)\right)
$$

so the inverse is also continuous. Hence $H$ is a homeomorphism. Note that for all $n \geqslant 0$ we have

$$
\begin{equation*}
H^{n}(x, t)=\left(f^{n}(x), t+\sum_{j=0}^{n-1} \varphi \circ f^{j}(x)\right) \tag{4.1}
\end{equation*}
$$

Now (b) implies that the positive orbit $\mathscr{O}_{H}^{+}\left(x_{0}, 0\right)=\left\{H^{n}\left(x_{0}, 0\right): n \geqslant 0\right\}$ is bounded. Therefore the $\omega$-limit set $\Omega$ of $\mathscr{O}_{H}^{+}\left(x_{0}, 0\right)$ is a compact subset of $X \times \mathbb{R}$, and obviously $H$-invariant.

Claim: The set $\Omega$ is the graph of a continuous function $\psi: X \rightarrow \mathbb{R}$.
To prove this claim, we must show that each vertical line $\{x\} \times \mathbb{R}$ cuts $\Omega$ at exactly one point. First note that this happens for the vertical line $\left\{x_{0}\right\} \times \mathbb{R}$, its intersection with $\Omega$ being the point $\left(x_{0}, 0\right)$. Indeed, if $\left(x_{0}, t\right) \in \Omega$ then there is a sequence $n_{i} \rightarrow \infty$ such that $H^{n_{i}}\left(x_{0}, 0\right) \rightarrow\left(x_{0}, t\right)$, and using (4.1) we see that this implies that $H^{n_{i}}\left(x_{0}, t\right) \rightarrow\left(x_{0}, 2 t\right)$. By induction we deduce that $\left(x_{0}, n t\right) \in \Omega$ for all $n$, but since $\Omega$ is bounded this can only happen if $t=0$. Now, if some vertical line $\{x\} \times \mathbb{R}$ cuts $\Omega$ at two points, say $\left(x, t_{1}\right)$ and $\left(x, t_{2}\right)$, then every other vertical line must do so as well: for any $y \in X$, since the orbit of $x$ under $f$ is
dense in $X$, we find a sequence $m_{i} \rightarrow \infty$ such that $H^{m_{i}}\left(x, t_{1}\right) \rightarrow(y, t)$ for some $t \in \mathbb{R}$, and therefore $H^{m_{i}}\left(x, t_{2}\right) \rightarrow\left(y, t+\left(t_{2}-t_{1}\right)\right)$. But this contradicts the fact that $\left\{x_{0}\right\} \times \mathbb{R}$ intersects $\Omega$ at $\left(x_{0}, 0\right)$ only. This proves that $\Omega$ is the graph of a function $\psi: X \rightarrow \mathbb{R}$, necessarily continuous because $\Omega$ is closed in $X \times \mathbb{R}$.

Finally, since now we know that every point in $\Omega$ is of the form $(x, \psi(x))$ for some $x \in X$, we see that

$$
H(x, \psi(x))=(f(x), \psi(x)+\varphi(x))=(f(x), \psi \circ f(x)),
$$

by the $H$-invariance of $\Omega$, and therefore $\psi(x)+\varphi(x)=\psi \circ f(x)$, thereby establishing the desired cocycle identity.

We are ready for the promised special case of Theorem 4.1.
Theorem 4.3 (Herman's Criterion). $A C^{1}$ diffeomorphism $f: S^{1} \rightarrow S^{1}$ is $C^{1}$ conjugate to a rotation if and only if $\mathscr{H}_{1}(f)<\infty$.

Proof. First suppose that $\mathscr{H}_{1}(f)<\infty$, i.e. $\sup _{n}\left\|\log D f^{n}\right\|<\infty$. Since by the chain rule,

$$
\log D f^{n}=\sum_{j=0}^{n-1} \log D f \circ f^{j},
$$

condition (b) of the Gottschalk-Hedlund theorem holds for $\varphi=\log D f$ and $x_{0}$ any point in $X=\boldsymbol{S}^{1}$. We deduce from that theorem that $\log D f=\psi-\psi \circ f$ for some continuous function $\psi: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$. Adding a suitable constant to $\psi$ if necessary, we may assume that

$$
\begin{equation*}
\int_{S^{1}} \exp \{\psi(t)\} d t=1 \tag{4.2}
\end{equation*}
$$

Now we define $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ by

$$
h(x)=\int_{x_{0}}^{x} \exp \{\psi(t)\} d t
$$

Here and throughout, it is implicit that all calculations are performed modulo 1. The normalization (4.2) makes $h$ a well-defined, degree one map. It is a $C^{1}$ diffeomorphism because $\psi$ is continuous. Moreover, writing

$$
\alpha=\int_{x_{0}}^{f\left(x_{0}\right)} \exp \{\psi(t)\} d t
$$

we see that

$$
h \circ f(x)=\alpha+\int_{f\left(x_{0}\right)}^{f(x)} \exp \{\psi(t)\} d t
$$

Applying the change of variables $t=f(s)$, this becomes

$$
\begin{equation*}
h \circ f(x)=\alpha+\int_{x_{0}}^{x} \exp \{\psi \circ f(s)\} D f(s) d s \tag{4.3}
\end{equation*}
$$

Using the cocycle relation $\psi=\psi \circ f+\log D f$ in (4.3), we get

$$
\begin{aligned}
h \circ f(x) & =\alpha+\int_{x_{0}}^{x} \exp \{\psi \circ f(s)+\log D f(s)\} d s \\
& =\alpha+\int_{x_{0}}^{x} \exp \{\psi(s)\} d s \\
& =\alpha+h(x)
\end{aligned}
$$

Therefore $h \circ f(x)=R_{\alpha} \circ h(x)$. The converse is left as an easy exercise to the reader.

For an interesting use of Herman's criterion in the context of one-parameter families of circle diffeomorphisms, see Section 4.3.2.

### 4.2 Small denominators: Arnold's theorem

In this section we present a fundamental theorem due to Arnold [1961] stating that every analytic circle diffeomorphism with "good" rotation number $\alpha$ and which is sufficiently close to the rotation $R_{\alpha}$ is analytically conjugate to $R_{\alpha}$.

Arnold's analytic conjugacy theorem can be regarded as a toy model for what is known as $K A M$ theory ${ }^{1}$. This theory was developed as an attempt (largely successful) at making rigorous certain perturbation arguments used by physicists in their studies of nearly integrable Hamiltonian systems arising in Celestial Mechanics. The major difficulty in dealing with the perturbative series expansions of the solutions of the differential equations coming from these problems is that the coefficients of these series often involve rational expressions with small denominators, rendering the task of proving convergence extremely difficult.

[^10]It is fair to say that the taming of small denominators started with Siegel [1942]. His paper deals with the problem of linearization of analytic functions near an irrationally indifferent fixed (or periodic) point, say with multiplier $\lambda=e^{2 \pi i \alpha}$ for some irrational $\alpha$. Siegel wrote down the conjugacy equation (in which the unknown is an analytic change of coordinates transforming the given map into the linear map $z \mapsto \lambda z$ ), expanded everything in power series, and compared coefficients. This resulted in complicated recursive relations for the coefficients of the desired conjugacy; in these relations, factors of the form $\lambda^{n}-1, n \neq 0$, appeared in the denominators. In order to control such factors (so as to prove convergence) Siegel had to assume that $\alpha$ is a Diophantine number. The required estimates are quite difficult to carry out, and Siegel's paper, despite being short, is a real tour-de-force. But in some sense it also shows that the method of direct comparison of coefficients (followed by brute force estimates) for perturbative series is not viable in the general KAM setting.

A different approach was proposed by Kolmogorov [1954] in his ICM address. He laid down a strategy to deal with such problems that, roughly speaking, consists of two steps:
(1) linearize the equations of motion and solve the linear problem, obtaining an approximate solution to the original non-linear problem.
(2) Improve the approximate solution obtained in (1) by an iterative procedure akin to Newton's method.

It is in the first step that the small denominators mark their presence. The second step is usually the more difficult one; here the hope is that the successive approximate solutions are such that the distance to the exact solution at the $(n+1)$-st step is of the order of the square of the corresponding distance at the $n$-th step. It is this quadratic decay that is meant by the expression "akin to Newton' method".

This strategy was first carried out by Arnold [1961] for analytic systems, and later by Moser [1966] for $C^{k}$-smooth systems. The first case analysed by Arnold was the one we mentioned in the beginning of this section, namely the problem of analytically conjugating an analytic circle diffeomorphism sufficiently close to a "good" rotation to the rotation itself. Such diffeomorphisms arise as (global) cross-sections for flows on the two-dimensional torus. This problem is the exact analogue for maps of the circle of the linearization problem for local analytic diffeomorphisms studied by Siegel.

Before giving a precise statement of Arnold's theorem, let us introduce some notation and formulate a definition. For each $r>1$, let $A_{r}$ denote the annular
region $A_{r}=\left\{z \in \mathbb{C}: r^{-1}<|z|<r\right\}$ in the complex plane. Let us also consider the horizontal strips $S_{\sigma}=\{z \in \mathbb{C}:|\operatorname{Im} z|<\sigma\}$, for each given $\sigma>0$. We denote by $\exp : \mathbb{C} \rightarrow \mathbb{C} / \mathbb{Z} \equiv \mathbb{C}^{*}$ the exponential covering map $\exp (z)=e^{2 \pi i z}$. Note that, in the notation just introduced, $\exp \left(S_{\sigma}\right)=A_{e^{2 \pi \sigma}}$.

Definition 4.2. We say that an irrational number $\alpha$ is Diophantine of type ( $K, v$ ), where $K>0$ and $v>2$ are given constants, if

$$
\left|\alpha-\frac{p}{q}\right| \geqslant \frac{K}{q^{\nu}}, \text { for all } \frac{p}{q} \in \mathbb{Q}
$$

Remark 4.1. We note the obvious but useful fact that, if $\alpha$ is Diophantine of type $(K, v)$ and $K^{\prime}<K$, then $\alpha$ is Diophantine of type ( $K^{\prime}, v$ ). Thus, we can always assume that $K$ is as small as necessary.

We are ready for the statement of Arnold's theorem.
Theorem 4.4 (Arnold). Let $r>1, K>0$ and $\nu>2$ be given, and let $\alpha \in(0,1)$ be a Diophantine number of type $(K, v)$. There exists $\varepsilon=\varepsilon(r, v, K)>0$ with the following property. Suppose $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a diffeomorphism with $\rho(f)=\alpha$ such that
(i) $f$ has a univalent extension to the annulus $A_{r}$ (which we still denote by $f$ );
(ii) $\sup _{z \in A_{r}}\left|f(z)-R_{\alpha}(z)\right|<\varepsilon$.

Then there exists a univalent map $h: A_{\sqrt{r}} \rightarrow \mathbb{C}$ with $h\left(\boldsymbol{S}^{1}\right)=\boldsymbol{S}^{1}$ such that $h$ conjugates $f$ to the rotation $R_{\alpha}$, i.e., satisfies the conjugacy equation $f \circ h=$ $h \circ R_{\alpha}$, in an annular region around $\boldsymbol{S}^{1}$.

In light of Kolmogorov's strategy, the proof goes as follows.
(1) First linearize the conjugacy equation $f \circ h=h \circ R_{\alpha}$ and, expanding everything in Laurent series, get an approximate solution $h_{1}: A_{r_{1}} \rightarrow \mathbb{C}$ which is holomorphic univalent in a smaller annulus $\left(1<r_{1}<r\right)$ and preserves the unit circle. To prove convergence of the series for $h_{1}$ in the smaller annulus, it is necessary to use that $\alpha$ is Diophantine. Then define $f_{1}=h_{1}^{-1} \circ f \circ h_{1}$. This new map is holomorphic univalent in a smaller domain than the original $f$; we refer to this as a loss of analyticity. Note that $\rho\left(f_{1}\right)=\rho(f)$.
(2) Repeat step (1) with $f_{1}$ replacing $f$, getting $h_{2}: A_{r_{2}} \rightarrow \mathbb{C}$ holomorphic univalent in a yet smaller annulus ( $1<r_{2}<r_{1}$ ) and preserving the unit circle. Then define $f_{2}=h_{2}^{-1} \circ f_{1} \circ h_{2}$, and so on, inductively. As a result, we obtain two sequences of univalent maps, namely $h_{n}: A_{r_{n}} \rightarrow \mathbb{C}$ and $f_{n}: A_{r_{n}} \rightarrow \mathbb{C}$ (where $1<r_{n+1}<r_{n}<r$ for all $n$ ) such that $f_{n+1}=h_{n}^{-1} \circ f_{n} \circ h_{n}$ for all $n$ (all maps preserving the unit circle). Again, note that $\rho\left(f_{n}\right)=\rho(f)$, and in fact

$$
f_{n}=\left(h_{1} \circ h_{2} \circ \cdots \circ h_{n}\right)^{-1} \circ f \circ\left(h_{1} \circ h_{2} \circ \cdots \circ h_{n}\right), \text { for all } n .
$$

Denoting by $\Delta_{n}=\left\|f_{n}-R_{\alpha}\right\|_{C^{0}\left(A_{r_{n}}\right)}$ the $C^{0}$-distance between $f_{n}$ and $R_{\alpha}$ in the appropriate annular domain, the estimates will show that $\Delta_{n+1}=$ $O\left(\Delta_{n}^{1+\epsilon}\right)$ for all $n \geqslant 1$ and some $\epsilon>0$. They will also show that $r_{n}>$ $\sqrt{r}>1$, and from this it will follow that $h=\lim _{n \rightarrow \infty} h_{1} \circ h_{2} \circ \cdots \circ h_{n}$ exists as a holomorphic univalent map with domain $A_{\sqrt{r}}$ and is the desired analytic conjugacy.

What will make this inductive procedure work is that the faster-than-linear decay in step (2) beats the loss of analyticity in step (1) at each stage.

Having presented the general idea, we now move to the rather painful details.

### 4.2.1 The linearized equation

It will be much more convenient to deal with the lifts of $f, R_{\alpha}$ through the exponential covering map. The lift of $R_{\alpha}$ is, of course, the translation $T_{\alpha}: z \mapsto z+\alpha$. The lift of $f$ is a holomorphic univalent map $F: S_{\sigma} \rightarrow \mathbb{C}$ defined on the strip $S_{\sigma}=\{z:|\operatorname{Im}(z)|<\sigma\}$ with $e^{2 \pi \sigma}=r$, satisfying $F(z+1)=F(z)+1$ for all $z \in S_{\sigma}$, and such that the diagram

commutes; the restriction $\left.F\right|_{\mathbb{R}}$ is the lift of our circle map $\left.f\right|_{\boldsymbol{S}^{1}}$. Of course, $F$ is determined only up to addition by an integer, but we choose it so that $0<F(0)<$ 1: this ensures that $\left\|F-T_{\alpha}\right\|_{C^{0}\left(S_{\sigma}\right)}$ is of the same size as $\left\|f-R_{\alpha}\right\|_{C^{0}\left(A_{r}\right)}$. Thus, if $f$ is a small perturbation of the rotation $R_{\alpha}$, then $F$ is a small perturbation of the translation $T_{\alpha}$.

Our ultimate goal is to find a holomorphic univalent map $H: S_{\sigma / 2} \rightarrow \mathbb{C}$, with $H(z+1)=H(z)+1$ for all $z \in S_{\sigma / 2}$ and $H(\mathbb{R})=\mathbb{R}$, satisfying the conjugacy equation

$$
\begin{equation*}
F \circ H(z)=H \circ T_{\alpha}, \quad \text { for all } z \in S_{\sigma / 2} . \tag{4.4}
\end{equation*}
$$

In particular, it should be the case that $H\left(S_{\sigma / 2}\right) \subseteq S_{\sigma}$.
Let us write $F(z)=z+\alpha+\varphi(z)$ and $H(z)=z+\psi(z)$, where $\varphi, \psi$ are holomorphic and periodic of period one. Here $\varphi$ is given, and $\psi$ is the unknown. If a solution to (4.4) exists, then we must have

$$
\psi(z+\alpha)-\psi(z)=\varphi(z+\psi(z)) .
$$

This rather non-linear equation in the unknown $\psi$ is, not surprisingly, too difficult to be solved directly. We try to do the next best thing, which is to find an approximate solution by considering the linearized equation

$$
\begin{equation*}
\psi(z+\alpha)-\psi(z)=\varphi(z) \tag{4.5}
\end{equation*}
$$

However, a necessary condition for (4.5) to be solvable is that $\int_{0}^{1} \varphi(x) d x=0$, which is not reasonable to expect. Hence we replace (4.5) by

$$
\begin{equation*}
\psi(z+\alpha)-\psi(z)=\varphi(z)-\widehat{\varphi}(0), \tag{4.6}
\end{equation*}
$$

where $\widehat{\varphi}(0)=\int_{0}^{1} \varphi(x) d x$. If we solve (4.6), then $H=\mathrm{Id}+\psi$ will not be an exact solution to (4.4), but rather an approximate solution (we will deal with the problem of determining the correct domain strip on which $H($ or $\psi)$ is defined in due time).

Since we are dealing with periodic functions, it is natural to use Fourier series. Let us write

$$
\begin{equation*}
\varphi(z)=\sum_{n \in \mathbb{Z}} \widehat{\varphi}(n) e^{2 \pi i n z}, \tag{4.7}
\end{equation*}
$$

where the Fourier coefficients $\widehat{\varphi}(n)$ are given by

$$
\begin{equation*}
\widehat{\varphi}(n)=\int_{0}^{1} \varphi(x) e^{-2 \pi i n x} d x \tag{4.8}
\end{equation*}
$$

Note that, since $\varphi(x)$ is real when $x$ is real, we have $\widehat{\varphi}(-n)=\overline{\hat{\varphi}(n)}$ for all $n \in \mathbb{Z}$. The series in (4.7) is absolutely convergent in the strip $S_{\sigma}$ : see Exercise 4.2. Let us also consider the formal expansion of the unknown $\psi$ in Fourier series, namely

$$
\begin{equation*}
\psi(z)=\sum_{n \in \mathbb{Z}} \widehat{\psi}(n) e^{2 \pi i n z} \tag{4.9}
\end{equation*}
$$

Putting (4.7) and (4.9) back in (4.6) and solving for the coefficients of $\psi$, we get $\widehat{\psi}(0)=0$ and

$$
\begin{equation*}
\widehat{\psi}(n)=\frac{\widehat{\varphi}(n)}{e^{2 \pi i n \alpha}-1}, \quad \text { for all } n \in \mathbb{Z}^{*} \tag{4.10}
\end{equation*}
$$

Here we see the small denominators making their presence felt. In order to estimate the coefficients of $\psi$, we need the following two lemmas.

Lemma 4.1. If $\alpha$ is Diophantine of type $(K, v)$ then

$$
\left|e^{2 \pi i n \alpha}-1\right| \geqslant \frac{4 K}{|n|^{v-1}}
$$

for all $n \in \mathbb{Z}^{*}$.
Proof. See Exercise 4.3.
Remark 4.2. About notation: from now on we shall write $\|\cdot\|_{\sigma}$ instead of $\|\cdot\|_{C^{0}\left(S_{\sigma}\right)}$ for the $C^{0}$ norm of functions defined on $S_{\sigma}$.

Lemma 4.2. Let $\xi: S_{\sigma} \rightarrow \mathbb{C}$ be holomorphic and periodic of period one, and let

$$
\widehat{\xi}(n)=\int_{0}^{1} \xi(x) e^{-2 \pi i n x} d x
$$

be its n-th Fourier coefficient. Then

$$
|\widehat{\xi}(n)| \leqslant e^{-2 \pi \sigma|n|}\|\xi\|_{\sigma}, \quad \text { for all } n \in \mathbb{Z}
$$

Proof. See Exercise 4.4.
With these two facts at hand, we now prove the following.
Lemma 4.3. For each $0<\delta<\sigma$ the series

$$
\psi(z)=\sum_{n \in \mathbb{Z}^{*}} \frac{\widehat{\varphi}(n)}{e^{2 \pi i n \alpha}-1} e^{2 \pi i n z}
$$

converges absolutely and uniformly for $|\operatorname{Im}(z)|<\sigma-\delta$, and $\psi(\mathbb{R}) \subseteq \mathbb{R}$. Moreover, there exists $C_{0}=C_{0}(v, K)>0$ such that (i) $\|\psi\|_{\sigma-\delta} \leqslant C_{0} \delta^{-v}\|\varphi\|_{\sigma}$, and (ii) $\left\|\psi^{\prime}\right\|_{\sigma-2 \delta} \leqslant C_{0} \delta^{-\nu-1}\|\varphi\|_{\sigma}$.

Proof. Let $z \in S_{\sigma-\delta}$. Using Lemma 4.1 and applying Lemma 4.2 with $\xi=\varphi$, we have

$$
\begin{aligned}
|\psi(z)| & \leqslant \sum_{n \in \mathbb{Z}^{*}} \frac{|\widehat{\varphi}(n)|}{\left|e^{2 \pi i n \alpha}-1\right|}\left|e^{2 \pi i n z}\right| \\
& \leqslant \frac{\|\varphi\|_{\sigma}}{4 K} \sum_{n \in \mathbb{Z}^{*}}|n|^{\nu-1} e^{-2 \pi \sigma|n|} e^{-2 \pi n(\operatorname{Im}(z))}
\end{aligned}
$$

But, as the reader can easily check, $e^{-2 \pi n(\operatorname{Im}(z))} \leqslant e^{2 \pi|n|(\sigma-\delta)}$ whenever $|\operatorname{Im}(z)|<$ $\sigma-\delta$. Therefore

$$
|\psi(z)| \leqslant \frac{\|\varphi\|_{\sigma}}{4 K} \sum_{n \in \mathbb{Z}^{*}}|n|^{\nu-1} e^{-2 \pi|n| \delta}
$$

This last series is convergent, as we see by the integral test:

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}^{*}}|n|^{\nu-1} e^{-2 \pi|n| \delta} & <2 \int_{0}^{\infty} x^{\nu-1} e^{-2 \pi \delta x} d x \\
& =\frac{2}{(2 \pi \delta)^{\nu}} \int_{0}^{\infty} t^{\nu-1} e^{-t} d t=\frac{2 \Gamma(\nu)}{(2 \pi \delta)^{\nu}}
\end{aligned}
$$

where $\Gamma$ denotes, as usual, the standard gamma function. This shows at once that the series for $\psi(z)$ converges absolutely and that $|\psi(z)| \leqslant C_{0} \delta^{-v}\|\varphi\|_{\sigma}$, where $C_{0}=\frac{\Gamma(\nu)}{2 K(2 \pi)^{\nu}}$. Hence the convergence is also uniform on $S_{\sigma-\delta}$, and $\|\psi\|_{\sigma-\delta} \leqslant$ $C_{0} \delta^{-\nu}\|\varphi\|_{\sigma}$ as stated in (i).

To prove (ii), note that if $z \in S_{\sigma-2 \delta}$ then the closed disk $D$ of center $z$ and radius $\delta$ is contained in $S_{\sigma-\delta}$. By Cauchy's integral formula, we have

$$
\psi^{\prime}(z)=\frac{1}{2 \pi i} \int_{\partial D} \frac{\psi(\zeta) d \zeta}{(\zeta-z)^{2}}
$$

Hence $\left|\psi^{\prime}(z)\right| \leqslant \delta^{-1} \sup _{\zeta \in \partial D}|\psi(\zeta)|$, and therefore, using (i), we get $\left\|\psi^{\prime}\right\|_{\sigma-2 \delta} \leqslant$ $\delta^{-1}\|\psi\|_{\sigma-\delta}<C_{0} \delta^{-v-1}\|\varphi\|_{\sigma}$.

Finally, note from (4.10) that the the Fourier coefficients of $\psi$ satisfy the relation $\widehat{\psi}(-n)=\overline{\widehat{\psi}(n)}$ for all $n \in \mathbb{Z}$. This shows that $\psi(\bar{z})=\overline{\psi(z)}$ for all $z$, and therefore $\psi$ preserves the real axis. This finishes the proof.

Remark 4.3. Note that, by taking $K$ to be sufficiently small, we can (and will) always assume that $C_{0}>1$ (cf. Remark 4.1).

### 4.2.2 Non-linear estimates

Now that we have bounds on the solution $\psi$ to the linear equation (4.6), we proceed to the analysis of the holomorphic map $H=\mathrm{Id}+\psi$, which we will show to be univalent on a neighborhood of the real axis. We will derive good estimates on how close $H$ and $H^{-1}$ are to the identity map.

Lemma 4.4. If $0<\delta<\sigma / 4$ and $\|\varphi\|_{\sigma}<C_{0}^{-1} \delta^{\nu+1}$, then: (i) $H$ is univalent in $S_{\sigma-2 \delta}$; (ii) $H\left(S_{\sigma-2 \delta}\right) \subseteq S_{\sigma-\delta}$; (iii) $H\left(S_{\sigma-2 \delta}\right) \supseteq S_{\sigma-3 \delta}$.

Proof. We already know that $H=\mathrm{Id}+\psi$ is holomorphic in the strip $S_{\sigma-\delta} \supset$ $S_{\sigma-2 \delta}$, so we only need to show it is injective in the latter strip. Note that second estimate in Lemma 4.3 and the hypothesis on $\varphi$ imply that $\left\|\psi^{\prime}\right\|_{\sigma-2 \delta}<1$. Let $z_{1}, z_{2}$ be two distinct points in $S_{\sigma-2 \delta}$. Then

$$
\left|H\left(z_{1}\right)-H\left(z_{2}\right)\right| \geqslant\left|\left|z_{1}-z_{2}\right|-\left|\psi\left(z_{1}\right)-\psi\left(z_{2}\right)\right|\right|
$$

But by the mean-value inequality,

$$
\left|\psi\left(z_{1}\right)-\psi\left(z_{2}\right)\right| \leqslant\left\|\psi^{\prime}\right\|_{\sigma-2 \delta}\left|z_{1}-z_{2}\right|<\left|z_{1}-z_{2}\right|
$$

Therefore $H\left(z_{1}\right) \neq H\left(z_{2}\right)$, and so $H$ is injective. This proves (i). Next, for each $z \in S_{\sigma-2 \delta}$, the first estimate in Lemma 4.3 and the hypothesis on $\varphi$ imply that

$$
|\operatorname{Im} H(z)| \leqslant|\operatorname{Im} z|+|\operatorname{Im} \psi(z)|<(\sigma-2 \delta)+\delta=\sigma-\delta,
$$

so $H(z) \in S_{\sigma-\delta}$. This proves (ii). Finally, the proof of (iii) is more of the same, since

$$
|\operatorname{Im} H(z)| \geqslant||\operatorname{Im} z|-|\operatorname{Im} \psi(z)|| \geqslant(\sigma-2 \delta)-\delta=\sigma-3 \delta
$$

This lemma implies, in particular, that $H$ has an inverse $H^{-1}: H\left(S_{\sigma-2 \delta}\right) \rightarrow$ $S_{\sigma-2 \delta}$ which, of course, is also univalent. Let $\vartheta: H\left(S_{\sigma-2 \delta}\right) \rightarrow \mathbb{C}$ be the holomorphic function given by

$$
H^{-1}(z)=z-\psi(z)+\vartheta(z)
$$

Lemma 4.5. We have

$$
\|\vartheta\|_{\sigma-4 \delta}<C_{0}^{2} \delta^{-2 v-1}\|\varphi\|_{\sigma}^{2}
$$

Proof. From the identity $z=H^{-1} \circ H(z)$, valid for all $z \in S_{\sigma-2 \delta}$, we get the equation

$$
\begin{equation*}
\vartheta(z+\psi(z))=\psi(z+\psi(z))-\psi(z) \tag{4.11}
\end{equation*}
$$

We would like to bound the right-hand side of (4.11) using the mean-value inequality, but to do that we need $H(z)=z+\psi(z)$ to be a point inside $S_{\sigma-2 \delta}$. Hence we assume that $z \in S_{\sigma-3 \delta}$, and we get

$$
\begin{align*}
|\vartheta(z+\psi(z))| & \leqslant\left|\psi^{\prime} \|_{\sigma-2 \delta}\right| \psi(z) \mid \\
& <\left(C_{0} \delta^{-v}\|\varphi\|_{\sigma}\right)\left(C_{0} \delta^{-v-1}\|\varphi\|_{\sigma}\right)=C_{0}^{2} \delta^{-2 v-1}\|\varphi\|_{\sigma}^{2} \tag{4.12}
\end{align*}
$$

But $H\left(S_{\sigma-3 \delta}\right) \supseteq S_{\sigma-4 \delta}$ (mimic the proof of assertion (iii) in Lemma 4.4). This means that for each $w \in S_{\sigma-4 \delta}$ there exists (a unique) $z \in S_{\sigma-3 \delta}$ such that $w=z+\psi(z)$. Using this fact in (4.12) we deduce that

$$
\|\vartheta\|_{\sigma-4 \delta}=\sup _{w \in S_{\sigma-4 \delta}}|\vartheta(w)|<C_{0}^{2} \delta^{-2 v-1}\|\varphi\|_{\sigma}^{2}
$$

as required.
Now that we have estimates on $H$ and $H^{-1}$ on strips around the real axis that are narrower than the original strip domain of $F$, we would like to know how close $G=H^{-1} \circ F \circ H$ is to the translation $T_{\alpha}$. Our hope is that $G$ will be much closer to $T_{\alpha}$ than $F$. This will indeed be the case, provided we shrink even further the strip domains on which these maps are defined.

Lemma 4.6. Let $0<\delta<\min \{1, \sigma / 6\}$ and, as before, suppose that $\|\varphi\|_{\sigma}<$ $C_{0}^{-1} \delta^{v+1}$. Then the composition $G=H^{-1} \circ F \circ H$ is a well-defined univalent map with domain $S_{\sigma-6 \delta}$. Moreover, if $\eta: S_{\sigma-6 \delta} \rightarrow \mathbb{C}$ is the holomorphic function given by $\eta(z)=G(z)-z-\alpha$, then

$$
\|\eta\|_{\sigma-6 \delta}<8 C_{0}^{2} \delta^{-2 v-1}\|\varphi\|_{\sigma}^{2}
$$

Proof. Writing down $G(z)$ explicitly in terms of $\varphi, \psi$ and $\vartheta$, after some straightforward computations we deduce that $\eta(z)=G(z)-z-\alpha$ can be written as a sum of three terms, namely

$$
\eta(z)=A(z)+B(z)+C(z)
$$

where

$$
\left\{\begin{array}{l}
A(z)=\psi(z)-\psi(z+\alpha)+\varphi(z+\psi(z)) \\
B(z)=\psi(z+\alpha)-\psi(z+\alpha+\psi(z)+\varphi(z+\psi(z))) \\
C(z)=\vartheta(z+\alpha+\psi(z)+\varphi(z+\psi(z)))
\end{array}\right.
$$

Note that, since $\psi$ is a solution of the linearized equation (4.6), the first term $A(z)$ can be re-written as

$$
A(z)=\varphi(z+\psi(z))-\varphi(z)+\widehat{\varphi}(0)
$$

We are going to bound these three terms in reverse order.
(1) The term $C(z)$ is easy to estimate from Lemma 4.5. Indeed, if $z \in S_{\sigma-6 \delta}$, then $z+\alpha+\psi(z)+\varphi(z+\psi(z)) \in S_{\sigma-4 \delta}$, and therefore

$$
\begin{equation*}
|C(z)|<C_{0}^{2} \delta^{-2 v-1}\|\varphi\|_{\sigma}^{2} \tag{4.13}
\end{equation*}
$$

(2) In order to bound the term $B(z)$, we combine the mean-value inequality with Lemma 4.3 and get

$$
\begin{align*}
|B(z)| & \leqslant\left\|\psi^{\prime}\right\|_{\sigma-2 \delta}|\psi(z)+\varphi(z+\psi(z))| \\
& <\left(C_{0} \delta^{-v-1}\|\varphi\|_{\sigma}\right)\left(\|\psi\|_{\sigma-\delta}+\|\varphi\|_{\sigma}\right) \\
& <2 C_{0}^{2} \delta^{-2 v-1}\|\varphi\|_{\sigma}^{2} \tag{4.14}
\end{align*}
$$

where in the last line we have used that $C_{0} \delta^{-v}>1$.
(3) Finally, let us find an upper-bound for $|A(z)|$. We have, of course,

$$
|A(z)| \leqslant|\varphi(z+\psi(z))-\varphi(z)|+|\widehat{\varphi}(0)|
$$

The first absolute value on the right-hand side is estimated using the meanvalue inequality. We have

$$
|\varphi(z+\psi(z))-\varphi(z)| \leqslant\left\|\varphi^{\prime}\right\|_{\sigma-2 \delta} \cdot\|\psi\|_{\sigma-\delta}
$$

But $\left\|\varphi^{\prime}\right\|_{\sigma-2 \delta} \leqslant \delta^{-1}\|\varphi\|_{\sigma}$ (this follows from Cauchy's integral formula for $\varphi^{\prime}$ just as in the proof of Lemma 4.3). Also, $\|\psi\|_{\sigma-\delta}<C_{0} \delta^{-\nu}\|\varphi\|_{\sigma}$ (again by Lemma 4.3). Therefore

$$
\begin{equation*}
|\varphi(z+\psi(z))-\varphi(z)| \leqslant C_{0} \delta^{-v-1}\|\varphi\|_{\sigma}^{2} . \tag{4.15}
\end{equation*}
$$

It remains to bound $|\widehat{\varphi}(0)|$. To do this, we use the fact that, since $G$ has translation number $\alpha$, there exists some $x_{0} \in \mathbb{R}$ such that $\eta\left(x_{0}\right)=G\left(x_{0}\right)-$ $x_{0}-\alpha=0$ (see Exercise 4.5). This means that $A\left(x_{0}\right)+B\left(x_{0}\right)+C\left(x_{0}\right)=0$, that is

$$
\widehat{\varphi}(0)=-\left(\varphi\left(x_{0}+\psi\left(x_{0}\right)\right)-\varphi\left(x_{0}\right)\right)-B\left(x_{0}\right)-C\left(x_{0}\right) .
$$

Using (4.13), (4.14) and (4.15), we get

$$
|\widehat{\varphi}(0)| \leqslant\left(3 C_{0}^{2} \delta^{-2 v-1}+C_{0} \delta^{-v-1}\right)\|\varphi\|_{\sigma}^{2}<4 C_{0}^{2} \delta^{-2 v-1}\|\varphi\|_{\sigma}^{2}
$$

From this and (4.15) we deduce that

$$
\begin{equation*}
|A(z)|<5 C_{0}^{2} \delta^{-2 v-1}\|\varphi\|_{\sigma}^{2} \tag{4.16}
\end{equation*}
$$

Putting together (4.13), (4.14) and (4.16), we finally get the inequality

$$
|\eta(z)|<8 C_{0}^{2} \delta^{-2 v-1}\|\varphi\|_{\sigma}^{2} .
$$

Since this holds for every $z \in S_{\sigma-6 \delta}$, the lemma is proved.

### 4.2.3 Proof of Arnold's theorem

We are now in a position to describe the inductive procedure leading to the proof of Arnold's local conjugacy theorem. The key to the induction is Lemma 4.6.

We are given $\sigma>0$ and want to consider univalent maps $F: S_{\sigma} \rightarrow \mathbb{C}$ of the form $F(z)=z+\alpha+\varphi(z)$, where $\alpha \in(0,1)$ is a fixed Diophantine number of type ( $K, v$ ), which are very close to the translation $T_{\alpha}$, preserve the real axis and have translation number equal to $\alpha$.

We start by defining three sequences of positive numbers $\left(\delta_{n}\right)_{n \geqslant 0},\left(\sigma_{n}\right)_{n \geqslant 0}$ and $\left(\varepsilon_{n}\right)_{n \geqslant 0}$ as follows. First we set $\sigma_{0}=\sigma$ and take $\delta_{0}=\frac{1}{2} \min \{1, \sigma / 6\}$. We also let

$$
\varepsilon_{0}=\left(\min \left\{\frac{\delta_{0}^{2 v+1}}{8 C_{0}^{2}}, \frac{1}{2^{2 v+1}}\right\}\right)^{4}
$$

The reason for such a strange choice will become apparent later. Then we define recursively, for all $n \geqslant 0$,

$$
\delta_{n+1}=\frac{1}{2} \delta_{n} ; \quad \sigma_{n+1}=\sigma_{n}-6 \delta_{n} ; \quad \varepsilon_{n+1}=\varepsilon_{n}^{3 / 2}
$$

Note that $\sigma_{n}>\frac{1}{2} \sigma_{0}$ for all $n$. It is also easy to check that $\varepsilon_{n}<C_{0}^{-1} \delta_{n}^{\nu+1}$ for all $n$.

Given these preliminaries, we proceed through the following steps.
(1) Basis of induction. Suppose that $F_{0}: S_{\sigma_{0}} \rightarrow \mathbb{C}$ is given by $F_{0}(z)=$ $z+\alpha+\varphi_{0}(z)$ with $\varphi_{0}$ holomorphic, periodic of period one, and such that $\left\|\varphi_{0}\right\|_{\sigma_{0}}<\varepsilon_{0}$. Let $\psi_{0}: S_{\sigma_{0}-\delta_{0}} \rightarrow \mathbb{C}$ be the holomorphic solution to the equation

$$
\psi_{0}(z+\alpha)-\psi_{0}(z)=\varphi_{0}(z)-\widehat{\varphi}_{0}(0)
$$

whose existence and uniqueness are guaranteed by Lemma 4.3. By that same lemma, we have $\left\|\psi_{0}\right\|_{\sigma_{0}-\delta_{0}}<C_{0} \delta_{0}^{-\mathcal{V}}\left\|\varphi_{0}\right\|_{\sigma_{0}}$, as well as $\left\|\psi_{0}^{\prime}\right\|_{\sigma_{0}-2 \delta_{0}}<$ $C_{0} \delta_{0}^{-v-1}\left\|\varphi_{0}\right\|_{\sigma_{0}}$ Let $H_{0}=\mathrm{Id}+\psi_{0}$. By Lemma 4.4, this map is univalent in $S_{\sigma_{0}-2 \delta_{0}}$, and by Lemma 4.5 the function $\vartheta_{0}(z)=H_{0}^{-1}(z)-z+\psi_{0}(z)$ is holomorphic in $S_{\sigma_{0}-4 \delta_{0}}$ and satisfies $\left\|\vartheta_{0}\right\|_{\sigma_{0}-4 \delta_{0}}<C_{0}^{2} \delta_{0}^{-2 v-1}\left\|\varphi_{0}\right\|_{\sigma_{0}}^{2}$.
(2) Induction step. Now suppose we have already defined a univalent map $F_{n}$ : $S_{\sigma_{n}} \rightarrow \mathbb{C}$ and a holomorphic map $H_{n}: S_{\sigma_{n}-\delta_{n}} \rightarrow \mathbb{C}$ having the following properties:
(i) The map $F_{n}$ preserves the real axis and $\left.F_{n}\right|_{\mathbb{R}}$ has translation number $\alpha$.
(ii) If $\varphi_{n}=F_{n}-T_{\alpha}$, then $\varphi_{n}$ is periodic of period one and $\left\|\varphi_{n}\right\|_{\sigma_{n}}<\varepsilon_{n}$.
(iii) The map $H_{n}$ is univalent on $S_{\sigma_{n}-2 \delta_{n}}$, and we have $H_{n}\left(S_{\sigma_{n}-2 \delta_{n}}\right) \subseteq$ $S_{\sigma_{n}-\delta_{n}}$ and $H_{n}\left(S_{\sigma_{n}-2 \delta_{n}}\right) \supseteq S_{\sigma_{n}-3 \delta_{n}}$.
(iv) If $\psi_{n}=H_{n}-\mathrm{Id}$, then $\psi_{n}$ is periodic of period one, and we have $\left\|\psi_{n}\right\|_{\sigma_{n}-\delta_{n}}<C_{0} \delta_{n}^{-v}\left\|\varphi_{n}\right\|_{\sigma_{n}}$ and $\left\|\psi_{n}^{\prime}\right\|_{\sigma_{n}-2 \delta_{n}}<C_{0} \delta_{n}^{-v-1}\left\|\varphi_{n}\right\|_{\sigma_{n}}$.

Applying Lemmas 4.5 and 4.6 to $H=H_{n}$ and $F=F_{n}$, we define $F_{n+1}=$ $H_{n}^{-1} \circ F_{n} \circ H_{n}$ on the strip $S_{\sigma_{n}-6 \delta_{n}}=S_{\sigma_{n+1}}$. Then $F_{n+1}$ is univalent, preserves the real axis, and has translation number equal to $\alpha$. Moreover, writing $\varphi_{n+1}=F_{n+1}-T_{\alpha}$, it follows from Lemma 4.6 and (ii) that

$$
\begin{equation*}
\left\|\varphi_{n+1}\right\|_{\sigma_{n+1}}<8 C_{0}^{2} \delta_{n}^{-2 v-1}\left\|\varphi_{n}\right\|_{\sigma_{n}}^{2}<\left(8 C_{0}^{2} \delta_{n}^{-2 v-1} \varepsilon_{n}^{1 / 2}\right) \varepsilon_{n}^{3 / 2} \tag{4.17}
\end{equation*}
$$

But $\varepsilon_{n}=\varepsilon_{0}^{(3 / 2)^{n}}$, and our choice of $\varepsilon_{0}$ implies after some calculation that

$$
8 C_{0}^{2} \delta_{n}^{-2 v-1} \varepsilon_{0}^{\frac{1}{2}\left(\frac{3}{2}\right)^{n}}<1
$$

Putting this back into (4.17) we deduce that $\left\|\varphi_{n+1}\right\|_{\sigma_{n+1}}<\varepsilon_{n}^{3 / 2}=\varepsilon_{n+1}$. This shows that $F_{n+1}$ satisfies the analogues of properties (i) and (ii) above. Finally, let $\psi_{n+1}$ be the solution to the equation

$$
\psi_{n+1}(z+\alpha)-\psi_{n+1}(z)=\varphi_{n+1}(z)-\widehat{\varphi}_{n+1}(0)
$$

whose existence and uniqueness, once again, are guaranteed by Lemma 4.3 (with $\varphi=\varphi_{n+1}$ ). That lemma also implies that the analogue of (iv) above holds for $\psi_{n+1}$, and from this and Lemma 4.4 it follows that $H_{n+1}=\mathrm{Id}+$ $\psi_{n+1}$ satisfies the analogue of (iii) as well. This completes the induction.
(3) The conjugacy. Now that we have constructed the sequences $\left(F_{n}\right)_{n \geqslant 0}$ and $\left(H_{n}\right)_{n \geqslant 0}$ with the above properties, we know in particular that $\left\|F_{n}-T_{\alpha}\right\|_{\sigma_{n}}<$ $\varepsilon_{n}$ and $\left\|H_{n}-\mathrm{Id}\right\|_{\sigma_{n}-\delta_{n}}<C_{0} \delta_{n}^{-v} \varepsilon_{n}$, for all $n$. We also know, applying Lemma 4.5 with $H=H_{n}$, that $\left\|H_{n}^{-1}-\mathrm{Id}\right\|_{\sigma_{n}-4 \delta_{n}}<2 C_{0}^{2} \delta_{n}^{-2 v-1} \varepsilon_{n}$, for all $n$. Moreover, the strip $S_{\sigma_{0} / 2}$ is contained in the domain of all of these maps. It follows that, on this strip, we have $F_{n} \rightarrow T_{\alpha}, H_{n} \rightarrow$ Id and $H_{n}^{-1} \rightarrow \mathrm{Id}$, and the convergence is uniform in each case. In addition, for each $z \in S_{\sigma_{0} / 2}$, we have

$$
\begin{equation*}
F_{n}(z)=\left(H_{0} \circ H_{1} \circ \cdots \circ H_{n-1}\right)^{-1} \circ F_{0} \circ\left(H_{0} \circ H_{1} \circ \cdots \circ H_{n-1}\right)(z) \tag{4.18}
\end{equation*}
$$

We claim that the sequence of univalent maps $\Psi_{n}=H_{0} \circ H_{1} \circ \cdots \circ H_{n-1}$ : $S_{\sigma_{n}} \rightarrow \mathbb{C}$ when restricted to the strip $S_{\sigma_{0} / 2}$ converges uniformly to a holomorphic map $H: S_{\sigma_{0} / 2} \rightarrow \mathbb{C}$ which is necessarily univalent. To prove this claim, we first estimate $\left\|\Psi_{n+1}-\Psi_{n}\right\|_{\sigma_{0} / 2}$ for all $n$. Using the mean-value inequality, we have

$$
\begin{align*}
\left\|\Psi_{n+1}-\Psi_{n}\right\|_{\sigma_{0} / 2} & \leqslant\left\|\Psi_{n+1}-\Psi_{n}\right\|_{\sigma_{n}-\delta_{n}}=\left\|\Psi_{n} \circ H_{n}-\Psi_{n}\right\|_{\sigma_{n}-\delta_{n}} \\
& \leqslant\left\|\Psi_{n}^{\prime}\right\|_{\sigma_{n}}\left\|H_{n}-\mathrm{Id}\right\|_{\sigma_{n}-\delta_{n}}<C_{0} \delta_{n}^{-v} \varepsilon_{n}\left\|\Psi_{n}^{\prime}\right\|_{\sigma_{n}} \tag{4.19}
\end{align*}
$$

Now, by then chain rule,

$$
\Psi_{n}^{\prime}=\prod_{j=0}^{n-1} H_{j}^{\prime} \circ H_{j+1} \circ \cdots \circ H_{n-1}
$$

Since $H_{j}^{\prime}=1+\psi_{j}^{\prime}$ for each $j$, it follows that

$$
\begin{aligned}
\left\|\Psi_{n}^{\prime}\right\|_{\sigma_{n}} & \leqslant \prod_{j=0}^{n-1}\left(1+\left\|\psi_{j}^{\prime}\right\|_{\sigma_{j}-2 \delta_{j}}\right) \\
& <\prod_{j=0}^{n-1}\left(1+C_{0} \delta_{j}^{-v-1} \varepsilon_{j}\right)<\prod_{j=0}^{\infty}\left(1+C_{0} \delta_{j}^{-v-1} \varepsilon_{j}\right) .
\end{aligned}
$$

But the latter product converges, because the series $\sum_{j=0}^{\infty} \delta_{j}^{-v-1} \varepsilon_{j}$ converges. This shows that there exists a constant $B_{0}>0$ such that $\left\|\Psi_{n}^{\prime}\right\|_{\sigma_{n}}<$ $B_{0}$ for all $n$. Taking this back to (4.19), we see that $\left\|\Psi_{n+1}-\Psi_{n}\right\|_{\sigma_{0} / 2} \leqslant$ $B_{1} \delta_{n}^{-v} \varepsilon_{n}$, where $B_{1}=B_{0} C_{0}$. Therefore, for all $m>n \geqslant 0$, we have

$$
\left\|\Psi_{m}-\Psi_{n}\right\|_{\sigma_{0} / 2} \leqslant B_{1} \sum_{j=n}^{m-1} \delta_{j}^{-v} \varepsilon_{j}
$$

Since the series $\sum_{j=0}^{\infty} \delta_{j}^{-\nu} \varepsilon_{j}$ is also convergent, we deduce that $\left(\Psi_{n}\right)_{n \geqslant 0}$ is a uniform Cauchy sequence in $S_{\sigma_{0} / 2}$. Therefore $H=\lim _{n \rightarrow \infty} \Psi_{n}$ exists and is holomorphic (and univalent) in $S_{\sigma_{0} / 2}$. Going back to (4.18) and letting $n \rightarrow \infty$, we finally get the conjugacy equation $T_{\alpha}=H^{-1} \circ F_{0} \circ H$ in the strip $S_{\sigma_{0} / 2}$, which is what we wanted.
(4) Now that all the hard work has been done, to complete the proof of Theorem 4.4, all one needs to do is to quotient everything down to $\mathbb{C} / \mathbb{Z}$ using the exponential covering map. This task is left to the reader as an exercise.

This concludes the proof of Arnold's theorem.

### 4.3 Counterexamples to linearizability

In the same paper where he proved his analytic conjugacy theorem, Arnold [1961] also gave examples of analytic circle diffeomorphisms without periodic points which are not $C^{1}$ conjugate - in fact, not even absolutely continuously conjugate to an irrational rotation. Of course, the rotation number of such a diffeomorphism must be an irrational that can be well approximated by rationals.

### 4.3.1 One-parameter families

The examples we seek will be found in suitable one-parameter families of analytic diffeomorphisms. We will in fact show that they are, in a suitable topological sense, abundant.

Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be an analytic diffeomorphism, and consider the oneparameter family $f_{\alpha}=R_{\alpha} \circ f$, where $\alpha \in \mathbb{R} / \mathbb{Z}$. We will refer to this family as the standard family generated by $f$, or simply the standard family of $f$. We know from Chapter 2 that the rotation number varies continuously and monotonically with the parameter $\alpha$, i.e., the function $\Theta_{f}: \mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R} / \mathbb{Z}$ given by $\Theta_{f}(\alpha)=\rho\left(f_{\alpha}\right)$ is continuous and monotone non-decreasing ${ }^{2}$. We call this function the rotation number function associated with $f$.

We say that a surjective, monotone function $\psi: \mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R} / \mathbb{Z}$ is a devil staircase if $\psi$ is continuous, and there exists a countable dense set $C \subset[0,1]$ such that (i) $\psi^{-1}(c)$ is a closed interval with non-empty interior, for each $c \in C$; and (ii) $K=(\mathbb{R} / \mathbb{Z}) \backslash \bigcup_{c \in C} \operatorname{int}\left(\psi^{-1}(c)\right)$ is a Cantor set.

Lemma 4.7. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be an analytic diffeomorphism, and let $f_{\alpha}=$ $R_{\alpha} \circ f$ be its standard family. Suppose we have $f_{\alpha}^{n} \neq \mathrm{Id}$ for all $\alpha \in[0,1]$ and all $n \geqslant 1$. Then the rotation number function $\Theta_{f}$ is a devil staircase.
Proof. We already know that $\Theta_{f}$ is continuous and monotone, and it is also surjective. Let $C=\mathbb{Q} / \mathbb{Z}$. For each rational $r \in C$, the pre-image $\Delta_{r}=\Theta_{f}^{-1}(r)$ is a non-empty closed interval. We claim that this interval has non-empty interior. To see this, write $r=p / q$ in irreducible form, and let $\alpha \in \Delta_{p / q}$. Let $F_{\alpha}: \mathbb{R} \rightarrow \mathbb{R}$ be the lift of $f_{\alpha}$ with $0 \leqslant F_{\alpha}(0)<1$. Consider the (periodic) function $\varphi_{\alpha}(x)=F^{q}(x)-x-p$. Its graph $\operatorname{Gr}\left(\varphi_{\alpha}\right)$ intersects the real axis, because $f_{\alpha}$ has a periodic orbit of period $q$. Note that $\varphi_{\alpha}$ cannot vanish identically, for if it did, we would have $f_{\alpha}^{q}=\mathrm{Id}$, contrary to our hypothesis. Hence there are three cases to consider:
(1) The graph $\operatorname{Gr}\left(\varphi_{\alpha}\right)$ crosses the real axis. In this case, by continuity of the map $\beta \mapsto \varphi_{\beta}$, we see that there exists $\delta>0$ small such that, for each $\beta \in(\alpha-\delta, \alpha+\delta)$, the graph $\operatorname{Gr}\left(\varphi_{\beta}\right)$ also crosses the real axis, so that $\rho\left(f_{\beta}\right)=p / q$. In other words, we have $\Delta_{p / q} \supset(\alpha-\delta, \alpha+\delta)$.
(2) The graph $\operatorname{Gr}\left(\varphi_{\alpha}\right)$ touches the real axis, but $\varphi_{\alpha}(x) \geqslant 0$ for all $x$. Here, since $\varphi_{\alpha}\left(x_{0}\right)>0$ for some $x_{0}$, it follows from the continuity of $\beta \mapsto \varphi_{\beta}$ that

[^11]there exist $\delta>0$ small such that, for each $\beta \in(\alpha-\delta, \alpha]$, the graph $\operatorname{Gr}\left(\varphi_{\beta}\right)$ intersects the real axis, so that $\rho\left(f_{\beta}\right)=p / q$. Hence $\Delta_{p / q} \supset(\alpha-\delta, \alpha]$ in this case.
(3) The graph $\operatorname{Gr}\left(\varphi_{\alpha}\right)$ touches the real axis, but this time $\varphi_{\alpha}(x) \leqslant 0$ for all $x$. This case is analogous to case (2). Proceeding as before, we deduce in this case that there exists $\delta>0$ small such that $\Delta_{p / q} \supset[\alpha, \alpha+\delta)$.

Whichever case occurs, we see that $\Delta_{p / q}$ has non-empty interior, as claimed. Finally, if $y \in(\mathbb{R} \backslash \mathbb{Q}) / \mathbb{Z}$ is an irrational point, then $\Theta_{f}^{-1}(y)$ reduces to a single point. This follows from the fact that $\Theta_{f}$ is strictly increasing at each point $\alpha$ for which $\rho\left(f_{\alpha}\right)$ is irrational. This fact is left as an instructive exercise to the reader (see Exercise 4.6). Putting all these facts together, we deduce that

$$
\begin{equation*}
K_{f}=(\mathbb{R} / \mathbb{Z}) \backslash \bigcup_{r \in \mathbb{Q} / \mathbb{Z}} \operatorname{int}\left(\Delta_{r}\right) \tag{4.20}
\end{equation*}
$$

is compact, totally disconnected and without isolated points, i.e., a Cantor set. Therefore $\Theta_{f}$ is indeed a devil staircase.

Remark 4.4. The fact that the intervals $\Delta_{p / q}$ have non-empty interior is known as phase-locking or mode-locking phenomenon. Accordingly, these intervals are called phase-locking or mode locking intervals.

The reader may wonder how easy it is to produce examples of (standard) oneparameter families satisfying the hypothesis of Lemma 4.7. It turns out that if $f$ has a lift to the real line which is the restriction of a holomorphic map of the entire complex plane, then the hypothesis in question is always satisfied - see Exercise 4.7. This is what happens with one-parameter families extracted from the so-called Arnold family, which depends on two parameters. The maps in the Arnold family have as lifts the restrictions to the real line of the entire maps given by

$$
F_{\alpha, \beta}(z)=z+\alpha+\beta \sin 2 \pi z .
$$

Here, we have $0 \leqslant \alpha<1$ and $0<\beta<1 / 2 \pi$. These entire maps project down to holomorphic self-maps of the cylinder $\mathbb{C} / \mathbb{Z} \simeq \mathbb{C}^{*}$ - call them $f_{\alpha, \beta}$ - whose restrictions to the unit circle are analytic diffeomorphisms. Note that $f_{\alpha, \beta}=R_{\alpha} \circ f_{0, \beta}$. Thus, by fixing $\beta$ and varying $\alpha$, we get a one-parameter family satisfying the hypothesis of Lemma 4.7. In Table 4.1 the reader can see the plots for two values of $\beta$ smaller than $1 / 2 \pi$. When $\beta=1 / 2 \pi$ we still have a


Table 4.1: Devil staircases in the Arnold family for $\beta=0.125$ (left) and for $\beta=0.158$ (right). In each case, $f=f_{0, \beta}$.
family of circle homeomorphisms, but these are not diffeomorphisms: $x=1 / 2$ is now a critical point. Such maps are called critical circle maps, and will be the main object of study in parts III and IV of this book. For $\beta>1 / 2 \pi$ the corresponding maps in the Arnold family are no longer invertible; these maps will not be studied in this book.

Remark 4.5. For each fixed value of $\beta$ in the range $0<\beta \leqslant 1 / 2 \pi$, we may consider the Cantor set $K_{\beta} \subset[0,1]$ obtained as the closure of the complement of the union of all phase-locking intervals in the one-parameter family $\alpha \mapsto f_{\alpha, \beta}$. As shown by Herman [1979], $K_{\beta}$ has positive Lebesgue measure when $\beta<1 / 2 \pi$. By contrast, when $\beta=1 / 2 \pi$ the corresponding Cantor set has zero Lebesgue measure; this was first proved by Świątek [1988].

Remark 4.6. An interesting picture emerges if one looks at the Arnold family in parameter space. For each rational $p / q \in[0,1]$, the set of all pairs of parameters $(\alpha, \beta)$ inside the rectangle $[0,1] \times\left[0, \frac{1}{2 \pi}\right]$ for which the map $f_{\alpha, \beta}$ has rotation number $p / q$ is a connected set known as an Arnold tongue. See Figure 4.1 for a computer-generated picture of some of these tongues (for selected values of the rotation number $p / q$ ).


Figure 4.1: Arnold tongues in the family $x \mapsto x+\alpha+\beta \sin (2 \pi x)$ for $0 \leqslant \alpha \leqslant 1$ and $0 \leqslant \beta \leqslant \frac{1}{2 \pi}$.

### 4.3.2 Residual sets of non-linearizable parameters

We now combine what we learned in Section 4.1 about Herman's $C^{1}$ conjugacy invariant with a simple Baire category argument to show the existence of minimal analytic circle diffeomorphisms which are not $C^{1}$ conjugate to a rotation (of course, they are always topologically conjugate to a rotation, by Denjoy's theorem).

Recall that a subset $E$ of a complete metric space $X$ is residual if it contains a countable intersection of sets which are open and dense in $X$. Baire's theorem says that residual subsets of a complete metric space $X$ are always dense in $X$. It is easy to see that the intersection of any finite collection of residual sets is residual.

Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be an analytic circle diffeomorphism satisfying the hypothesis of Lemma 4.7, let $f_{\alpha}=R_{\alpha} \circ f$ be the standard family it generates, and let $K_{f}$ be the Cantor set in (4.20).
Theorem 4.5. There exists a residual subset $\Lambda \subset K_{f}$ such that, for every $\alpha \in \Lambda$, the analytic diffeomorphism $f_{\alpha}$ is not $C^{1}$ conjugate to $R_{\rho\left(f_{\alpha}\right)}$.
Proof. Let $D_{f} \subset K_{f}$ denote the set of all endpoints of phase-locking intervals
in the complement of $K_{f}$ in $\mathbb{R} / \mathbb{Z}$. Then $D_{f}$ is a countable dense subset of the Cantor set $K_{f}$. For each $\alpha \in D_{f}$ the corresponding diffeomorphism $f_{\alpha}$ has rational rotation number, say $\rho\left(f_{\alpha}\right)=p / q$, but it cannot be $C^{1}$ conjugate to the rotation $R_{p / q}$. If it were, then a fortiori we would have $f_{\alpha}^{q}=\mathrm{Id}$, contrary to hypothesis. Hence, by Theorem 4.3, we must have $\mathscr{H}_{1}\left(f_{\alpha}\right)=\infty$ for all $\alpha \in D_{f}$. Here, as in Section 4.1, $\mathscr{H}_{1}(f)=\sup _{n \geqslant 1}\left\|D f^{n}\right\|$ is Herman's (first) invariant.

Now, for each positive integer $k$, let $V_{k}=\left\{\alpha \in K_{f}: \mathscr{H}_{1}\left(f_{\alpha}\right)>k\right\}$. Then $V_{k}$ is open, and we clearly have $D_{f} \subset V_{k}$, for all $k \geqslant 1$. In other words, each $V_{k}$ is an open and dense subset of $K_{f}$. Since $K_{f}$ is a compact subset of the complete metric space $\mathbb{R} / \mathbb{Z}$, it is itself complete, and therefore, by Baire's theorem, $V_{\infty}=$ $\bigcap_{k \geqslant 1} V_{k}$ is residual in $K_{f}$. But every $\alpha \in V_{\infty}$ obviously satisfies $\mathscr{H}_{1}\left(f_{\alpha}\right)=\infty$, so by Theorem 4.3 the corresponding diffeomorphism $f_{\alpha}$ is not $C^{1}$-linearizable. Hence we can take $\Lambda=V_{\infty}$.

### 4.3.3 Singular measures and conjugacies

We now wish to go beyond Theorem 4.5 and show that there are plenty of analytic diffeomorphisms that are minimal but not absolutely continuously conjugate to a rotation. The examples can be constructed so as to be as close to a rigid rotation as desired. Rather than a Baire category argument, we will employ an approximation argument.

To achieve our goal, the following criterion will be crucial. In what follows, we denote by $m$ the Lebesgue measure on the circle.

Lemma 4.8. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a homeomorphism, and let $\mu$ be an $f$-invariant Borel probability measure. Suppose $f$ has the following property: for each $n \geqslant 1$, there exist a Borel set $A_{n} \subset \boldsymbol{S}^{1}$ and a positive integer $k_{n}$ such that (i) $f^{k_{n}}\left(\boldsymbol{S}^{\mathbf{1}} \backslash\right.$ $\left.A_{n}\right) \subseteq A_{n}$; and (ii) $m\left(A_{n}\right)<2^{-n}$. Then $\mu$ is not absolutely continuous with respect to $m$.

Proof. Since $\mu$ is invariant under $f$, we have

$$
\mu\left(A_{n}\right) \geqslant \mu\left(f^{k_{n}}\left(\boldsymbol{S}^{1} \backslash A_{n}\right)\right)=\mu\left(\boldsymbol{S}^{1} \backslash A_{n}\right)=1-\mu\left(A_{n}\right),
$$

so $\mu\left(A_{n}\right) \geqslant \frac{1}{2}$ for all $n$. Consider the set

$$
A_{\infty}=\lim \sup A_{n}=\bigcap_{k=1}^{\infty} \bigcup_{n \geqslant k} A_{n} .
$$

Since $\mu\left(\cup_{n \geqslant k} A_{n}\right) \geqslant \frac{1}{2}$ for every $k$, we have $\mu\left(A_{\infty}\right) \geqslant \frac{1}{2}$ as well. But at the same time, for all $k \geqslant 1$ we have

$$
m\left(A_{\infty}\right) \leqslant m\left(\bigcup_{n \geqslant k} A_{n}\right) \leqslant \sum_{n=k}^{\infty} \frac{1}{2^{n}}=\frac{1}{2^{k-1}},
$$

and therefore $m\left(A_{\infty}\right)=0$. This shows that $\mu$ cannot be absolutely continuous with respect to Lebesgue measure.

Adapting the terminology of Cornfeld, Fomin, and Sinaǐ [1982, p. 88], we introduce the following definition.

Definition 4.3. Given a rational number $p / q$ in irreducible form, we say that a circle homeomorphism $f$ is $(p, q)$-stable if $f$ has a lift $F$ to the real line such that $F^{q}(x) \geqslant x+p$ for all $x \in \mathbb{R}$ and the equality $F^{q}\left(x_{0}\right)=x_{0}+p$ holds for some $x_{0}$.

Note that if $f$ is $(p, q)$-stable ${ }^{3}$ then in particular $f$ has a periodic orbit of period $q$, and in fact $\rho(f)=p / q$. The following lemma states that, in any standard one-parameter family of diffeomorphisms, there are ( $p, q$ )-stable diffeomorphisms for all rationals $p / q \in[0,1]$.
Lemma 4.9. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a diffeomorphism, and suppose the standard family $f_{\alpha}=R_{\alpha} \circ f$ it generates is such that its rotation number function $\Theta_{f}(\alpha)=$ $\rho\left(f_{\alpha}\right)$ is a devil staircase. If $\Delta_{p / q}=\left[\alpha_{p / q}, \beta_{p / q}\right]$ is the phase locking interval corresponding to the rational $p / q$, then $f_{\beta_{p / q}}$ is $(p, q)$-stable.

Proof. This is left as an exercise to the reader (Exercise 4.8).
Our next lemma states in essence that, arbitrarily near any analytic $(p, q)$ stable diffeomorphism we can find another analytic ( $p, q$ )-stable diffeomorphism having exactly one periodic orbit of period $q$. We formulate the result in terms of lifts. We assume these lifts are defined on the horizontal strip $S_{1}=\{z$ : $|\operatorname{Im}(z)|<1\}$. Given two holomorphic maps $F, G$ defined on this strip, we let $d(F, G)=\sup _{z \in S_{1}}|F(z)-G(z)|$ denote the $C^{0}$ distance between them.

[^12]Lemma 4.10. Let $F: S_{1} \rightarrow \mathbb{C}$ be a univalent map with $F(\mathbb{R})=\mathbb{R}$ such that $\left.F\right|_{\mathbb{R}}$ is the lift of a $(p, q)$-stable diffeomorphism $f: \boldsymbol{S}^{\mathbf{1}} \rightarrow \boldsymbol{S}^{\mathbf{1}}$. For each $\delta>0$ there exists a univalent map $G: S_{1} \rightarrow \mathbb{C}$ with the following properties:
(i) $d(F, G)<\delta$;
(ii) $G(\mathbb{R})=\mathbb{R}$;
(iii) $\left.G\right|_{\mathbb{R}}$ is the lift of a $(p, q)$-stable diffeomorphism $g$;
(iv) $g$ has a unique periodic orbit of period $q$.

Proof. Let $x_{0} \in \mathbb{R}$ be such that $F^{q}\left(x_{0}\right)=x_{0}+p$, and write $x_{j}=F^{j}\left(x_{0}\right)$ for each $j \in \mathbb{Z}$. Also, let $z_{j}=e^{2 \pi i x_{j}} \in \boldsymbol{S}^{1}$ (so that $z_{j+q}=z_{j}$ for all $j$ ), and note that $\left\{z_{0}, z_{1}, \ldots, z_{q-1}\right\}$ is a periodic orbit for $f$. Let $\phi: \mathbb{C} \rightarrow \mathbb{C}$ be the holomorphic function given by

$$
\phi(z)=\prod_{j=0}^{q-1} \sin ^{2}\left(\pi\left(z-x_{j}\right)\right)
$$

This function is periodic of period one. Note that $\phi(x) \geqslant 0$ for all $x \in \mathbb{R}$, and equality holds only for $x \in\left\{x_{0}, x_{1}, \ldots, x_{q-1}\right\}+\mathbb{Z}$. Now, consider the holomorphic map $G(z)=F(z)+\epsilon \phi(z)$. Taking $\epsilon>0$ sufficiently small, $G$ becomes univalent in $S_{1}$, and $d(F, G)=\epsilon \sup _{z \in S_{1}}|\phi(z)|<\delta$. Moreover, its restriction to the real line is the lift of an analytic circle diffeomorphism $g$. Note also that $G^{j}\left(x_{0}\right)=F^{j}\left(x_{0}\right)$ for all $j \in \mathbb{Z}$. In particular, we have $G^{q}\left(x_{0}\right)=x_{0}+p$, and our choice of $\phi$ implies that $G^{q}(x)>x+p$ for all $x \notin\left\{x_{0}, x_{1}, \ldots, x_{q-1}\right\}+\mathbb{Z}$. This shows that $g$ is $(p, q)$-stable, and also that $\left\{z_{0}, z_{1}, \ldots, z_{q-1}\right\}$ is its only periodic orbit (of period $q$ ).

Lemma 4.11. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $(p, q)$-stable homeomorphism having $a$ unique periodic orbit of period $q$. Then for each $\varepsilon>0$ there exist an open set $A_{\varepsilon}$ containing that periodic orbit and a positive integer $k_{\varepsilon}$ such that $m\left(A_{\varepsilon}\right)<\varepsilon$ and $f^{k_{\varepsilon}}\left(\boldsymbol{S}^{1} \backslash A_{\varepsilon}\right) \subseteq A_{\varepsilon}$.
Proof. Let $\mathscr{O}=\left\{z_{0}, z_{1}, \ldots, z_{q-1}\right\}$ be the periodic orbit in question. For each $j=0,1, \ldots, q-1$, write $z_{j}=e^{2 \pi i x_{j}}$ as before, and let $J\left(z_{j}, \varepsilon\right) \subset \boldsymbol{S}^{1}$ denote the arc centered at $z_{j}$ with endpoints $e^{2 \pi i\left(x_{j}-\frac{\varepsilon}{3 q}\right)}$ and $e^{2 \pi i\left(x_{j}+\frac{\varepsilon}{3 q}\right)}$. Consider the open set

$$
A_{\varepsilon}=\bigcup_{j=0}^{q-1} J\left(z_{j}, \varepsilon\right) \subseteq S^{1}
$$

whose Lebesgue measure is equal to $\frac{2}{3} \varepsilon$. As we saw in Lemma 2.3, the omegalimit set of every point on the circle is equal to the periodic orbit $\mathscr{O}$. This means that the orbit of every $z \in \boldsymbol{S}^{1} \backslash A_{\varepsilon}$ enters $A_{\varepsilon}$ after some time $k(z)$ and never leaves it. Since $S^{1} \backslash A_{\varepsilon}$ is compact and $f$ is continuous, it follows that $k_{\varepsilon}=$ $\sup _{z \in S^{1} \backslash A_{\varepsilon}} k(z)<\infty$, and the lemma is proved.

The next result yields the crucial inductive procedure for the construction of the examples we promised above. For convenience of notation, let us denote by $\mathscr{U}_{1}$ the class of all univalent maps $F: S_{1} \rightarrow \mathbb{C}$ defined over the strip $S_{1}=\{z \in$ $\mathbb{C}:|\operatorname{Im} z|<1\}$ such that $F(z)-z$ is periodic of period one and $F(\mathbb{R})=\mathbb{R}$, so that $\left.F\right|_{\mathbb{R}}$ is the lift of an analytic diffeomorphism of the circle.

Proposition 4.1. Given $p_{0} / q_{0} \in(0,1)$ and $\delta_{0}>0$, there exist a sequence of univalent maps $\left(F_{n}\right)_{n \geqslant 0}$ with $F_{n} \in \mathscr{U}_{1}$ for all $n \geqslant 0$ and a sequence $\left(\delta_{n}\right)_{n \geqslant 0}$ of positive numbers with $\delta_{n+1} \leqslant \delta_{n} / 2$ for all $n \geqslant 0$, such that the following properties hold.
(1) The restriction of $F_{n}$ to the real line is the lift of an analytic diffeomorphism $f_{n}: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ with rational rotation number $\rho\left(f_{n}\right)=p_{n} / q_{n}$.
(2) We have $f_{0}=R_{p_{0} / q_{0}}$, and for all $n \geqslant 1$, the diffeomorphism $f_{n}$ is $\left(p_{n}, q_{n}\right)$ stable and has a unique periodic orbit (of period $q_{n}$ ).
(3) We have $d\left(F_{n}, F_{n+1}\right)<\frac{1}{2} \delta_{n+1}$.
(4) For each $n \geqslant 1$, there exist a positive integer $k_{n}$ and an open set $A_{n} \subset \boldsymbol{S}^{1}$ with $m\left(A_{n}\right)=2^{-n}$ such that, for all $G \in \mathscr{U}_{1}$ with $d\left(F_{n}, G\right) \leqslant \delta_{n+1}$, we have $g\left(\boldsymbol{S}^{1} \backslash A_{n}\right) \subseteq A_{n}$, where $g: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is the diffeomorphism with lift $\left.G\right|_{\mathbb{R}}$.
(5) We have, for all $n \geqslant 0$,

$$
\left|\frac{p_{n+1}}{q_{n+1}}-\frac{p_{n}}{q_{n}}\right|<\frac{1}{2 n^{2} \max _{0 \leqslant j \leqslant n} q_{j}^{2}} .
$$

Proof. We start by taking $F_{0}=T_{p_{0} / q_{0}}$, so that $F_{0}$ is the lift of $f_{0}=R_{p_{0} / q_{0}}$. Now, suppose that $\delta_{j}>0$ and $F_{j} \in \mathscr{U}_{1}$ have already been constructed for all $j \leqslant n$. In particular, $\left.F_{n}\right|_{\mathbb{R}}$ is the lift of a $\left(p_{n}, q_{n}\right)$-stable circle diffeomorphism $f_{n}$, and $f_{n}$ has a unique periodic orbit $\mathscr{O}_{n}$ of period $q_{n}$.

First, we define $\delta_{n+1}$. Applying Lemma 4.11 to $f=f_{n}$, we know that there exists an open $\epsilon_{n}$-neighborhood $V_{n}$ of $\mathscr{O}_{n}$, where $\epsilon_{n}=1 /\left(q_{n} 2^{n+2}\right)$, and a positive
integer $k_{n}$ such that $f_{n}\left(\boldsymbol{S}^{1} \backslash V_{n}\right) \subset V_{n}$. Let $\eta_{n}>0$ be small enough that, if $G \in \mathscr{U}_{1}$ is such that $d\left(F_{n}, G\right) \leqslant \eta_{n}$, then $d\left(F_{n}^{k_{n}}, G^{k_{n}}\right)<\epsilon_{n}$. Then every such $G$ will have the property that $g^{k_{n}}\left(\boldsymbol{S}^{1} \backslash V_{n}\right) \subset V_{n}^{*}$, where $g$ is the circle diffeomorphism of which $G$ is the lift and where $V_{n}^{*}$ is the open $2 \epsilon_{n}$-neighborhood of $\mathscr{O}_{n}$. Thus, if we let $A_{n}=V_{n}^{*}$, then $g^{k_{n}}\left(\boldsymbol{S}^{\mathbf{1}} \backslash A_{n}\right) \subset A_{n}$ for all $G$ with $d\left(F_{n}, G\right)<\eta_{n}$, and moreover $m\left(A_{n}\right)=4 q_{n} \epsilon_{n}=2^{-n}$. Having done this, we define $\delta_{n+1}=$ $\min \left\{\eta_{n}, \frac{1}{2} \delta_{n}\right\}$.

Next, we define $F_{n+1}$. To do this, we first look at the standard one-parameter family $f_{n, \alpha}=R_{\alpha} \circ f_{n}$. We know from Lemma 4.7 that the rotation number function $\Theta_{f_{n}}: \alpha \mapsto \rho\left(f_{n, \alpha}\right)$ is a devil staircase. Choose a rational number $p_{n+1} / q_{n+1}$ such that

$$
\rho\left(f_{n}\right)=\frac{p_{n}}{q_{n}}<\frac{p_{n+1}}{q_{n+1}}<\rho\left(f_{n, \delta_{n+1} / 4}\right)
$$

and choose it so close to $p_{n} / q_{n}$ that the inequality in (5) is satisfied. Then the phaselocking interval $\Delta_{p_{n+1} / q_{n+1}}=\Theta_{f_{n}}^{-1}\left(p_{n+1} / q_{n+1}\right)$ is contained in the interval $\left(0, \frac{1}{4} \delta_{n+1}\right)$. Let $\alpha_{n}$ be the right endpoint of $\Delta_{p_{n+1} / q_{n+1}}$. Then the map $f_{n, \alpha_{n}}$ is $\left(p_{n+1}, q_{n+1}\right)$-stable, and its lift $F_{n, \alpha_{n}} \in \mathscr{U}_{1}$ satisfies $d\left(F_{n}, F_{n, \alpha_{n}}\right)<\frac{1}{4} \delta_{n+1}$. However, there is no guarantee that $f_{n, \alpha_{n}}$ has only one periodic cycle. To fix this problem, we need to perturb $f_{n, \alpha_{n}}$ slightly. Here we apply Lemma 4.10 with $F=F_{n, \alpha_{n}}$ and $\delta=\frac{1}{4} \delta_{n+1}$. We get a new univalent map $F_{n+1} \in \mathscr{U}_{1}$ whose restriction to the real line is the lift of a circle diffeomorphism $f_{n+1}$ which is $\left(p_{n+1}, q_{n+1}\right)$-stable, and has a unique periodic orbit of period $q_{n+1}$. We now have

$$
d\left(F_{n}, F_{n+1}\right) \leqslant d\left(F_{n}, F_{n, \alpha_{n}}\right)+d\left(F_{n, \alpha_{n}}, F_{n+1}\right)<\frac{1}{2} \delta_{n+1} .
$$

This completes the induction, and finishes the proof.
We are finally ready for the main result of this section.
Theorem 4.6. Given a circle rotation $R_{\alpha}$ and $\varepsilon>0$, there exists an analytic diffeomorphism $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ without periodic points such that $d\left(f, R_{\alpha}\right)<\epsilon$ and whose unique invariant measure is not absolutely continuous with respect to Lebesgue measure. In particular, no conjugacy between $f$ and the corresponding irrational rotation $R_{\rho(f)}$ can be absolutely continuous.

Proof. We can of course assume that $\alpha$ is rational. Applying Proposition 4.1 to $F_{0}=R_{\alpha}$ and $\delta_{0}=\varepsilon$, we get a sequence of univalent maps $F_{n} \in \mathscr{U}_{1}$ possessing properties (1)-(5) in the statement of that proposition. In particular, from property (3) and the way the sequence $\left(\delta_{n}\right)_{n \geqslant 0}$ is constructed, we see that $\left(F_{n}\right)_{n \geqslant 0}$ is a
uniform Cauchy sequence in the strip $S_{1}$. Let $F \in \mathscr{U}_{1}$ be its limit, and let $f$ : $\boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be the analytic diffeomorphism whose lift is $F$.

First we claim that $\theta=\rho(f)$ is irrational. We know by continuity of the rotation number that

$$
\theta=\lim _{n \rightarrow \infty} \rho\left(f_{n}\right)=\lim _{n \rightarrow \infty} \frac{p_{n}}{q_{n}}
$$

Hence we can write

$$
\frac{p_{n}}{q_{n}}-\theta=\sum_{j=n}^{\infty}\left(\frac{p_{j}}{q_{j}}-\frac{p_{j+1}}{q_{j+1}}\right),
$$

and from the inequality in property (5) we get

$$
\left|\theta-\frac{p_{n}}{q_{n}}\right|<\sum_{j=n}^{\infty} \frac{1}{2 j^{2} \max _{0 \leqslant k \leqslant j} q_{k}^{2}}<\frac{1}{2 q_{n}^{2}} \sum_{j=n}^{\infty} \frac{1}{j^{2}}<\frac{\pi^{2}}{12 q_{n}^{2}}<\frac{1}{q_{n}^{2}}
$$

Thus, we have infinitely many rational solutions to the inequality $|\theta-(p / q)|<$ $q^{-2}$, and this means that $\theta$ is irrational ${ }^{4}$.

Next, note that from property (3) that

$$
d\left(F, F_{n}\right) \leqslant \frac{1}{2} \sum_{j=n+1}^{\infty} \delta_{j} \leqslant \delta_{n+1} .
$$

In particular, $d\left(F, R_{\alpha}\right) \leqslant \delta_{1}<\varepsilon$. Then, by property (4), we see that $f\left(\boldsymbol{S}^{1} \backslash\right.$ $\left.A_{n}\right) \subset A_{n}$, where $A_{n} \subset \boldsymbol{S}^{1}$ is an open set with $m\left(A_{n}\right)=2^{-n}$. Since this holds for all $n \geqslant 1$, we deduce from the criterion in Lemma 4.8 that the unique Borel probability measure invariant under $f$ is not absolutely continuous with respect to Lebesgue measure. The last assertion in the statement follows immediately from this. The proof is complete.

### 4.4 Further local theory: the Brjuno condition

As before, an irrational number $\rho$ in $(0,1)$ is said to be Diophantine of order $\delta \geqslant 0$ if there exists a constant $C>0$ such that

$$
\left|\rho-\frac{p}{q}\right| \geqslant \frac{C}{q^{2+\delta}}
$$

[^13]for any rational number $p / q$. As it is not difficult to prove (see Lemma A. 4 in Appendix A), for any given $\delta>0$ the set of Diophantine numbers of order $\delta$ has full Lebesgue measure.

In Section 4.2 we have proved a local linearization result, namely Theorem 4.4, which says that any real-analytic circle diffeomorphism with Diophantine rotation number $\rho$, which is a small perturbation of the rigid rotation $R_{\rho}$, is analytically linearizable (i.e., it is conjugate to $R_{\rho}$ by a real-analytic diffeomorphism). On the other hand, we have constructed in Theorem 4.6 examples of real-analytic diffeomorphisms with irrational rotation number (as close to a rigid rotation as desired) for which any conjugacy with the corresponding rotation is not even absolutely continuous.

Still dealing with analytic diffeomorphisms close to a rotation, we proceed to state two fundamental results due to J.-C. Yoccoz [2002]. For any given $b>1$, we say that $f \in \operatorname{Diff}_{b}^{\omega}\left(\boldsymbol{S}^{1}\right)$ if $f$ is a real-analytic circle diffeomorphism, whose holomorphic extension is defined in the annulus

$$
A_{b}=\left\{z \in \mathbb{C}: b^{-1}<|z|<b\right\} .
$$

Definition 4.4. An irrational number $\rho \in(0,1)$ satisfies the Brjuno condition if

$$
\sum_{n \in \mathbb{N}} \frac{\log q_{n+1}}{q_{n}}<\infty
$$

where $p_{n} / q_{n}$ are the convergents of $\rho$.
As it is not difficult to prove (see Exercise 4.12), any Diophantine number satisfies the Brjuno condition. Therefore, the following result extends Theorem 4.4.

Theorem 4.7 (Yoccoz [ibid.]). For any Brjuno number $\rho$ and any $b>1$ there exists $\varepsilon=\varepsilon(\rho, b)>0$ with the following property. If $f \in \operatorname{Diff}_{b}^{\omega}\left(\boldsymbol{S}^{1}\right)$ has rotation number $\rho$ and satisfies $\left\|f-R_{\rho}\right\|_{C^{0}\left(A_{b}\right)}<\varepsilon$, then any topological conjugacy between $f$ and $R_{\rho}$ belongs to $\operatorname{Diff}_{b / 2}^{\omega}\left(\boldsymbol{S}^{1}\right)$.

Yoccoz also proved that the Brjuno condition in Theorem 4.7 is sharp in the analytic class, as expressed by the following result.

Theorem 4.8 (Yoccoz [ibid.]). If $\rho \in(0,1)$ is an irrational number which is not Brjuno, the following holds. For any given $b>1$ and $\varepsilon>0$ there exists $f \in$ $\operatorname{Diff}_{b}^{\omega}\left(\boldsymbol{S}^{1}\right)$ with rotation number $\rho$ and satisfying $\left\|f-R_{\rho}\right\|_{C^{0}\left(A_{b}\right)}<\varepsilon$, which is not analytically linearizable.

### 4.5 Global theory: Herman-Yoccoz results and beyond

The linearization results of the previous sections are local, in the sense that they hold for real-analytic dynamics whose holomorphic extensions are small perturbations of a linear rotation. In this final section we survey, without proofs, some of the most relevant global linearization results, starting with the seminal works of Herman [1979] and Yoccoz [1984a].

Theorem 4.9 (Herman-Yoccoz). If $f$ is a $C^{r}$ diffeomorphism of $\boldsymbol{S}^{\mathbf{1}}$, with $r \geqslant 3$, whose rotation number is Diophantine of order $\delta$ then, provided $r>2 \delta+1, f$ is $C^{r-1-\delta-\varepsilon}$-conjugate to the corresponding rigid rotation, for every $\varepsilon>0$.

Note that no assumption on being close to a rotation is needed here. Herman proved that such a global linearization result holds for Lebesgue almost every rotation number, while Yoccoz proved that it holds in fact for any Diophantine number. A proof of Theorem 4.9 can be found in de Melo and van Strien [1993, Section I.3]. Let us mention that Herman's proof was simplified by Khanin and Sinai [1987] and Stark [1988], through the use of renormalization methods.

Theorem 4.9 was subsequently sharpened by Katznelson and Ornstein [1989], who proved the following result.

Theorem 4.10 (Katznelson-Ornstein). If $f \in \operatorname{Diff}^{r}\left(\boldsymbol{S}^{1}\right)$ and its rotation number $\rho$ is Diophantine of order $\delta$, then any topological conjugacy between $f$ and the rigid rotation of angle $\rho$ is a $C^{r-1-\delta-\varepsilon}$ diffeomorphism for any $\varepsilon>0$, provided $r>\delta+2$.

In this statement $r>2$ belongs to $\mathbb{R}$, and the condition $f \in \operatorname{Diff}^{r}\left(S^{1}\right)$ means that $f$ is a $C{ }^{\lfloor r\rfloor}$ diffeomorphism whose $\lfloor r\rfloor$-th derivative satisfies a Hölder condition with exponent $\{r\}$.

More recently, Khanin and Teplinsky [2009] were able to prove that, in the particular case $2<r<3$, rigidity holds without the need of any $\varepsilon$. More precisely, they proved the following result.
Theorem 4.11 (Khanin-Teplinsky). If $f \in \operatorname{Diff}^{2+\alpha}\left(\boldsymbol{S}^{\mathbf{1}}\right)$ and its rotation number $\rho$ is Diophantine of order $\delta$, then any topological conjugacy between $f$ and the rigid rotation of angle $\rho$ is a $C^{1+\alpha-\delta}$ diffeomorphism, provided $0 \leqslant \delta<\alpha<1$.

A detailed proof of Theorem 4.11, following the original work of Khanin and Teplinsky [ibid.], will be provided in Appendix B.

The previous statements are given for the lowest possible smoothness and are sharp, as the examples constructed in Katznelson and Ornstein [1989, App. 3]
show. The case of highest possible smoothness has been completely solved by Herman and Yoccoz.
Theorem 4.12 (Herman-Yoccoz). Every $C^{\infty}$ circle diffeomorphism with irrational rotation number $\rho \in(0,1)$ is $C^{\infty}$-conjugate to a rotation if, and only if, $\rho$ is Diophantine.
Theorem 4.13 (Herman-Yoccoz). Any real analytic circle diffeomorphism with Diophantine rotation number is real analytically conjugate to the corresponding rigid rotation.

Finally, we remark that in Yoccoz [2002, Section 2.5], Yoccoz introduced a set $\mathscr{H} \subset(0,1)$ of irrational numbers, that contains all Diophantine numbers and is contained in the Brjuno class, which is sufficient and, in some sense, necessary to solve the global linearization problem in the real-analytic case. More precisely, Yoccoz [ibid., Th. 1.4] proved the following result.
Theorem 4.14 (Yoccoz). Any real-analytic diffeomorphism with irrational rotation number in $\mathscr{H}$ is real analytically conjugate to the corresponding rigid rotation. Moreover, given $\rho \notin \mathscr{H}$, there exists a real-analytic diffeomorphism with rotation number $\rho$ which is not analytically linearizable.

We refer the reader to the survey by Eliasson, Fayad, and Krikorian [2018] for much more on Yoccoz's seminal contributions to the theory of circle diffeomorphisms (see also Yoccoz [1984a, 1995a,b, 2002]).

## Exercises

Exercise 4.1. If $f: S^{1} \rightarrow S^{1}$ and $h: S^{1} \rightarrow S^{1}$ are both $C^{1}$ diffeomorphisms, prove that $\mathscr{H}_{1}\left(h \circ f \circ h^{-1}\right)<\infty$ if and only if $\mathscr{H}_{1}(f)<\infty$.
Exercise 4.2. Let $\varphi: S_{\sigma} \rightarrow \mathbb{C}$ be holomorphic and periodic of period one.
(i) Show that there exists a unique holomorphic function $\phi: A_{r} \rightarrow \mathbb{C}$, where $r=e^{2 \pi \sigma}$, such that $\varphi(z)=\phi(\exp (z))$ for all $z$.
(ii) Deduce from (i) and the Laurent series for $\phi$ that $\varphi$ has a Fourier series expansion

$$
\varphi(z)=\sum_{n \in \mathbb{Z}} \widehat{\varphi}(n) e^{2 \pi i n z}
$$

which is absolutely convergent in the strip $S_{\sigma}$, and that its Fourier coefficients are precisely the Laurent coefficients of $\phi$.

Exercise 4.3. Prove Lemma 4.1. [Hint: Note that for all $n, m \in \mathbb{Z}$ we have $\left.\left|e^{2 \pi i(n \alpha-m)}-1\right|=2 \mid \sin (\pi(n \alpha-m)).\right]$
Exercise 4.4. Prove Lemma 4.2. [Hint: Apply Cauchy's theorem to the holomorphic function $g_{n}(z)=\xi(z) e^{-2 \pi i n z}$ in a suitable rectangle.]
Exercise 4.5. Let $F: \mathbb{R} \rightarrow \mathbb{R}$ be a homeomorphism given by $F(x)=x+\alpha+$ $\varphi(x)$, and suppose that $F$ has translation number $\alpha$. Show that there exists $x_{0} \in \mathbb{R}$ such that $\varphi\left(x_{0}\right)=0$.
Exercise 4.6. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a homeomorphism with irrational rotation number. Show that for all $\alpha>0$ small we have $\rho\left(R_{\alpha} \circ f\right)>\rho(f)$.
Exercise 4.7. Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be an entire holomorphic map. Show that, if there exists $n \geqslant 1$ such that $F^{n}=\mathrm{Id}$, then $F$ is complex affine, i.e., it has the form $F(z)=a z+b$.

Exercise 4.8. Prove Lemma 4.9.
Exercise 4.9. Recall from Dirichlet's Lemma 1.1 that for any irrational number $\rho \in(0,1)$ there exist infinitely many rational numbers $p / q$ such that

$$
\begin{equation*}
\left|\rho-\frac{p}{q}\right|<\frac{1}{q^{2}} . \tag{4.21}
\end{equation*}
$$

Conclude from (4.21) that there are no Diophantine numbers of order $\delta<0$.
Exercise 4.10. Show that an irrational number $\rho$ is Diophantine of order $\delta$ if, and only if, there exists a constant $M>0$ such that $q_{n+1} \leqslant M q_{n}^{1+\delta}$ for all $n \in \mathbb{N}$ (Hint: From (1.16) in Theorem 1.2 we have the estimates

$$
\frac{1}{2 q_{n+1}}<\left|q_{n} \rho-p_{n}\right|<\frac{1}{q_{n+1}}
$$

In particular, $\left|q_{n} \rho-p_{n}\right| q_{n}^{1+\delta}<q_{n}^{1+\delta} / q_{n+1}$. If $\rho$ is Diophantine of order $\delta$, then $\left|q_{n} \rho-p_{n}\right| q_{n}^{1+\delta} \geqslant C$ and we are done taking $M=1 / C$. On the other hand, consider $q \in \mathbb{Z}$ with $q_{n}<q<q_{n+1}$. As also showed in Theorem 1.2 (see (1.17)), $|q \rho-p|>\left|q_{n} \rho-p_{n}\right|$ for all $p \in \mathbb{Z}$. Since $\delta \geqslant 0$, we have $q^{1+\delta}>q_{n}^{1+\delta}$ and then $|q \rho-p| q^{1+\delta}>\left|q_{n} \rho-p_{n}\right| q_{n}^{1+\delta}>q_{n}^{1+\delta} / 2 q_{n+1}$. By assumption, this last ratio is bounded from below by the positive constant $1 / 2 M$, and then $\rho$ is Diophantine of order $\delta$ ).
Exercise 4.11. Conclude from the previous exercise that an irrational number $\rho$ is Diophantine of order 0 if, and only if, $\rho$ is of bounded type: $\sup \left\{a_{n}(\rho)\right\}$ is finite (Hint: From the identity $q_{n+1}=a_{n} q_{n}+q_{n-1}$ we know that $a_{n}=\left\lfloor q_{n+1} / q_{n}\right\rfloor$ ).

Exercise 4.12. Show that any Diophantine number satisfies the Brjuno condition given in Definition 4.4 (Hint: Use Exercise 4.10 and the fact that the sequence $\left\{q_{n}\right\}$ grows at least exponentially fast as $n$ goes to infinity).

Exercise 4.13. Fix some constant $\sigma \in(0,1)$ and consider an irrational number $\rho=\left[a_{0}, a_{1}, \ldots\right]$ such that

$$
e^{a_{n}^{\sigma}} \leqslant a_{n+1} \leqslant e^{a_{n}}
$$

for all $n \in \mathbb{N}$. Show that $\rho$ is a Liouville number that satisfies the Brjuno condition (in other words, the inclusion given by Exercise 4.12 is a proper inclusion).

## Part III

## Multicritical Circle Maps

# Cross-ratios and Distortion Tools 

This chapter is to be regarded as an intermezzo. We want to move on to the study of homeomorphisms of the circle having one or more critical points.

The distortion techniques we used in our study of diffeomorphisms (bounded variation, boundedness of nonlinearity, the naive distortion lemma) are not immediately applicable to the study of maps having critical points. For instance, the nonlinearity of a map clearly explodes at a critical point.

A major breakthrough in one-dimensional dynamics achieved in the early eighties was the discovery that one could oftentimes understand the topology and/or the geometry of a one-dimensional map through a careful analysis of the way such map distorts cross-ratios. Several tools were introduced to control the distortion of cross-ratios. In the present chapter we will introduce some of these tools, which will then be used extensively in the next chapters.

### 5.1 Cross-ratios

There are several types of cross-ratios used in one-dimensional dynamics. We describe here two of the most ubiquitous.

Let us denote by $N$ either the unit circle $\boldsymbol{S}^{1}$ or the real line $\mathbb{R}$. Given two intervals $M \subset T \subset N$ with $M$ compactly contained in the interior of $T$, let
us denote by $L$ and $R$ the two connected components of $T \backslash M$. We define the $a$-cross-ratio and the $b$ cross-ratio of the pair ( $M, T$ ), respectively, as follows:

$$
a(M, T)=\frac{|M||T|}{|L||R|} ; \quad b(M, T)=\frac{|L||R|}{|L \cup M||M \cup R|} .
$$

One easily checks that $b(M, T)^{-1}=1+a(M, T)$. Both cross-ratios are preserved by Möbius transformations; the latter is weakly contracted by maps with negative Schwarzian derivative (see below), whereas the former is weakly expanded (see Exercise 5.4)

Unlike, say, de Faria and de Melo [1999], where the $a$-cross-ratio was used throughout, in the present text it will often be more convenient to use the $b$-crossratio. The latter has the advantage that its logarithm is given by the Poincaré length of $M$ inside $T$. More precisely,

$$
\log b(M, T)=-\int_{M} \rho_{T}(x) d x
$$

where $\rho_{T}(x)$ is the Poincaré density of $T=[\alpha, \beta]$, given by

$$
\rho_{T}(x)=\frac{\beta-\alpha}{(x-\alpha)(\beta-x)} .
$$

From now on, since the $b$-cross-ratio will be the cross-ratio most used in this book, we will simplify the notation a bit and write $[M, T]$ instead of $b(M, T)$.

We end this section with the following useful observation. Suppose $M=$ $(b, c)$ and $T=(a, d)$ are such that $M \subset T$, and let $\phi$ be the Möbius transformation determined by $\phi(a)=0, \phi(c)=1$ and $\phi(d)=\infty$. Then

$$
[M, T]=\phi(b)=\left(\frac{d-c}{c-a}\right)\left(\frac{b-a}{d-b}\right)
$$

### 5.2 The Schwarzian

The Schwarzian derivative is a somewhat mysterious object discovered at the end of the nineteenth century by H. A. Schwarz, in the context of complex-analytic function theory. Its use in one-dimensional dynamics was initiated by D. Singer [1978].

### 5.2.1 Definition

In Chapter 3 (see Definition 3.1) we introduced the concept of nonlinearity of a $C^{2}$ one-dimensional map $f$, namely $\mathscr{N} f=D \log D f=D^{2} f / D f$. When $f$ is $C^{3}$, we define its Schwarzian derivative to be

$$
S f=D(\mathscr{N} f)-\frac{1}{2}(\mathscr{N} f)^{2}
$$

A simple computation yields the alternative formula

$$
S f=\frac{D^{3} f}{D f}-\frac{3}{2}\left(\frac{D^{2} f}{D f}\right)^{2}
$$

Just as $\log D f$ and the nonlinearity, the Schwarzian derivative is a dynamical co-cycle, i.e., it satisfies a chain rule: if $f, g$ are $C^{3}$ maps for which $f \circ g$ makes sense, then

$$
\begin{equation*}
S(f \circ g)=S g+S f \circ g[D g]^{2} \tag{5.1}
\end{equation*}
$$

The chain rule (5.1) indicates that $S f$ behaves as a quadratic differential under smooth changes of coordinates; indeed the expression $g^{*}(S f)=S f \circ g[D g]^{2}$ appearing in the right-hand side of (5.1) is the pull-back of $S f$ by $g$ as a quadratic differential.

From (5.1) we easily deduce a chain rule for iterates, namely,

$$
S f^{n}=\sum_{j=0}^{n-1} S f \circ f^{j}\left[D f^{j}\right]^{2}
$$

Now, since the Schwarzian derivative is a differential operator, it is important to identify its kernel.

Proposition 5.1. The kernel of the Schwarzian derivative is the group of Möbius transformations. In addition, if $\phi$ is a Möbius transformation and $f$ is a $C^{3}$ map, then $S(\phi \circ f)=S f$.

Proof. The fact that the Schwarzian derivative vanishes at Möbius transformations is a straightforward computation. On the other hand, given an increasing $C^{3}$ diffeomorphism $\phi$, consider the $C^{2}$ map $g=(D \phi)^{-1 / 2}$. An easy computation shows that $S \phi=-2 D^{2} g / g$. Hence $\phi$ has zero Schwarzian derivative if and only
if $D^{2} g$ vanishes identically. In other words, $g$ must be affine, say $g(x)=a x+b$. But then $D \phi(x)=(a x+b)^{-2}$, and integrating we get

$$
\phi(x)=-\frac{1}{a} \frac{1}{a x+b}+c,
$$

where $c$ is a constant. This shows that $\phi$ is a fractional linear (i.e., Möbius) transformation, and the first assertion is proved. To prove the second assertion, it suffices to apply the chain rule for the Schwarzian, namely

$$
S(\phi \circ f)=S f+S \phi \circ f[D f]^{2} .
$$

If $\phi$ is Möbius, then $S \phi \equiv 0$, and therefore $S(\phi \circ f)=S f$ as asserted.

### 5.2.2 Koebe's nonlinearity principle

As we will see shortly, when the Schwarzian derivative of a $C^{3}$ one-dimensional map $\phi$ has a definite sign, then $\phi$ has a monotonic behaviour with respect to its action on cross-ratios, and one can control its distortion in certain places. The first result in this direction is known as Koebe's nonlinearity principle. It states that if the Schwarzian derivative of $\phi$ is non-negative, then the nonlinearity of $\phi$ on any interval sitting in the domain of $\phi$ with definite space on both sides is bounded by a constant that depends only on said space.

Let us be more precise. First, let us define what we mean by space. Given two intervals $M, T$ in the domain of $\phi$, with $M$ compactly contained in the interior of $T$, let $L, R \subset T$ be the connected components of $T \backslash M$. The space of $M$ inside $T$ is defined to be the number

$$
\tau=\min \left\{\frac{|L|}{|M|}, \frac{|R|}{|M|}\right\} .
$$

Now we can state Koebe's nonlinearity principle as follows:
Proposition 5.2 (Koebe's nonlinearity Principle). Let $\phi: T \rightarrow \phi(T)$ be a $C^{3}$ diffeomorphism. If $S \phi(x) \geqslant 0$ for all $x \in T$, then $|\mathscr{N} \phi(x)| \leqslant 2 / \tau$, where $\tau$ is the space of $M$ inside $T$.

Here, we will prove the following generalization of this principle, which first appeared in de Faria and de Melo [1999, Lem. A.3].

Proposition 5.3. Given constants $B>0$ and $\tau>0$, there exists $K_{\tau, B}>0$ such that the following holds. If $\phi$ is a $C^{3}$-diffeomorphism mapping an interval $I \supseteq[-\tau, 1+\tau]$ into the reals, and if $S \phi(t) \geqslant-B$ for all $t \in I$, then for all $t \in[0,1]$ we have

$$
\begin{equation*}
\left|\frac{\phi^{\prime \prime}(t)}{\phi^{\prime}(t)}\right| \leqslant K_{\tau, B} \tag{5.2}
\end{equation*}
$$

Proof. Writing $y=\phi^{\prime \prime} / \phi^{\prime}$, so that $S \phi=y^{\prime}-\frac{1}{2} y^{2}$, we have the differential inequality

$$
y^{\prime} \geqslant \frac{1}{2} y^{2}-B
$$

Let $0 \leqslant t_{0} \leqslant 1$ be a point where $|y(t)|$ attains its maximum in $[0,1]$ and suppose that $y_{0}=y\left(t_{0}\right)$ is such that $\left|y_{0}\right|>\sqrt{2 B}=\beta$. If $z(t)$ is the solution of the differential equation

$$
z^{\prime}=\frac{1}{2} z^{2}-B
$$

with initial condition $z\left(t_{0}\right)=y_{0}$, then by a well-known comparison theorem ${ }^{1}$ we must have $y(t) \geqslant z(t)$ for all $t \geqslant t_{0}$ and $y(t) \leqslant z(t)$ for all $t \leqslant t_{0}$. Now, if $y_{0}>\beta$ then integration of the ODE yields the explicit formula

$$
z(t)=\beta \frac{\left(y_{0}+\beta\right)+\left(y_{0}-\beta\right) e^{\beta\left(t-t_{0}\right)}}{\left(y_{0}+\beta\right)-\left(y_{0}-\beta\right) e^{\beta\left(t-t_{0}\right)}}
$$

Since this solution explodes at time

$$
t_{1}=t_{0}+\frac{1}{\beta} \log \left(\frac{y_{0}+\beta}{y_{0}-\beta}\right)
$$

so does $y(t)$. Hence $t_{1} \notin I$, i.e., $t_{1}-t_{0}>\tau$, which gives us

$$
\frac{\phi^{\prime \prime}\left(t_{0}\right)}{\phi^{\prime}\left(t_{0}\right)}=y_{0}<\beta \frac{e^{\beta \tau}+1}{e^{\beta \tau}-1}
$$

If instead $y_{0}<-\beta$, then we get

$$
z(t)=\beta \frac{\left(\beta+y_{0}\right)-\left(\beta-y_{0}\right) e^{\beta\left(t-t_{0}\right)}}{\left(\beta+y_{0}\right)+\left(\beta-y_{0}\right) e^{\beta\left(t-t_{0}\right)}}
$$

[^14]and arguing as before for $t \leqslant t_{0}$ gives us
$$
\frac{\phi^{\prime \prime}\left(t_{0}\right)}{\phi^{\prime}\left(t_{0}\right)}=y_{0}>-\beta \frac{e^{\beta \tau}+1}{e^{\beta \tau}-1} .
$$

Therefore the lemma is proved if we take

$$
K_{\tau, B}=\beta \frac{e^{\beta \tau}+1}{e^{\beta \tau}-1} .
$$

Proof of Proposition 5.2. If $S \phi \geqslant 0$, then of course $S \phi \geqslant-B$ for every $B>0$. Applying Proposition 5.3, we get the bound in (5.2) for each $B>0$. But now it suffices to note that $K_{\tau, B} \rightarrow 2 / \tau$ as $B \rightarrow 0$. This finishes the proof. We have recovered the classical Koebe principle.

### 5.2.3 The minimum principle

Another important consequence of assuming that the Schwarzian of a given map has a definite sign is the following result, known as the Minimum Principle (cf. de Melo and van Strien [1993, Section II.6, Lemma 6.1]).

Lemma 5.1 (Minimum Principle). Let $\phi: T \rightarrow N$ be a $C^{3}$ diffeomorphism onto its image, where $T=[a, b] \subset N$ is a closed interval, and suppose $\phi$ has negative Schwarzian at all points of $T$. Then, for any given $x$ in the interior of $T$, we have

$$
\begin{equation*}
|D \phi(x)|>\min \{|D \phi(a)|,|D \phi(b)|\} . \tag{5.3}
\end{equation*}
$$

In other words, $x \mapsto|D \phi(x)|$ does not have a local minimum inside $T$.

Proof. Note that, since $D \phi$ never vanishes, the function $\varphi(x)=|D \phi(x)|$ is in fact smooth. Suppose this function has a point of local minimum $x_{0}$ lying in the interior of $T$. Then we must have $D^{2} \phi\left(x_{0}\right)=0$, and this tells us that

$$
0>S \phi\left(x_{0}\right)=\frac{D^{3} \phi\left(x_{0}\right)}{D f\left(x_{0}\right)}
$$

Hence $D \phi\left(x_{0}\right)$ and $D^{3} \phi\left(x_{0}\right)$ have opposite signs, and so there are two possibilities:
(i) If $D \phi\left(x_{0}\right)>0$, then $D^{3} \phi\left(x_{0}\right)<0$ and therefore $x_{0}$ is a point of local maximum for $x \mapsto D \phi(x)$; but since in this case we have $\varphi(x)=D \phi(x)$ for all $x$, it follows that $x_{0}$ is a point of local maximum for $\phi$.
(ii) If $D \phi\left(x_{0}\right)<0$, then $D^{3} \phi\left(x_{0}\right)>0$ and therefore $x_{0}$ is a point of local minimum for $x \mapsto D \phi(x)$; but since in this case $\varphi(x)=-D \phi(x)$ for all $x$, it follows that $x_{0}$ is a point of local maximum for $\varphi$.

Therefore $\varphi(x)=|D \phi(x)|$ has no local minimum inside $T$, and this in particular implies (5.3).

### 5.3 Distortion and cross-ratio distortion

### 5.3.1 Koebe's distortion principle

Let $f: N \rightarrow N$ be a smooth map, and suppose we have an interval $T \subset N$ whose iterates up to a certain time $k$ stay away from the critical points of $f$. The Koebe distortion principle states that the distortion of $f^{k}$ restricted to a slightly smaller interval $M \subset T$ is bounded independently of $k$, where the bound depends solely on $f$, the amount of space that $M$ has inside $T$, and the total sum of the lengths of the images of $T$ up to time $k$. This principle is one of the most important tools in one-dimensional dynamics, and it will be used quite a few times in the chapters to come. To state it in a precise way, let us agree to say that an interval $T$ contains a $\tau$-scaled neighborhood of $M$ if the space of $M$ inside $T$ is at least $\tau$. Here is the formal statement.

Lemma 5.2 (Koebe distortion principle). For each $\ell, \tau>0$ and each map $f$ : $N \rightarrow N$ there exists a constant $K=K(\ell, \tau, f)>1$ with the following property. If $T \subset N$ is an interval such that $\left.f^{k}\right|_{T}$ is a diffeomorphism onto its image and if it satisfies the summability condition

$$
\sum_{j=0}^{k-1}\left|f^{j}(T)\right| \leqslant \ell
$$

then for each interval $M \subset T$ for which $f^{k}(T)$ contains a $\tau$-scaled neighborhood of $f^{k}(M)$ one has

$$
\frac{1}{K} \leqslant \frac{\left|D f^{k}(x)\right|}{\left|D f^{k}(y)\right|} \leqslant K
$$

for all $x, y \in M$.

The proof of this lemma can be found in de Melo and van Strien [1993, p. 295].

### 5.3.2 Distortion and the Schwarzian

The concept of cross-ratio distortion we are about to introduce has become fundamental in one-dimensional dynamics.

Let $f: N \rightarrow N$ be a continuous map, and let $U \subseteq N$ be an open set such that $\left.f\right|_{U}$ is a homeomorphism onto its image. If $M \subset T \subset U$ are intervals, with $M$ compactly contained in $T$ (written $M \Subset T$ ), the cross-ratio distortion of the map $f$ on the pair of intervals $(M, T)$ is defined to be the ratio

$$
\operatorname{CrD}(f ; M, T)=\frac{[f(M), f(T)]}{[M, T]}
$$

If $\left.f\right|_{T}$ is the restriction of a projective (Möbius) transformation, then one can easily see that $\operatorname{CrD}(f ; M, T)=1$.

Let us examine a few important properties of cross-ratio distortion. The first is that it satisfies a chain rule.

Lemma 5.3 (Chain Rule). Let $f: N \rightarrow N$ and $U \subset N$ be as before. Given two intervals $M \Subset T \subset U$, and given $n \in \mathbb{N}$, we have

$$
\operatorname{CrD}\left(f^{n} ; M, T\right)=\prod_{i=0}^{n-1} \operatorname{CrD}\left(f ; f^{i}(M), f^{i}(T)\right)
$$

Proof. The proof is by direct computation using a simple telescoping trick - the details are left as an exercise.

Also, when $\left.f\right|_{T}$ is a diffeomorphism onto its image and $\left.\log D f\right|_{T}$ has bounded variation in $T$, then an easy calculation using the mean value theorem shows that $\operatorname{CrD}(f ; M, T) \leqslant e^{2 V}$, where $V=\operatorname{Var}\left(\left.\log D f\right|_{T}\right)$.

Now, if $\left.f\right|_{U}$ is a diffeomorphism onto its image, we define $\delta_{f}: U \times U \rightarrow \mathbb{R}$ by

$$
\delta_{f}(x, y)=\left\{\begin{array}{cc}
\log \frac{f(x)-f(y)}{x-y}, & \text { if } x \neq y \\
\log D f(x), & \text { if } x=y
\end{array}\right.
$$

If $f$ is $C^{3}$ then $\delta_{f}$ is $C^{2}$, and the following facts are straightforward (see also Exercise 5.5).
(i) For all $M \subset T \subset U$,

$$
\begin{equation*}
\log \operatorname{CrD}(f ; M, T)=\iint_{M \times T} \frac{\partial^{2} \delta_{f}}{\partial x \partial y} d x d y \tag{5.4}
\end{equation*}
$$

(ii) For all $x \in U$ we have

$$
\lim _{y \rightarrow x} \frac{\partial^{2} \delta_{f}}{\partial x \partial y}(x, y)=\frac{1}{6} S f(x)
$$

where $S f$ is the Schwarzian derivative of $f$.
Remark 5.1. The mixed partial derivative appearing in (5.4) is, up to a multiplicative constant, what one calls the bi-Schwarzian of $f$. More precisely, the bi-Schwarzian $B_{f}$ is defined as

$$
B_{f}(x, y)=6 \frac{\partial^{2} \delta_{f}}{\partial x \partial y}(x, y)
$$

Clearly, $B_{f}(x, y) \rightarrow S f(x)$ as $y \rightarrow x$, hence the name. The bi-Schwarzian is a cocycle, in the sense that it satisfies a chain rule: if $f, g$ are $C^{3}$ maps for which $f \circ g$ makes sense, then $B_{f \circ g}(x, y)=g^{\prime}(x) g^{\prime}(y) B_{f}(g(x), g(y))+B_{g}(x, y)$. This is entirely consistent with the chain rule for the Schwarzian, to wit,

$$
S(f \circ g)=S f \circ g \cdot[D g]^{2}+S g
$$

Unlike the Schwarzian, which is used extensively, the bi-Schwarzian will not be used in the present book.

The cross-ratio is preserved by maps with zero Schwarzian derivative (since these are Moebius transformations, as we have seen in Proposition 5.1). As it turns out, it is weakly contracted by maps with negative Schwarzian derivative. This is the content of our next lemma.

Lemma 5.4. If $f$ is a $C^{3}$ diffeomorphism with $S f<0$, then for any two intervals $M \subset T$ contained in the domain of $f$ we have $\operatorname{CrD}(f ; M, T)<1$, that is, $[f(M), f(T)]<[M, T]$.

Proof. The proof is the one given in de Melo and van Strien [ibid., Section IV.1]. Let $M=[b, c] \subseteq T=[a, d]$. Let us call $L$ and $R$ the two connected components
of $T \backslash M$. Let $\phi$ be the (unique) Möbius transformation such that $\phi(f(a))=a$, $\phi(f(b))=b$ and $\phi(f(d))=d$. Note that $\phi \circ f$ is a $C^{3}$ diffeomorphism with negative Schwarzian derivative, since $S(\phi \circ f)=S f<0$ by Proposition 5.1.

We claim that $\phi(f(c))>c$. Indeed, if this is not true, then by the Mean Value Theorem there exist $z_{0} \in[a, b], z_{1} \in[b, c]$ and $z_{2} \in[c, d]$ such that

$$
\begin{aligned}
& D(\phi \circ f)\left(z_{0}\right)=\frac{\phi(f(a))-\phi(f(b))}{a-b}=1, \\
& D(\phi \circ f)\left(z_{1}\right)=\frac{\phi(f(c))-\phi(f(b))}{c-b} \leqslant 1 \quad \text { and } \\
& D(\phi \circ f)\left(z_{2}\right)=\frac{\phi(f(d))-\phi(f(c))}{d-c} \geqslant 1 .
\end{aligned}
$$

If $z_{1} \in\left(z_{0}, z_{2}\right)$, the previous inequalities contradict the Minimum Principle for diffeomorphisms with negative Schwarzian derivative. ${ }^{2}$ Therefore, $\phi(f(c))>c$ as claimed. With this at hand we get:

$$
\operatorname{CrD}(\phi \circ f ; M, T)=\frac{[\phi(f(M)), \phi(f(T))]}{[M, T]}=\frac{|M \cup L||\phi(f(c))-d|}{|R||a-\phi(f(c))|}<1 .
$$

Since $\phi$ is a Möbius transformation, $\operatorname{CrD}(\phi \circ f ; M, T)=\operatorname{CrD}(f ; M, T)$ and the lemma is proved.

### 5.3.3 Behavior near critical points

The circle maps we are interested in from now onwards possess critical points more specifically, non-flat critical points. Here is what we mean by non-flat.

Definition 5.1. We say that a critical point $c$ of a $C^{r}$ one-dimensional map $f$ is non-flat of degree $d>1$ if there exists a neighborhood $W$ of the critical point such that $f(x)=f(c)+\phi(x)|\phi(x)|^{d-1}$ for all $x \in W$, where $\phi: W \rightarrow \phi(W)$ is a $C^{r}$ diffeomorphism such that $\phi(c)=0$. The number $d$ is also called the criticality, the type or the order of $c$.

[^15]Example 1. Every critical point of a real-analytic map is non-flat, and its criticality must be a positive integer.

The following proposition clarifies the geometric behavior of a map near a nonflat critical point. It shows, among other things, that the Schwarzian derivative is always negative around such a critical point.
Proposition 5.4. Given a $C^{3}$ map $f$ with a non-flat critical point $c$ of criticality $d>1$, there exists a neighborhood $U \subseteq W$ of $c$ such that
(i) $f$ has negative Schwarzian derivative on $U \backslash\{c\}$. More precisely, there exists $K=K(f)>0$ such that for all $x \in U \backslash\{c\}$ we have

$$
S f(x)<-\frac{K}{(x-c)^{2}}
$$

(ii) There exist constants $0<\alpha<\beta$ such that for all $x \in U$

$$
\alpha|x-c|^{d-1}<D f(x)<\beta|x-c|^{d-1}
$$

Moreover, $\alpha$ and $\beta$ can be chosen so that $\beta<(3 / 2) \alpha$.
(iii) Given a non-empty interval $J \subseteq U$ and $x \in J$ we have

$$
D f(x) \leqslant 3 d \frac{|f(J)|}{|J|}
$$

(iv) Given two non-empty intervals $M \subseteq T \subseteq U$ we have

$$
\operatorname{CrD}(f ; M, T) \leqslant 9 d^{2}
$$

Proof. From Definition 5.1, there exists a neighborhood of the critical point $c$ such that $f(x)=g(\phi(x))+f(c)$, where $g$ is the map given by

$$
g(x)= \begin{cases}x^{d} & \text { if } x>0 \\ -(-x)^{d} & \text { if } x<0\end{cases}
$$

and $\phi$ is a $C^{3}$ diffeomorphism with $\phi(c)=0$. A simple computation shows that for all $x \neq 0$ we have

$$
\begin{equation*}
S g(x)=-\frac{\left(d^{2}-1\right)}{2 x^{2}} \tag{5.5}
\end{equation*}
$$

We proceed to the proof of all four assertions in the statement of our proposition.
(i) The chain rule for the Schwarzian derivative gives $S f=S g(\phi)(D \phi)^{2}+S \phi$. From (5.5), we get:

$$
S g(\phi(x))(D \phi(x))^{2}=-\frac{1}{2}(d-1)(d+1)\left(\frac{D \phi(x)}{\phi(x)}\right)^{2} \leqslant-\frac{A}{(\phi(x))^{2}}
$$

where $A=\frac{1}{2}\left(d^{2}-1\right) \min _{x}|D \phi(x)|>0$. In particular:

$$
S f(x)<\frac{-A+S \phi(x)(\phi(x))^{2}}{(\phi(x))^{2}}
$$

On the other hand, since $\phi$ is a diffeomorphism, $|S \phi(x)|<M$ for some $M>0$. Then we can choose $\delta>0$ such that for all $x \in(c-\delta, c+\delta)$ we have $|\phi(x)|<\sqrt{\frac{A}{M}}$, and this implies that $S f<0$ in $(c-\delta, c+\delta) \backslash\{c\}$. Finally, since $\phi$ is bi-Lipschitz we have $|\phi(x)| \asymp|x-c|$ and this proves (i).
(ii) This follows at once from Taylor's formula, since:

$$
\lim _{x \rightarrow c}\left(\frac{D f(x)}{|x-c|^{d-1}}\right)=d(D \phi(c))^{d}>0
$$

(iii) With (ii) at hand the proof of (iii) goes as follows. Let $J=(a, b) \subseteq U$. By symmetry it is enough to consider the following two cases:
(a) We have $c \leqslant a<b$. In this case, given any $x \in(a, b)$, we see that

$$
\begin{aligned}
\frac{D f(x)|J|}{|f(J)|} & \leqslant \frac{\beta(x-c)^{d-1}(b-a)}{\alpha \int_{a}^{b}(t-c)^{d-1} d t} \\
& \leqslant\left(\frac{\beta d}{\alpha}\right) \frac{(b-c)^{d-1}(b-c-a+c)}{(b-c)^{d}-(a-c)^{d}} \\
& =\left(\frac{\beta d}{\alpha}\right)\left(1+\frac{(a-c)^{d}-(b-c)^{d-1}(a-c)}{(b-c)^{d}-(a-c)^{d}}\right) \\
& \leqslant \frac{\beta d}{\alpha}<3 d / 2
\end{aligned}
$$

(b) We have $a<c<b$. Without loss of generality, we may assume that $|a-c|<|c-b|$. If $x \in J$, then

$$
\begin{aligned}
\frac{D f(x)|J|}{|f(J)|} & \leqslant \frac{\beta|x-c|^{d-1}|b-a|}{\int_{c}^{b} D f(t) d t} \\
& \leqslant \frac{2 \beta|b-c|^{d}}{\int_{c}^{b} \alpha(t-c)^{d-1} d t}=\frac{2 \beta d}{\alpha}<3 d .
\end{aligned}
$$

(iv) Finally, let us call $L, R$ the two connected components of $T \backslash M$. By the Mean Value Theorem there exist $z_{0} \in L$ and $z_{1} \in R$ such that

$$
\operatorname{CrD}(f ; M, T)=\frac{D f\left(z_{0}\right) D f\left(z_{1}\right)|L \cup M||M \cup R|}{|f(L \cup M)||f(M \cup R)|} .
$$

Since $z_{0} \in L \cup M$ and $z_{1} \in R \cup M$ we deduce from (iii) that

$$
\operatorname{CrD}(f ; M, T) \leqslant(3 d)^{2} .
$$

Remark 5.2. Using property (ii) above, it is not difficult to see that, when $f$ is injective, there exists a constant $\gamma=\gamma(f)>0$ such that, for any two points in the domain of $f$ with $|x-c| \leqslant|y-c|$, we have

$$
\frac{|f(x)-f(c)|}{|f(y)-f(c)|} \leqslant \gamma\left(\frac{|x-c|}{|y-c|}\right)^{d}
$$

This remark will be used in the proof of Proposition 6.1.

### 5.4 The Cross-ratio Inequality

One of the main reasons why cross-ratio distortion is a useful tool in one-dimensional dynamics is the Cross-ratio Inequality. Various essentially equivalent formulations of this tool were given during the eighties. The reader will find extensive material on this topic in de Melo and van Strien [1993, Ch. IV].

Our purpose in this section is to prove the following version of the Crossratio Inequality which, apart from notational differences, is essentially the one in Świątek [1988]. First, let us introduce a useful terminology. As before, we denote
by $N$ either the unit circle or the real line. Given a family of intervals $\mathscr{F}$ in $N$ and a positive integer $m$, we say that $\mathscr{F}$ has multiplicity of intersection at most $m$ if each $x \in \boldsymbol{S}^{1}$ belongs to at most $m$ elements of $\mathscr{F}$.

Theorem 5.1 (Cross-ratio Inequality). If $f: S^{1} \rightarrow S^{1}$ is a $C^{3}$ strictly monotone smooth map all of whose critical points are non-flat, there exists a constant $C>1$, depending only on $f$, such that the following holds. If $M_{i} \Subset T_{i} \subset S^{1}$, where $i$ runs through some finite set of indices $\mathscr{I}$, are intervals on the circle such that the family $\left\{T_{i}: i \in \mathscr{I}\right\}$ has multiplicity of intersection at most $m$, then

$$
\begin{equation*}
\prod_{i \in \mathscr{I}} \operatorname{CrD}\left(f ; M_{i}, T_{i}\right) \leqslant C^{m} \tag{5.6}
\end{equation*}
$$

This theorem was first obtained by Yoccoz in a slightly different form involving a certain degenerate cross-ratio, see Yoccoz [1984b, Section 4]. The specific version stated above can be found in Świątek [1988, Section 2]. We provide only a sketch of the proof, and the reader is invited to fill in the details as an exercise.

Proof of Theorem 5.1. Let $\mathscr{U}=\bigcup W_{i}$, where the $W_{i}$ 's are as in Definition 5.1, and let $\mathscr{V}$ be an open set with $\mathscr{U} \cup \mathscr{V}=\boldsymbol{S}^{1}$ whose closure does not contain any critical point of $f$. We assume without loss of generality that the maximum length of the $T_{i}$ 's is smaller than the Lebesgue number of the covering $\{\mathscr{U}, \mathscr{V}\}$. Write the product on the left-hand side of $(5.6)$ as $P_{1} \cdot P_{2}$, where

$$
P_{1}=\prod_{T_{i} \subseteq \mathscr{V}} \operatorname{CrD}\left(f ; M_{i}, T_{i}\right), \quad P_{2}=\prod_{T_{i} \subseteq \mathscr{U}} \operatorname{CrD}\left(f ; M_{i}, T_{i}\right)
$$

Then on the one hand we claim that $P_{1} \leqslant e^{2 m V}$, where $V=\operatorname{var}\left(\left.\log D f\right|_{V}\right)$. Indeed:

$$
\begin{aligned}
\log P_{1} & =\sum_{T_{i} \subseteq \mathscr{V}} \log \operatorname{CrD}\left(f ; M_{i}, T_{i}\right) \\
& =\sum_{T_{i} \subseteq \mathscr{V}} \log D f\left(w_{i}\right)-\log D f\left(x_{i}\right)+\log D f\left(y_{i}\right)-\log D f\left(z_{i}\right) \leqslant 2 m V
\end{aligned}
$$

where the points $w_{i}, x_{i}, y_{i}$ and $z_{i}$ belong to $T_{i}$ and are given by the Mean Value Theorem. On the other hand, the factors making up $P_{2}$ are of two types: those such that $\left.f\right|_{T_{i}}$ is a diffeomorphism onto its image, and those such that $T_{i}$ contains some critical point of $f$. By Proposition 5.4, all factors of the first type have
negative Schwarzian and therefore, by Lemma 5.4 , satisfy $\operatorname{CrD}\left(f ; M_{i}, T_{i}\right)<1$. Factors of the second type are easily controlled by the non-flatness condition: $\operatorname{CrD}\left(f ; M_{i}, T_{i}\right) \leqslant 9 d^{2}$, where $d>1$ is the order of the critical point that belongs to $T_{i}$ (again, see Proposition 5.4). Since there are at most $m N$ such factors (where $N$ is the number of critical points of $f$ ), the result follows. For more details, see Świątek [ibid., Section 2].

When used in combination with the chain rule (Lemma 5.3), Theorem 5.1 is a great tool for estimating the cross-ratio distortion of large iterates of multicritical circle maps (to be defined in the next chapter).

### 5.5 A cancellation lemma

In this final section of Chapter 5 we state and prove a technical result called the cancellation lemma (see Lemma 5.7 below), which is due to Świątek [1992]. We will not provide specific applications of Lemma 5.7 in this book, rather we refer to the original paper by Świątek (but see some remarks after the proof of Lemma 5.7). Its proof is a nice illustration of the power of some of the tools we have presented in this chapter, such as the Schwarzian derivative and cross-ratio distortion.

Let $\mathscr{X}=\operatorname{Diff}_{+}^{3}([0,1])$ be the group (under composition) of orientation-preserving $C^{3}$ diffeomorphisms of $[0,1]$ fixing the boundary, and let $\mathscr{Y}=\operatorname{Diff}_{+}^{3}(\mathbb{R})$ be the group (under composition) of orientation-preserving $C^{3}$ diffeomorphisms of the real line. There is a natural group isomorphism between $\mathscr{X}$ and $\mathscr{Y}$. Indeed, consider first the real-analytic diffeomorphism $\psi: \mathbb{R} \rightarrow(0,1)$ given by $\psi(x)=1 /\left(1+e^{-x}\right)$, whose inverse $\psi^{-1}:(0,1) \rightarrow \mathbb{R}$ is given by $\psi^{-1}(y)=$ $\log (y /(1-y))$, and then consider the isomorphism $\Psi: \mathscr{X} \rightarrow \mathscr{Y}$ given by $\Psi(f)=\psi^{-1} \circ f \circ \psi$.


The isomorphism $\Psi$ is natural from the hyperbolic geometry viewpoint: given $x<y$ in $(0,1)$ write $(0,1)=L \cup M \cup R$, where $M=(x, y)$ and $L$ and $R$ are the connected components of $(0,1) \backslash M$, and define a distance $d_{h y p}$ between $x$
and $y$ by

$$
d_{\text {hyp }}(x, y)=-\log [M, T]=-\log \left(\frac{|L|}{|L \cup M|} \frac{|R|}{|M \cup R|}\right) .
$$

In other words,

$$
d_{\text {hyp }}(x, y)=-\log \left(\frac{x}{1-x} \frac{1-y}{y}\right) .
$$

It is easy to see that $\psi$ is an isometry ${ }^{3}$ between the Euclidean distance in the real line and the hyperbolic distance in $(0,1)$. By Lemma 5.4 , elements in $\mathscr{X}$ with non-negative Schwarzian derivative weakly expand the cross-ratio $[M, T$ ], and then they weakly contract the hyperbolic distance. This gives us the following fact.

Lemma 5.5. Let $f \in \mathscr{X}$ with $S f \geqslant 0$. Then $0<D(\Psi(f))(x) \leqslant 1$ for all $x \in \mathbb{R}$.

The isomorphism $\Psi$ identifies the family $\left\{T_{\lambda}\right\}_{\lambda \in \mathbb{R}} \subset \mathscr{Y}$ of translations of the real line, $T_{\lambda}(x)=x+\lambda$ for any $x \in \mathbb{R}$, with the family $\left\{M_{\lambda}\right\}_{\lambda \in \mathbb{R}} \subset \mathscr{X}$ of Möbius transformations

$$
M_{\lambda}(x)=\frac{x}{\left(1-e^{-\lambda}\right) x+e^{-\lambda}} \quad \text { for } x \in(0,1)
$$

Indeed, note that $\left(M_{\lambda} \circ \psi\right)(x)=\psi(x+\lambda)$ for any $x \in \mathbb{R}$ and any $\lambda \in \mathbb{R}$. In particular, $\left\{M_{\lambda}\right\}_{\lambda \in \mathbb{R}}$ is abelian under composition, and $M_{\lambda_{1}} \circ M_{\lambda_{2}}=M_{\lambda_{1}+\lambda_{2}}$ for all $\lambda_{1}, \lambda_{2} \in \mathbb{R}$, as well as $M_{\lambda}^{-1}=M_{-\lambda}$ for all $\lambda \in \mathbb{R}$.

Let us point out another nice property of $\Psi$.
Lemma 5.6. For any $f, g \in \mathscr{X}$ we have $\|f-g\|_{C^{0}([0,1])} \leqslant\|\Psi(f)-\Psi(g)\|_{C^{0}(\mathbb{R})}$.
Note that Lemma 5.6 follows at once from the fact that

$$
D \psi(x)=\frac{1}{\left(1+e^{x}\right)\left(1+e^{-x}\right)} \in(0,1 / 4] \quad \text { for all } x \in \mathbb{R} .
$$

The following cancellation lemma is due to Świątek [1992], and is the main result of Section 5.5.

[^16]Lemma 5.7. Let $\left\{\lambda_{n}\right\} \subset \mathbb{R}$ and let $\left\{\phi_{n}\right\} \subset \mathscr{X}$ be such that $S \phi_{n} \geqslant 0$ for all $n \in \mathbb{N}$. Then we have

$$
\left\|M_{\lambda_{n}} \circ \phi_{n} \circ \cdots \circ M_{\lambda_{1}} \circ \phi_{1}-\phi_{n} \circ \cdots \circ \phi_{1}\right\|_{C^{0}([0,1])} \leqslant 2 \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} \lambda_{i}\right|
$$

for all $n \in \mathbb{N}$.
Our proof of Lemma 5.7 follows the original paper by Świątek [ibid., Section 3, pages 91-93].

Proof of Lemma 5.7. By Lemma 5.6, it is enough to prove that

$$
\left\|\Psi\left(M_{\lambda_{n}} \circ \phi_{n} \circ \cdots \circ M_{\lambda_{1}} \circ \phi_{1}\right)-\Psi\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)\right\|_{C^{0}(\mathbb{R})} \leqslant 2 \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} \lambda_{i}\right|
$$

For each $t \in[0,1]$ consider $\eta_{n}^{t} \in \mathscr{Y}$ defined by

$$
\eta_{n}^{t}=T_{t \lambda_{n}} \circ \Psi\left(\phi_{n}\right) \circ T_{t \lambda_{n-1}} \circ \Psi\left(\phi_{n-1}\right) \circ \cdots \circ T_{t \lambda_{2}} \circ \Psi\left(\phi_{2}\right) \circ T_{t \lambda_{1}} \circ \Psi\left(\phi_{1}\right)
$$

In other words, for any $x \in \mathbb{R}$ we have

$$
\eta_{1}^{t}(x)=\Psi\left(\phi_{1}\right)(x)+t \lambda_{1} \quad \text { and } \quad \eta_{n+1}^{t}(x)=\Psi\left(\phi_{n+1}\right)\left(\eta_{n}^{t}(x)\right)+t \lambda_{n+1}
$$

Note that

$$
\eta_{n}^{0}=\Psi\left(\phi_{n} \circ \phi_{n-1} \circ \cdots \circ \phi_{2} \circ \phi_{1}\right)
$$

and also that

$$
\eta_{n}^{1}=\Psi\left(M_{\lambda_{n}} \circ \phi_{n} \circ M_{\lambda_{n-1}} \circ \phi_{n-1} \circ \cdots \circ M_{\lambda_{2}} \circ \phi_{2} \circ M_{\lambda_{1}} \circ \phi_{1}\right)
$$

In particular, for all $x \in \mathbb{R}$ and $n \in \mathbb{N}$ we have

$$
\begin{aligned}
\mid\left(\Psi\left(M_{\lambda_{n}} \circ \phi_{n} \circ \cdots \circ M_{\lambda_{1}} \circ \phi_{1}\right)-\right. & \left.\Psi\left(\phi_{n} \circ \cdots \circ \phi_{1}\right)\right)(x) \mid \\
& =\left|\left(\eta_{n}^{1}-\eta_{n}^{0}\right)(x)\right| \leqslant \max _{t \in[0,1]}\left|\frac{\partial \eta_{n}^{t}}{\partial t}(x)\right|
\end{aligned}
$$

To bound these derivatives, note that

$$
\frac{\partial \eta_{1}^{t}}{\partial t}(x)=\lambda_{1} \quad \text { and } \quad \frac{\partial \eta_{n+1}^{t}}{\partial t}(x)=D \Psi\left(\phi_{n+1}\right)\left(\eta_{n}^{t}(x)\right) \frac{\partial \eta_{n}^{t}}{\partial t}(x)+\lambda_{n+1}
$$

from which it follows that

$$
\frac{\partial \eta_{n+1}^{t}}{\partial t}(x)=\lambda_{n+1}+\sum_{j=1}^{n} \lambda_{j} \prod_{i=j}^{n} D \Psi\left(\phi_{i+1}\right)\left(\eta_{i}^{t}(x)\right)
$$

for all $x \in \mathbb{R}, t \in[0,1]$ and $n \geqslant 1$. Now, for each $x \in \mathbb{R}, t \in[0,1]$ and $n \in \mathbb{N}$, define $\beta_{1}, \beta_{2}, \ldots, \beta_{n+1} \in(0,1]$ by setting $\beta_{n+1}=1$ and

$$
\beta_{j}=\prod_{i=j}^{n} D \Psi\left(\phi_{i+1}\right)\left(\eta_{i}^{t}(x)\right), \quad \forall 1 \leqslant j \leqslant n
$$

With this notation we have

$$
\frac{\partial \eta_{n+1}^{t}}{\partial t}(x)=\sum_{j=1}^{n+1} \lambda_{j} \beta_{j}
$$

Therefore, we need to prove that $\left|\sum_{j=1}^{n} \lambda_{j} \beta_{j}\right|$ is bounded by $2 M$, where

$$
M=\max \left\{\left|\sum_{i=1}^{j} \lambda_{i}\right|: 1 \leqslant j \leqslant n\right\}
$$

To do that, let us write

$$
\sum_{j=1}^{n} \lambda_{j} \beta_{j}=\beta_{n} \sum_{i=1}^{n} \lambda_{i}-\sum_{j=1}^{n-1}\left[\left(\beta_{j+1}-\beta_{j}\right) \sum_{i=1}^{j} \lambda_{i}\right]
$$

Since $\beta_{n} \in(0,1]$, we have $\left|\beta_{n} \sum_{i=1}^{n} \lambda_{i}\right|=\beta_{n}\left|\sum_{i=1}^{n} \lambda_{i}\right| \leqslant\left|\sum_{i=1}^{n} \lambda_{i}\right| \leqslant M$. Moreover, since $S \phi_{n} \geqslant 0$ for all $n \in \mathbb{N}$, we know from Lemma 5.5 that the sequence $\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{n}, \beta_{n+1}\right\} \subset(0,1]$ is non-decreasing:

$$
\beta_{j}(x, t, n)=D \Psi\left(\phi_{j+1}\right)\left(\eta_{j}^{t}(x)\right) \beta_{j+1}(x, t, n) \leqslant \beta_{j+1}(x, t, n)
$$

Therefore,

$$
\begin{aligned}
\left|\sum_{j=1}^{n-1}\left[\left(\beta_{j+1}-\beta_{j}\right) \sum_{i=1}^{j} \lambda_{i}\right]\right| & \leqslant \sum_{j=1}^{n-1}\left|\left(\beta_{j+1}-\beta_{j}\right) \sum_{i=1}^{j} \lambda_{i}\right| \\
& =\sum_{j=1}^{n-1}\left(\beta_{j+1}-\beta_{j}\right)\left|\sum_{i=1}^{j} \lambda_{i}\right| \\
& \leqslant M \sum_{j=1}^{n-1}\left(\beta_{j+1}-\beta_{j}\right)=M\left(\beta_{n}-\beta_{1}\right) \leqslant M
\end{aligned}
$$

Remark 5.3. The monotonicity of $\left\{\beta_{n}\right\}$ is crucial in the proof. Indeed, consider $\lambda_{n}=(-1)^{n} / \sqrt{n}$ and $\beta_{n}=1+\lambda_{n}$. Then $\left\{\beta_{n}\right\} \rightarrow 1$ and $\sum \lambda_{n}$ is finite, but $\sum \lambda_{n} \beta_{n}$ is unbounded. This is the reason why the non-negative Schwarzian condition is needed in Lemma 5.7.

Let $A=C^{0}([0,1])$ be the space of continuous functions from $[0,1]$ to the real line, and recall that $A$ is a Banach space when endowed with the sup norm. We can consider a homeomorphism from $\mathscr{X}$ onto $A$, called the nonlinearity function (see also Section 12.4), defined by

$$
\mathscr{N} f=\frac{D^{2} f}{D f}=D \log D f
$$

We then define the weight $\omega(f)$ of any given $f \in \mathscr{X}$ as

$$
\omega(f)=\int_{0}^{1} \mathscr{N} f=\log \frac{D f(1)}{D f(0)}
$$

which is a homomorphism from $\mathscr{X}$ onto (the additive group) $\mathbb{R}$, i.e.,

$$
\omega\left(f_{1} \circ f_{2} \circ \cdots \circ f_{n}\right)=\sum_{i=1}^{n} \omega\left(f_{i}\right)
$$

for $\left\{f_{1}, f_{2}, \ldots, f_{n}\right\} \subset \mathscr{X}$. The weight of an element of $\mathscr{X}$ carries its signed total distortion. The main point of the cancellation lemma (Lemma 5.7) is that it provides a bound in terms of the sum of the weights of the Möbius transformations
involved (note that $\omega\left(M_{\lambda}\right)=-2 \lambda$ for any $\lambda \in \mathbb{R}$ ), thus allowing cancellations. For instance, similar to what we did in the proof of the Cross-ratio Inequality above, we may consider a long composition of backwards iterates of a certain map $f$ (under the same hypothesis of Theorem 5.1). Iterates around the critical point (those related to the product $P_{2}$ ) will have non-negative Schwarzian derivative, while iterates disjoint from the critical neighborhoods (related to the product $P_{1}$ ) might be close to Möbius transformations (identifying the same intervals, and having the same weight). If the weights of these iterates almost cancel (even if the sum of their absolute values is not small), the cancellation lemma says that we still get an efficient approximation of the whole composition if we replace the Möbius transformations involved just by affine maps (identifying the same intervals). This is a rather technical but useful result, and we refer the reader to the original paper by Świątek [1992] for the implementation of these ideas.

## Exercises

Exercise 5.1. Let $f$ be a $C^{3}$ map into the reals defined in a neighborhood of 0 , which we assume is a regular point for $f$.
(i) Prove that there exists a unique fractional linear transformation $\psi$ such that

$$
\lim _{x \rightarrow 0} \frac{\psi \circ f(x)-x}{x^{3}}
$$

exists and is finite.
(ii) Show that the limit in (i) is in fact equal to $\frac{1}{6} S f(0)$.
(iii) For each $h>0$, write $M_{h}=[h, 2 h]$ and $T_{h}=[0,3 h]$, and let $A_{f}(h)$ be given by

$$
A_{f}(h)=\frac{a\left(f\left(M_{h}\right), f\left(T_{h}\right)\right)}{a\left(M_{h}, T_{h}\right)} .
$$

Show that

$$
S f(0)=-\frac{3}{2} \lim _{h \rightarrow 0} \frac{A_{f}(h)-h}{h^{2}}
$$

(iv) Find a similar formula to the one in (iii) in terms of distortion of the $b$-crossratio rather than that of the $a$-cross-ratio.

Exercise 5.2 (Constant negative Schwarzian). Given a positive constant $\alpha$, consider $f_{\alpha}: \mathbb{R} \rightarrow \mathbb{R}$ defined as

$$
f_{\alpha}(x)=\frac{\tanh (\sqrt{\alpha / 2} x)}{\tanh (\sqrt{\alpha / 2})}=\frac{1}{\tanh (\sqrt{\alpha / 2})} \frac{e^{\sqrt{2 \alpha} x}-1}{e^{\sqrt{2 \alpha} x}+1}
$$

Show that $f_{\alpha}$ is a real-analytic diffeomorphism onto its image, fixing $-1,0$ and 1 , and such that $S f_{\alpha}=-\alpha$ on the whole real line.
Exercise 5.3. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{3}$ circle diffeomorphism with irrational rotation number, and let $\mu_{2}$ be its (unique) 2 -automorphic measure (recall Section 3.4.3). Show that the sequence

$$
\left\{\frac{1}{n} \int_{S^{1}} S f^{n} d \mu_{2}\right\}_{n \in \mathbb{N}}
$$

is constant, equal to $\int_{S^{1}} S f d \mu_{2}$.
Exercise 5.4. Prove that cross-ratios are preserved by fractional linear (i.e., Möbius) transformations.
Exercise 5.5. Let $f$ be a $C^{3}$ diffeomorphism between intervals, and recall from Section 5.3.2 that the bi-Schwarzian $B_{f}$ has been defined as

$$
B_{f}(x, y)=6 \frac{\partial^{2} \delta_{f}}{\partial x \partial y}(x, y) .
$$

Show that $B_{f}(x, y) \rightarrow S f(x)$ as $y \rightarrow x$ (Hint: A straightforward computation gives

$$
\frac{\partial^{2} \delta_{f}}{\partial x \partial y}(x, y)=\frac{f^{\prime}(x) f^{\prime}(y)}{(f(x)-f(y))^{2}}-\frac{1}{(x-y)^{2}} .
$$

Write $f(y)$ and $f^{\prime}(y)$ as Taylor expansions around $x$, and take limit).
Exercise 5.6. Prove the chain rule for the bi-Schwarzian.
Exercise 5.7. Let $n \geqslant 1$ and let $f$ be a polynomial of degree $n+1$ with real coefficients. Suppose that all zeros of $D f$ are real, so that $D f(x)=c \prod_{i=1}^{n}(x-$ $\alpha_{i}$ ), where $c, \alpha_{1}, \ldots, \alpha_{n} \in \mathbb{R}$.
(i) Show that

$$
S f(x)=2 \sum_{1 \leqslant i<j \leqslant n} \frac{1}{\left(x-\alpha_{i}\right)\left(x-\alpha_{j}\right)}-\frac{3}{2}\left[\sum_{i=1}^{n} \frac{1}{x-\alpha_{i}}\right]^{2} .
$$

(ii) Deduce from (i) that $S f<0$.

Exercise 5.8. Consider the sequence $\left\{f_{n}\right\}_{n \geqslant 1} \subset \mathscr{X}=\operatorname{Diff}_{+}^{3}([0,1])$ of Möbius transformations given by

$$
f_{n}(x)=\frac{x}{\left(1-e^{1 / n}\right) x+e^{1 / n}}
$$

(i) Note that $\left\{f_{n}\right\}$ converges to the identity in $\mathscr{X}$.
(ii) Show that the sequence $\left\{\bigcirc_{n=1}^{N} f_{n}\right\}_{N \geqslant 1}$ has no limit in $\mathscr{X}$.

## Topological Classification and the Real Bounds

In this chapter we go beyond the theory of circle diffeomorphisms and begin the study of topological and geometric properties of smooth circle homeomorphisms having critical points. These dynamical systems are called multicritical circle maps (see Definition 6.1 below), and will be the main object of study in the remainder of this book.

After introducing some classical examples, we will prove that multicritical circle maps with irrational rotation number are topologically conjugate to a rotation (Theorem 6.2). This theorem is due to J.-C. Yoccoz [1984b], and is an extension of Denjoy's Theorem from Chapter 3. The proof of this result, to be given in Section 6.2, relies on the distortion tools presented in Chapter 5.

In Section 6.3 we state and prove one of the most fundamental results in this book: the real a-priori bounds (Theorem 6.3), first proved in the eighties by Herman [1988] and Świątek [1988]. We would like to remark that the Cross-ratio Inequality, namely Theorem 5.1, will play a major role in our proof of the real bounds. Theorem 6.3 (see also Theorem 6.4) is a cornerstone in the geometrical study of multicritical circle maps, and it will be invoked throughout the book.

We will close Chapter 6 with some of the first consequences of the real bounds,
such as the $C^{1}$-bounds and the negative Schwarzian property (see Section 6.4 and Section 6.5).

### 6.1 Definition and examples of multicritical circle maps

Let us start by defining the maps which will be the main object of study in the present chapter and beyond. The reader should make sure to recall the notion of non-flat critical point introduced in Chapter 5 (Definition 5.1).

Definition 6.1. $A$ multicritical circle map is an orientation preserving $C^{3}$ circle homeomorphism having $N \geqslant 1$ critical points, all of which are non-flat.

Being a homeomorphism, a multicritical circle map $f$ has a well defined rotation number $\rho \in(0,1)$. We will assume that $\rho$ is irrational, in which case it follows from Theorem 2.3 that there exists a unique $f$-invariant Borel probability measure $\mu$.

Definition 6.2. We define the signature of $f$ to be the $(2 N+2)$-tuple

$$
\left(\rho ; N ; d_{0}, d_{1}, \ldots, d_{N-1} ; \delta_{0}, \delta_{1}, \ldots, \delta_{N-1}\right)
$$

where $d_{i}$ is the criticality of the critical point $c_{i}$ for $0 \leqslant i \leqslant N-1$, and $\delta_{i}=$ $\mu\left[c_{i}, c_{i+1}\right)$ (with the convention that $c_{N}=c_{0}$ ).

In this section we provide some interesting families of real-analytic critical circle maps.

### 6.1.1 Blaschke products

Conforming with standard notation, we denote by $\widehat{\mathbb{C}}=\mathbb{C} \cup\{\infty\}$ the Riemann sphere. Consider the two-parameter family $f_{a, \omega}: \widehat{\mathbb{C}} \rightarrow \widehat{\mathbb{C}}$ of Blaschke products in the Riemann sphere $\widehat{\mathbb{C}}$ given by:

$$
\begin{equation*}
f_{a, \omega}(z)=e^{2 \pi i \omega} z^{2}\left(\frac{z-a}{1-a z}\right) \quad \text { for } a \geqslant 3 \text { and } \omega \in[0,1) \tag{6.1}
\end{equation*}
$$

As it happens with any Blaschke product, every map in this family commutes with the geometric involution around the unit circle $\Phi(z)=1 / \bar{z}$ (note that $\Phi$ is the identity in the unit circle), and therefore it leaves invariant the unit circle (in fact, every rational map leaving invariant the unit circle is a Blaschke product).

Moreover, its restriction to $S^{1}$ is a real-analytic homeomorphism (the fact that $f_{a, \omega}$ has topological degree one, when restricted to the unit circle, follows from the Argument Principle since it has two zeros and one pole in the unit disk). When $a>3$, each $f_{a, \omega}$ has four critical points in the Riemann sphere, which are all different and non-degenerate (quadratic), given by $0, \infty$,

$$
\begin{gather*}
w_{a}=\frac{a^{2}+3}{4 a}+\frac{\sqrt{(a+3)(a+1)(a-1)(a-3)}}{4 a}>1 \quad \text { and }  \tag{6.2}\\
1 / w_{a}=\frac{a^{2}+3}{4 a}-\frac{\sqrt{(a+3)(a+1)(a-1)(a-3)}}{4 a} \in(0,1) . \tag{6.3}
\end{gather*}
$$

In particular, the restriction of $f_{a, \omega}$ to the unit circle is a real-analytic diffeomorphism for any $a>3$. When $a \rightarrow 3$, both critical points $w_{a}>1$ and $1 / w_{a} \in(0,1)$ collapse to the point $w=1$, as we can see from (6.2) and (6.3). In other words, when $a \rightarrow 3$, the family $f_{a, \omega}$ converges to the boundary of the space of circle diffeomorphisms: for any $\omega \in\left[0,1\right.$ ), the restriction of $f_{3, \omega}$ to $\boldsymbol{S}^{1}$ is a real-analytic multicritical circle map with a single critical point at 1 , which is of cubic type, and with critical value $e^{2 \pi i \omega}$.

Now let $p, q \in \mathbb{C}$ with $|p|>1,|q|>1$, let $\omega \in[0,1)$ and consider $g_{p, q, \omega}$ : $\widehat{\mathbb{C}} \rightarrow \widehat{\mathbb{C}}$ given by

$$
\begin{equation*}
g_{p, q, \omega}(z)=e^{2 \pi i \omega} z^{3}\left(\frac{z-p}{1-\bar{p} z}\right)\left(\frac{z-q}{1-\bar{q} z}\right) . \tag{6.4}
\end{equation*}
$$

Just as before, every map in this family leaves invariant the unit circle. The following fact was proved by Zakeri [1999, Section 7].

Theorem 6.1. For any given $\rho \in(0,1) \backslash \mathbb{Q}$ and $\delta \in(0,1)$ there exists a unique $g_{p, q, \omega}$ of the form (6.4) such that $\left.g_{p, q, \omega}\right|_{\boldsymbol{S}^{1}}$ is a bi-critical circle map with signature $(\rho ; 2 ; 3,3 ; \delta, 1-\delta)$.

Remark 6.1. It would be interesting to extend Zakeri's construction in order to obtain representative families of Blaschke products that restrict to multicritical circle maps with $N \geqslant 3$ critical points. Such construction should be useful to understand rigidity and renormalization problems for multicritical circle maps with any given number of critical points (to be discussed in the fourth and last part of this book).


Figure 6.1: Topological behaviour of the Blaschke product $f_{3, \omega}(6.1)$ around the unit circle, for $\omega$ approximately equal to $1 / 8$. At the left of Figure 6.1 we see the preimage under $f_{3, \omega}$ of the annulus around the unit circle drawn at the right (in both planes, the unit circle is dashed). The complement of the annulus $A \cup B$ in the complex plane has two connected components, $C$ and $D$. The preimage of $C$ is the union $C^{\prime} \cup C^{\prime \prime}$, where the notation $C^{\prime}$ means that $f_{3, \omega}: C^{\prime} \rightarrow C$ has topological degree 1 (equivalently $f_{3, \omega}: C^{\prime \prime} \rightarrow C$ has topological degree 2 ). In the same way, the preimage of $D$ is the union $D^{\prime} \cup D^{\prime \prime}$, the preimage of $B$ is $B_{1}^{\prime} \cup B_{2}^{\prime} \cup B_{3}^{\prime}$ and the preimage of $A$ is $A^{\prime \prime \prime}$.

### 6.1.2 The Arnold family

Consider the two-parameter family $F_{a, b}: \mathbb{C} \rightarrow \mathbb{C}$ of entire maps in the complex plane given by

$$
F_{a, b}(z)=z+a-\frac{b}{2 \pi} \sin (2 \pi z) \quad \text { for } a \in[0,1) \text { and } b \geqslant 0
$$

Since each $F_{a, b}$ commutes with unitary horizontal translation, it is the lift of a holomorphic map of the punctured plane $f_{a, b}: \mathbb{C} \backslash\{0\} \rightarrow \mathbb{C} \backslash\{0\}$ under the universal cover $z \mapsto e^{2 \pi i z}$. Since $F_{a, b}$ preserves the real axis, $f_{a, b}$ preserves the unit circle. This classical two-parameter family of real-analytic circle maps was introduced by Arnold [1961], and it is known as the Arnold family.

For $b=0$, the family $f_{a, b}: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is just the family of rigid rotations $z \mapsto e^{2 \pi i a} z$. As it is easy to check, for $b \in(0,1)$ the Arnold family is still contained in the space of real-analytic circle diffeomorphisms. For $b=1$, however, the Arnold family belongs to the boundary of the space of circle diffeomor-


Figure 6.2: The rotation number, as it varies in the one parameter family $f_{a, 1}$ : $x \mapsto x+a-\frac{1}{2 \pi} \sin 2 \pi x$, produces a devil staircase.
phisms: each $F_{a, 1}$ projects to an orientation preserving real-analytic circle homeomorphism $f_{a, 1}$, which has a critical point (of cubic type) at the point $z=1$. The rotation number of $f_{a, 1}$ varies with the parameter $a$ in a continuous, monotone, non-decreasing way, and as we saw in Chapter 4 the resulting graph is a devil staircase; see Figure 6.2. Each interval $\left\{a \in[0,1): \rho\left(f_{a, 1}\right)=\theta\right\}$ degenerates to a point whenever $\theta$ is irrational and moreover, the set $\left\{a \in[0,1): \rho\left(f_{a, 1}\right) \in \mathbb{R} \backslash \mathbb{Q}\right\}$ has zero Lebesgue measure (Świątek [1988]). For integers $0 \leqslant p<q$, the set $\left\{a \in[0,1): \rho\left(f_{a, 1}\right)=p / q\right\}$ is a non-degenerate closed interval (a phase-locking interval, in the language of Chapter 4). Its interior is made up of parameters whose corresponding critical circle maps have two periodic orbits (both of period $q$ ), one attracting and one repelling, which collapse to a single parabolic orbit when the parameter reaches the boundary of this interval, see Epstein, Keen, and Tresser [1995].

Finally, we remark that for $b>1$ the maps $f_{a, b}: S^{1} \rightarrow S^{1}$ are no longer invertible (they possess two quadratic critical points). The dynamics of these maps
is much richer than the case of homeomorphisms: the rotation number becomes a rotation interval, and typical dynamics here have positive topological entropy, infinitely many periodic orbits (coexisting with dense orbits) and, under certain conditions on the combinatorics, they preserve an absolutely continuous probability measure (see Boyland [1986], Chenciner, Gambaudo, and Tresser [1984], Crovisier, Guarino, and Palmisano [2019], and Misiurewicz [1986] and references therein).

The examples presented in both Sections 6.1.1 and 6.1.2 show how multicritical circle maps arise as bifurcations from circle diffeomorphisms to endomorphisms, and in particular, from zero to positive topological entropy (compare with infinitely renormalizable unimodal maps, de Melo and van Strien [1993, $\mathrm{Ch} . \mathrm{VI}]$ ). This is one of the main reasons why multicritical circle maps attracted the attention of physicists and mathematicians interested in the boundary of chaos, see Dixon, Gherghetta, and Kenny [1996], Feigenbaum, Kadanoff, and Shenker [1982], Kadanoff and Shenker [1982], Lanford [1987, 1988], MacKay [1983, 1993], Ostlund et al. [1983], Rand [1987, 1988, 1992], and Shenker [1982].

### 6.2 Topological classification

Being a homeomorphism, a multicritical circle map $f$ has a well defined rotation number. Just as before, we will focus on the case when $f$ has no periodic orbits. In the early eighties, Yoccoz [1984b] proved that $f$ has no wandering intervals. More precisely, we have the following fundamental result.

Theorem 6.2 (Yoccoz). Let $f$ be a multicritical circle map with irrational rotation number $\rho$. Then $f$ is topologically conjugate to the rigid rotation $R_{\rho}$, i.e., there exists a homeomorphism $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ such that $h \circ f=R_{\rho} \circ h$.

It is not possible to remove the non-flatness condition on the critical points (recall Definitions 5.1 and 6.1). Indeed, Hall [1981] was able to construct $C^{\infty}$ homeomorphisms of the circle with no periodic points and no dense orbits.

As we have already observed in Chapter 5, in the presence of critical points, the standard distortion tools used for diffeomorphisms no longer apply, at least not directly, since $\log D f$ is unbounded (see Figure 6.3). We will need instead the tools introduced in Chapter 5, especially the Cross-ratio Inequality (Theorem 5.1).


Figure 6.3: The cocycle $\log D f$ is unbounded for a multicritical circle map $f$.

### 6.2.1 Dynamically symmetric intervals

The proof of Theorem 6.2 that we wish to present differs considerably from Yoccoz's original proof in Yoccoz [1984b] (which uses a certain degenerate cross-ratio instead of the one we use here).

The key to our proof is a comparability result for general dynamically symmetric intervals, that is, any pair of intervals with an endpoint in common $x \in S^{1}$, the other endpoints being $f^{q_{n}}(x)$ and $f^{-q_{n}}(x)$, for some $n>0$. This comparability result - Lemma 6.3 below - is also a crucial step in the proof of the real bounds to be presented in Section 6.3.

In order to accomplish our goal, we need the following two lemmas. The first lemma is proved by what is called the seven-point argument in Estevez and de Faria [2018]. The reader may find the name a bit puzzling, since only five points appear in the statement, but in fact seven points are used in the proof.

Lemma 6.1. There exists a constant $C_{1}>1$ depending only on $f$ satisfying the following. For each $n \geqslant 0$ there exist $z_{1}, z_{2}, z_{3}, z_{4}$ and $z_{5}$ points in $S^{1}$ with $z_{j+1}=f^{q_{n}}\left(z_{j}\right)$ such that

$$
\begin{equation*}
C_{1}^{-1} \leqslant \frac{\left|z_{i-1}-z_{i}\right|}{\left|z_{i+1}-z_{i}\right|} \leqslant C_{1}, \quad \text { for } i=2,3,4 \tag{6.5}
\end{equation*}
$$

Proof. Let $z \in \boldsymbol{S}^{1}$ be a point such that, for all $x \in \boldsymbol{S}^{1}$,

$$
\left|f^{q_{n}}(z)-z\right| \leqslant\left|f^{q_{n}}(x)-x\right|
$$

Then consider the seven points

$$
\begin{gathered}
z_{0}=f^{-4 q_{n}}(z), z_{1}=f^{-3 q_{n}}(z), z_{2}=f^{-2 q_{n}}(z), z_{3}=f^{-q_{n}}(z) \\
z_{4}=z, z_{5}=f^{q_{n}}(z), z_{6}=f^{2 q_{n}}(z)
\end{gathered}
$$

Note that, by our choice of $z$,

$$
\begin{equation*}
\left|z_{4}-z_{5}\right| \leqslant\left|z_{i}-z_{i+1}\right|, \text { for all } 0 \leqslant i \leqslant 5 . \tag{6.6}
\end{equation*}
$$

These seven points are cyclically ordered as given (either in clockwise or counterclockwise order in the circle), provided $n$ is sufficiently large. Let $J \subset S^{1}$ be the closed interval with endpoints $z_{0}$ and $z_{6}$ that contains $z=z_{4}$. For each $0 \leqslant i \leqslant 3$, let $T_{i}=\left[z_{i}, z_{i+3}\right] \subset J$ and $M_{i}=\left[z_{i+1}, z_{i+2}\right] \subset T_{i}$. Then the homeomorphism $f^{q_{n}}$ maps $T_{i}$ onto $T_{i+1}$ and $M_{i}$ onto $M_{i+1}$, for $0 \leqslant i \leqslant 2$. Moreover, the collection of intervals $\left\{T_{i}, f\left(T_{i}\right), \ldots, f^{q_{n}}\left(T_{i}\right)\right\}$ has intersection multiplicity equal to 3.
(i) Let us first prove (6.5) for $i=4$. Applying the Cross-ratio Inequality to $f^{q_{n}}$ and the pair $\left(M_{2}, T_{2}\right)$, we have

$$
\operatorname{CrD}\left(f^{q_{n}} ; M_{2}, T_{2}\right)=\frac{\left[M_{3}, T_{3}\right]}{\left[M_{2}, T_{2}\right]}=\frac{\left|z_{3}-z_{4}\right|\left|z_{5}-z_{6}\right|\left|z_{2}-z_{4}\right|}{\left|z_{4}-z_{6}\right|\left|z_{2}-z_{3}\right|\left|z_{4}-z_{5}\right|} \leqslant B
$$

where $B>1$ is a constant that depends only on $f$. But then, using (6.6), we see that

$$
\frac{\left|z_{3}-z_{4}\right|}{\left|z_{4}-z_{5}\right|} \leqslant B \frac{\left|z_{4}-z_{6}\right|}{\left|z_{5}-z_{6}\right|}=B\left(\frac{\left|z_{4}-z_{5}\right|}{\left|z_{5}-z_{6}\right|}+1\right) \leqslant 2 B .
$$

Therefore, defining $B_{1}=2 B$ and again using (6.6), we get

$$
\begin{equation*}
B_{1}^{-1} \leqslant \frac{\left|z_{3}-z_{4}\right|}{\left|z_{4}-z_{5}\right|} \leqslant B_{1} \tag{6.7}
\end{equation*}
$$

(ii) Let us now prove (6.5) for $i=3$. Applying the Cross-ratio Inequality to $f^{q_{n}}$ and the pair $\left(M_{1}, T_{1}\right)$, we have

$$
\operatorname{CrD}\left(f^{q_{n}} ; M_{1}, T_{1}\right)=\frac{\left[M_{2}, T_{2}\right]}{\left[M_{1}, T_{1}\right]}=\frac{\left|z_{2}-z_{3}\right|\left|z_{4}-z_{5}\right|\left|z_{1}-z_{3}\right|}{\left|z_{3}-z_{5}\right|\left|z_{1}-z_{2}\right|\left|z_{3}-z_{4}\right|} \leqslant B,
$$

or equivalently, using (6.6) and the upper bound in (6.7),

$$
\frac{\left|z_{2}-z_{3}\right|}{\left|z_{3}-z_{4}\right|} \leqslant B \frac{\left|z_{3}-z_{5}\right|}{\left|z_{4}-z_{5}\right|} \leqslant B\left(\frac{\left|z_{3}-z_{4}\right|}{\left|z_{4}-z_{5}\right|}+1\right) \leqslant B\left(B_{1}+1\right) .
$$

On the other hand, using (6.6) once again,

$$
\frac{\left|z_{3}-z_{4}\right|}{\left|z_{2}-z_{3}\right|} \leqslant \frac{\left|z_{3}-z_{4}\right|}{\left|z_{4}-z_{5}\right|} \leqslant B_{1} .
$$

Taking $B_{2}=B\left(B_{1}+1\right)$ and putting the last two inequalities together, we get

$$
\begin{equation*}
B_{2}^{-1} \leqslant \frac{\left|z_{2}-z_{3}\right|}{\left|z_{3}-z_{4}\right|} \leqslant B_{2} \tag{6.8}
\end{equation*}
$$

(iii) Finally, let us prove (6.5) for $i=2$. As before, applying the Cross-ratio Inequality to $f^{q_{n}}$ and the pair $\left(M_{0}, T_{0}\right)$, we have

$$
\operatorname{CrD}\left(f^{q_{n}} ; M_{0}, T_{0}\right)=\frac{\left[M_{1}, T_{1}\right]}{\left[M_{0}, T_{0}\right]}=\frac{\left|z_{1}-z_{2}\right|\left|z_{3}-z_{4}\right|\left|z_{0}-z_{2}\right|}{\left|z_{2}-z_{3}\right|\left|z_{0}-z_{1}\right|\left|z_{2}-z_{3}\right|} \leqslant B
$$

From this, using (6.6) and (6.8), we get on the one hand

$$
\begin{equation*}
\frac{\left|z_{1}-z_{2}\right|}{\left|z_{2}-z_{3}\right|} \leqslant B \frac{\left|z_{2}-z_{4}\right|}{\left|z_{3}-z_{4}\right|} \leqslant B\left(\frac{\left|z_{2}-z_{3}\right|}{\left|z_{3}-z_{4}\right|}+1\right) \leqslant B\left(B_{2}+1\right) . \tag{6.9}
\end{equation*}
$$

On the other hand, the inequalities (6.7) and (6.8) tell us that

$$
\begin{equation*}
\frac{\left|z_{2}-z_{3}\right|}{\left|z_{1}-z_{2}\right|} \leqslant B_{2} \frac{\left|z_{3}-z_{4}\right|}{\left|z_{1}-z_{2}\right|} \leqslant B_{2} B_{1} \frac{\left|z_{4}-z_{5}\right|}{\left|z_{1}-z_{2}\right|} \leqslant B_{2} B_{1} . \tag{6.10}
\end{equation*}
$$

Defining $B_{3}=\max \left\{B\left(B_{2}+1\right), B_{2} B_{1}\right\}=B_{1} B_{2}$, and using inequalities (6.9) and (6.10), we obtain

$$
B_{3}^{-1} \leqslant \frac{\left|z_{1}-z_{2}\right|}{\left|z_{2}-z_{3}\right|} \leqslant B_{3}
$$

Summarizing, we have proved (6.5) with $C_{1}=\max \left\{B_{1}, B_{2}, B_{3}\right\}=B_{3}>1$, a constant that indeed depends only on $f$.

Lemma 6.2. There exists a constant $C_{2}>1$ depending only on $f$ satisfying the following. Let $z_{1}, z_{2}, z_{3}, z_{4}$ and $z_{5}$ be the points given by Lemma 6.1. If $w_{0}, w_{1}, w_{2}, w_{3}$ and $w_{4}$ are points on the circle such that $w_{j+1}=f^{q_{n}}\left(w_{j}\right)$ and such that $w_{1}$ lies in the interval with endpoints $z_{1}$ and $z_{2}$ that does not contain $z_{3}$, then

$$
\begin{equation*}
\frac{\left|w_{1}-w_{2}\right|}{\left|w_{0}-w_{1}\right|} \leqslant C_{2} \quad \text { and } \quad C_{2}^{-1} \leqslant \frac{\left|w_{i-1}-w_{i}\right|}{\left|w_{i}-w_{i+1}\right|} \leqslant C_{2}, \text { for } i=2,3 \tag{6.11}
\end{equation*}
$$

Proof. To prove the first inequality, we consider the interval $T$ with endpoints $w_{0}$ and $w_{3}$ containing $z_{1}, w_{1}, z_{2}, w_{2}, z_{3}$, and the subinterval $M=\left[w_{1}, w_{2}\right] \subset T$. Note that $\left\{T, f(T), \ldots, f^{q_{n}}(T)\right\}$ has intersection multiplicity equal to 3 . Hence, applying the Cross-ratio Inequality to $f^{q_{n}}$ and the pair $(M, T)$, we get

$$
\left[f^{q_{n}}(M), f^{q_{n}}(T)\right] \leqslant B[M, T]
$$

or equivalently

$$
\begin{equation*}
\frac{\left|w_{1}-w_{2}\right|\left|w_{3}-w_{4}\right|}{\left|w_{1}-w_{3}\right|\left|w_{2}-w_{4}\right|} \leqslant B \frac{\left|w_{0}-w_{1}\right|\left|w_{2}-w_{3}\right|}{\left|w_{0}-w_{2}\right|\left|w_{1}-w_{3}\right|} \tag{6.12}
\end{equation*}
$$

Since the points $w_{0}, z_{1}, w_{1}, \ldots, z_{4}, w_{4}, z_{5}$ are cyclically ordered as given, we have the inequalities $\left|z_{1}-z_{2}\right| \leqslant\left|w_{0}-w_{2}\right|,\left|w_{2}-w_{3}\right| \leqslant\left|z_{2}-z_{4}\right|$, and $\left|w_{2}-w_{4}\right| \leqslant\left|z_{2}-z_{5}\right|$. Moreover, we have $\left|z_{4}-z_{5}\right| \leqslant\left|w_{3}-w_{4}\right|$, by our choice of $z=z_{4}$ in Lemma 6.1. These facts, when put back into (6.12), yield

$$
\frac{\left|w_{1}-w_{2}\right|}{\left|w_{0}-w_{1}\right|} \leqslant B \frac{\left|z_{2}-z_{4}\right|\left|z_{2}-z_{5}\right|}{\left|z_{1}-z_{2}\right|\left|z_{4}-z_{5}\right|} \leqslant B\left(C_{1}+C_{1}^{2}\right)\left(1+C_{1}+C_{1}^{2}\right),
$$

where we have used the inequalities of Lemma 6.1.
To prove the upper bound in the last two inequalities in (6.11), we simply note that $\left|w_{i}-w_{i+1}\right| \geqslant\left|z_{4}-z_{5}\right|$ and that $\left|w_{i-1}-w_{i}\right| \leqslant\left|z_{i-1}-z_{i+1}\right|$. Using the inequalities (6.5), we deduce that

$$
\frac{\left|w_{i-1}-w_{i}\right|}{\left|w_{i}-w_{i+1}\right|} \leqslant \frac{\left|z_{i-1}-z_{i}\right|}{\left|z_{4}-z_{5}\right|}+\frac{\left|z_{i}-z_{i+1}\right|}{\left|z_{4}-z_{5}\right|} \leqslant 2 C_{1}^{3}
$$

The lower bound for the same inequalities in (6.11) is proven in exactly the same way (the value obtained is $\left.\left(2 C_{1}^{3}\right)^{-1}\right)$. Thus, (6.11) is established, provided we take $C_{2}=\max \left\{2 C_{1}^{3}, B\left(C_{1}+C_{1}^{2}\right)\left(1+C_{1}+C_{1}^{2}\right)\right\}$.

We are now in a position to show that dynamically symmetric intervals are always comparable. In the lemma below, we make use of the following simple remark. Given $\xi \in \boldsymbol{S}^{1}$, let $J_{n}(\xi) \subset \boldsymbol{S}^{1}$ be the interval with endpoints $f^{-q_{n}}(\xi)$ and $f^{q_{n}}(\xi)$ that contains $\xi$. Then $\bigcup_{i=0}^{q_{n+1}} f^{-i}\left(J_{n}(\xi)\right)=\boldsymbol{S}^{1}$.

Lemma 6.3. There exists a constant $C_{3}>1$ depending only on $f$ such that, for all $n \geqslant 0$ and all $x \in \boldsymbol{S}^{1}$, we have

$$
\begin{equation*}
C_{3}^{-1}\left|x-f^{-q_{n}}(x)\right| \leqslant\left|f^{q_{n}}(x)-x\right| \leqslant C_{3}\left|x-f^{-q_{n}}(x)\right| . \tag{6.13}
\end{equation*}
$$

Proof. Note that it suffices to prove the second of the two inequalities in (6.13) for all $x$ (to get the first inequality from the second, just replace $x$ by $f^{-q_{n}}(x)$ ).

Thus, let $x \in \boldsymbol{S}^{1}$ and let $0 \leqslant i \leqslant q_{n+1}$ such that $f^{i}(x)$ lies on the interval $J$ with endpoints $z_{1}$ and $z_{3}$ that contains $z_{2}$, where $z_{1}, z_{2}, \ldots, z_{5}$ are the points given by Lemma 6.1. Such an $i$ exists because of the simple remark preceding the present lemma, applied to $\xi=z_{2}$ (so that $J_{n}\left(z_{2}\right)=J$ ). Then either $f^{i}(x) \in\left[z_{1}, z_{2}\right] \subset J$, or $f^{i}(x) \in\left(z_{2}, z_{3}\right] \subset J$. We prove the lemma assuming the former case (the proof in the latter case being similar).

Let us consider the points $w_{0}=f^{i-q_{n}}(x), w_{1}=f^{i}(x), w_{2}=f^{i+q_{n}}(x)$ and $w_{3}=f^{i+2 q_{n}}(x)$. Then we are in the situation of Lemma 6.2. Consider the interval $T$ with endpoints $f^{-q_{n}}(x)$ and $f^{2 q_{n}}(x)$ that contains $x$, and let $M=$ $\left[x, f^{q_{n}}(x)\right] \subset T$. Note that

$$
\begin{equation*}
[M, T]=\frac{\left|x-f^{-q_{n}}(x)\right|\left|f^{q_{n}}(x)-f^{2 q_{n}}(x)\right|}{\left|f^{q_{n}}(x)-f^{-q_{n}}(x)\right|\left|x-f^{2 q_{n}}(x)\right|} \leqslant \frac{\left|x-f^{-q_{n}}(x)\right|}{\left|f^{q_{n}}(x)-x\right|} \tag{6.14}
\end{equation*}
$$

From the inequalities (6.11) in Lemma 6.2, we also have

$$
\begin{equation*}
\left[f^{i}(M), f^{i}(T)\right]=\frac{\left|w_{0}-w_{1}\right|\left|w_{2}-w_{3}\right|}{\left|w_{0}-w_{2}\right|\left|w_{1}-w_{3}\right|} \geqslant \frac{1}{\left(1+C_{2}\right)^{2}} \tag{6.15}
\end{equation*}
$$

Since $\left\{T, f(T), \ldots, f^{i}(T)\right\}$ has intersection multiplicity at most equal to 3 , the Cross-ratio Inequality tells us that $\left[f^{i}(M), f^{i}(T)\right] \leqslant B[M, T]$, where the constant $B$ is the same as in the previous lemmas. Combining this fact with (6.14) and (6.15), we deduce that

$$
\left|f^{q_{n}}(x)-x\right| \leqslant B\left(1+C_{2}\right)^{2}\left|x-f^{-q_{n}}(x)\right|
$$

This proves (6.13), provided we take $C_{3}=B\left(1+C_{2}\right)^{2}$.

### 6.2.2 Proof of Yoccoz's theorem

Yoccoz's Theorem 6.2 is now a straightforward consequence of Lemma 6.3.

Proof of Theorem 6.2. Suppose, by contradiction, that there exists a wandering interval $J=(a, b)$, which we can assume to be maximal. For each $n \in \mathbb{N}$, let $\Delta_{n} \subset \boldsymbol{S}^{1}$ be the open interval with endpoints $f^{-q_{n}}(a), f^{q_{n}}(a)$ that contains $a$. Since $J$ is a wandering interval, its iterates are pairwise disjoint, so $f^{ \pm q_{n}}(a) \notin J$, and from this it follows that $\Delta_{n}$ must contain $J$ for all $n \in \mathbb{N}$. Hence the sequence $\left\{\left|\Delta_{n}\right|\right\}_{n \in \mathbb{N}}$ is bounded away from zero. However, since $J$ is maximal, the point $a$ is recurrent, and therefore there exists a subsequence $n_{i} \rightarrow \infty$ such that $f^{q_{n_{i}}}(a) \rightarrow a$ as $i \rightarrow \infty$. But then, by Lemma 6.3, we have also $f^{-q_{n_{i}}}(a) \rightarrow a$ as $i \rightarrow \infty$, and this tells us that $\left|\Delta_{n_{i}}\right| \rightarrow 0$ as $i \rightarrow \infty$. This contradiction shows that no such wandering interval $J$ exists, and the proof is complete.

Remark 6.2. The argument above gives a new proof of Denjoy's Theorem 3.4, since the Cross-ratio Inequality (Theorem 5.1) certainly holds whenever $f$ is a $C^{1}$ diffeomorphism and $\log D f$ has bounded variation (note that the Schwarzian derivative is not needed in this case: estimate (5.7) holds on the whole circle).

### 6.3 Real a priori bounds

Now that we understand the topology of a multicritical circle map $f$, we move to the more delicate task of understanding its geometry.

Our ultimate goal is to understand the geometry of $f$ at fine scales, in other words the asymptotic scaling structure of $f$. A general, informal principle in onedimensional dynamics is that, in order to understand the geometry of a map at fine scales, it suffices to understand the asymptotic geometry of the orbits of the critical points of the map. The first step towards this goal is to get some bounds on finite pieces of the orbit of a given critical point $c \in \boldsymbol{S}^{1}$, say up to a closest return time: $c, f(c), \ldots, f^{q_{n}-1}(c)$. The bounds we look for are bounds on the ratios of distances between (some of) these points, with constants that are independent of $n$. In fact, we will see that these constants are even asymptotically independent of $f$ itself.

The above description is admittedly rather vague, since we have not explained what we mean by expressions such as "geometry at fine scales" or "asymptotic scaling structure", but precise statements (and proofs) will be given below.

### 6.3.1 Dynamical partitions

Let $f$ be a homeomorphism without periodic points, i.e., with irrational rotation number $\rho \in(0,1)$, and let $\left\{q_{n}\right\}_{n \geqslant 0}$ be the corresponding sequence of return times (the denominators of the best rational approximations to $\rho$; see Chapter 1).

Let us fix some base point $x \in \boldsymbol{S}^{1}$. For each non-negative integer $n$, let $I_{n}(x)$ be the closed interval with endpoints $x$ and $f^{q_{n}}(x)$ that contains $f^{q_{n+2}}(x)$. Consider the following collection of closed intervals:
$\mathscr{P}_{n}(x)=\left\{f^{i}\left(I_{n}(x)\right): 0 \leqslant i \leqslant q_{n+1}-1\right\} \cup\left\{f^{j}\left(I_{n+1}(x)\right): 0 \leqslant j \leqslant q_{n}-1\right\}$
The following fact is fundamental.
Lemma 6.4. For each $n \geqslant 0$, the collection $\mathscr{P}_{n}(x)$ is a partition of the circle modulo endpoints.
Proof. Since the families $\mathscr{P}_{n}(x)$ are dynamically defined, we may assume by Yoccoz's Theorem 6.2 that $f$ is the rigid rotation of the unit circle of angle $\rho$. Let $\left\{p_{n} / q_{n}\right\}$ be the sequence of best rational approximations to $\rho$. As we saw in Chapter 1, eq. (1.6), for all $n \in \mathbb{N}$ we have

$$
\begin{equation*}
q_{n} p_{n+1}-q_{n+1} p_{n}=(-1)^{n} . \tag{6.16}
\end{equation*}
$$

The arithmetical properties of the continued fraction expansion of $\rho$ described in Chapter 1 imply that, for any point $x \in \boldsymbol{S}^{1}$, the iterates $\left\{f^{q_{n}}(x)\right\}_{n \in \mathbb{N}}$ are the closest returns of the orbit of $x$ under the rigid rotation $f$, in the following sense:

$$
d\left(x, f^{q_{n}}(x)\right)<d\left(x, f^{j}(x)\right) \quad \text { for any } \quad j \in\left\{1, \ldots, q_{n}-1\right\}
$$

where $d$ denote the standard distance in $\boldsymbol{S}^{1}$. In particular, all members of the family

$$
\left\{I_{n}(x), f\left(I_{n}(x)\right), \ldots, f^{q_{n+1}-1}\left(I_{n}(x)\right)\right\}
$$

are pairwise disjoint, and all members in the family

$$
\left\{I_{n+1}(x), f\left(I_{n+1}(x)\right), \ldots, f^{q_{n}-1}\left(I_{n+1}(x)\right)\right\}
$$

are pairwise disjoint too. Moreover, we claim that any two members in the union of these families (which is precisely $\mathscr{P}_{n}$ ) are disjoint. Indeed, suppose, by contradiction, that there exist $i<q_{n+1}$ and $j<q_{n}$ such that $f^{i}\left(I_{n}\right) \cap f^{j}\left(I_{n+1}\right) \neq \emptyset$. Without loss of generality, we may assume that $i<j=i+l$, for some $l<q_{n}$, and that the $q_{n}$-th iterate of every point $z \in \boldsymbol{S}^{1}$ is on the right-hand side of $z$, and consequently the $q_{n+1}$-th iterate is on the left-hand side of $z$. We have three possible cases to consider:

- If $f^{i}\left(I_{n}(x)\right) \subseteq f^{j}\left(I_{n+1}(x)\right)$, then $f^{j}\left(I_{n+1}(x)\right)$ intersects $f^{i}\left(I_{n+1}(x)\right)$ and this is impossible as explained above.
- If $f^{j}\left(I_{n+1}(x)\right) \subseteq f^{i}\left(I_{n}(x)\right)$, then the point $f^{j}(x)=f^{i+l}(x)$ is closer to $f^{i}(x)$ than $f^{i+q_{n}}(x)$, which is impossible since $l<q_{n}$.
- If both differences between $f^{j}\left(I_{n+1}(x)\right)$ and $f^{i}\left(I_{n}(x)\right)$ are non-empty and connected, then we have two sub-cases:

$$
\text { either } f^{j}(x) \in f^{i}\left(I_{n}(x)\right) \text { or } f^{j+q_{n+1}}(x) \in f^{i}\left(I_{n}(x)\right)
$$

In the first case, $f^{j}(x)=f^{i+l}(x)$ is closer to $f^{i}(x)$ than $f^{i+q_{n}}(x)$, and since $l<q_{n}$ this is a contradiction. In the second case, the point $f^{i+q_{n}}(x)=f^{j}\left(f^{q_{n}+i-j}(x)\right)$ is closer to $f^{j}(x)$ than $f^{j+q_{n+1}}(x)$, which again is impossible since $q_{n}+i-j<q_{n+1}$.
Therefore, any two members of $\mathscr{P}_{n}(x)$ are disjoint, as claimed.
Finally, since we are assuming that $f$ is the rigid rotation of angle $\rho$ in the (normalized) unit circle, the lengths of the intervals $I_{n}(x)$ and $I_{n+1}(x)$ are $\mid q_{n} \rho-$ $p_{n}\left|=q_{n}\right| \rho-p_{n} / q_{n} \mid$ and $q_{n+1}\left|p_{n+1} / q_{n+1}-\rho\right|$ respectively. Therefore, the total length of the union of the members of $\mathscr{P}_{n}(x)$ is equal to

$$
\left|q_{n} q_{n+1}\left(\frac{p_{n+1}}{q_{n+1}}-\frac{p_{n}}{q_{n}}\right)\right|=\left|q_{n} p_{n+1}-p_{n} q_{n+1}\right|
$$

By (6.16), this absolute value is equal to 1 , that is, the union of the members of $\mathscr{P}_{n}$ is a compact set of full Lebesgue measure, and therefore it covers the whole circle.

We call $\mathscr{P}_{n}(x)$ the $n$-th dynamical partition associated with $x$. The intervals of the form $f^{i}\left(I_{n}(x)\right)$ are called long, whereas those of the form $f^{j}\left(I_{n+1}(x)\right)$ are called short. The initial partition $\mathscr{P}_{0}(x)$ is given by

$$
\mathscr{P}_{0}(x)=\left\{\left[f^{i}(x), f^{i+1}(x)\right]: i \in\left\{0, \ldots, a_{0}-1\right\}\right\} \cup\left\{\left[f^{a_{0}}(x), x\right]\right\},
$$

where $a_{0}$ is the integer part of $1 / \rho$.
Example 1. Figure 6.4 shows the dynamical partition $\mathscr{P}_{1}(x)$ associated to a circle homeomorphism with rotation number $\rho(f)=\sqrt{2}-1=[2,2,2, \ldots]$, for which $q_{1}=2$ and $q_{2}=5$. Explicitly, writing $I_{1}=I_{1}(x)$ and $I_{2}=I_{2}(x)$, we have

$$
\mathscr{P}_{1}(x)=\left\{I_{1}, f\left(I_{1}\right), f^{2}\left(I_{1}\right), f^{3}\left(I_{1}\right), f^{4}\left(I_{1}\right)\right\} \cup\left\{I_{2}, f\left(I_{2}\right)\right\} .
$$



Figure 6.4: Dynamical partition $\mathscr{P}_{1}(x)$ of a circle homeomorphism with rotation number $\rho(f)=\sqrt{2}-1=[2,2,2, \ldots]$.

Remark 6.3. We end this section with the simple but very important observation that the dynamical partitions $\mathscr{P}_{n}(x)$ of a given point $x$ are nested. Indeed, it follows directly from the definition that every short atom of $\mathscr{P}_{n}(x)$ becomes a long atom of $\mathscr{P}_{n+1}(x)$, whereas each long atom of $\mathscr{P}_{n}(x)$ is partitioned into a disjoint union of short atoms of $\mathscr{P}_{n+1}(x)$.

### 6.3.2 The real bounds

We are now in a position to state and prove the following absolutely fundamental result in the theory of critical circle maps, known in the literature as the real
a priori bounds theorem, or simply the real bounds theorem. This theorem, in slightly different formulation, was first proved in the eighties by Herman [1988] and Świątek [1988]. Our exposition here follows very closely the one in Estevez and de Faria [2018, § 3]. See also Petersen [2000] for a different treatment.

Theorem 6.3 (Real A-priori Bounds). Let $f$ be a multicritical circle map. There exists a constant $C>1$ depending only of $f$ such that the following holds for every critical point $c$ of $f$. For all $n \geqslant 0$ and for each pair of adjacent atoms $I, J \in \mathscr{P}_{n}(c)$ we have

$$
C^{-1}|J| \leqslant|I| \leqslant C|J| .
$$

Intuitively, this theorem is saying that, in every dynamical partition $\mathscr{P}_{n}(c)$, any two consecutive atoms are comparable. See Section 6.3 .3 below, where the notion of comparability will be made more precise.

Note that for a rigid rotation (and any point $x \in S^{1}$ ) we have $\left|I_{n}(x)\right|=$ $a_{n+1}\left|I_{n+1}(x)\right|+\left|I_{n+2}(x)\right|$. If $a_{n+1}$ is very large, then $\left|I_{n}(x)\right|$ is much larger than $\left|I_{n+1}(x)\right|$. Thus, even for rigid rotations, real bounds do not hold in general.

The main tools to be used in the proof of Theorem 6.3 are the Cross-ratio Inequality (Theorem 5.1) and Lemma 6.3. All constants appearing in the proof, including constant $C_{3}$ of Lemma 6.3, can be traced back to the constant appearing in the Cross-ratio Inequality. We will denote these constants $C_{4}, C_{5}, \ldots$ in succession, keeping track of how each constant being introduced depends on the previous ones.

## Comparability of closest returns and beyond

The major step in the proof of Theorem 6.3 states that the atoms of the partition $\mathscr{P}_{n}(c)$ that are closest to the critical point $c$, including the closest return intervals $I_{n}(c)$ and $I_{n+1}(c)$, are pairwise comparable. This is the contents of Proposition 6.1 below. In order to simplify the notation a bit, from now until the end of this section we write $I_{n}=I_{n}(c)$ and $I_{n+1}=I_{n+1}(c)$, as well as $I_{n}^{i}=f^{i}\left(I_{n}\right)$ for all $i$ and $I_{n+1}^{j}=f^{j}\left(I_{n+1}\right)$ for all $j$.

Proposition 6.1. The six intervals in Figure 6.5 are pairwise comparable. More precisely, there exists a constant $C_{4}>1$ depending only on $f$ such that, for all $n \geqslant 1$ and for all $I, J \in\left\{I_{n}, I_{n+1}, I_{n}^{q_{n}}, I_{n}^{q_{n+1}}, I_{n+1}^{q_{n}}, I_{n}^{q_{n+1}-q_{n}}\right\}$, we have

$$
\begin{equation*}
C_{4}^{-1} \leqslant \frac{|I|}{|J|} \leqslant C_{4} \tag{6.17}
\end{equation*}
$$



Figure 6.5: The six intervals of Proposition 6.1.

Proof. We break up the proof into several steps, as follows.
(i) The intervals $I_{n}$ and $I_{n}^{q_{n}}$ are comparable. Indeed, these two intervals are dynamically symmetric with respect to their common endpoint $f^{q_{n}}(c)$. Hence, by Lemma 6.3 we have

$$
\begin{equation*}
C_{3}^{-1}\left|I_{n}\right| \leqslant\left|I_{n}^{q_{n}}\right| \leqslant C_{3}\left|I_{n}\right| \tag{6.18}
\end{equation*}
$$

(ii) The intervals $I_{n}^{q_{n+1}}$ and $I_{n}^{q_{n+1}-q_{n}}$ are comparable. Indeed, these two intervals are dynamically symmetric with respect to their common endpoint $f^{q_{n+1}}(c)$. Hence, again by Lemma 6.3 we have

$$
\begin{equation*}
C_{3}^{-1}\left|I_{n}^{q_{n+1}}\right| \leqslant\left|I_{n}^{q_{n+1}-q_{n}}\right| \leqslant C_{3}\left|I_{n}^{q_{n+1}}\right| \tag{6.19}
\end{equation*}
$$

(iii) The intervals $I_{n}^{q_{n+1}-q_{n}}$ and $I_{n}$ are comparable. Consider the interval $I_{n}^{-q_{n}}$, with endpoints $c$ and $f^{-q_{n}}(c)$. Since such interval is dynamically symmetric to the interval $I_{n}$, we have by the Lemma 6.3

$$
\begin{equation*}
C_{3}^{-1}\left|I_{n}^{-q_{n}}\right| \leqslant\left|I_{n}\right| \leqslant C_{3}\left|I_{n}^{-q_{n}}\right| \tag{6.20}
\end{equation*}
$$

From the right-hand side of (6.20), the inclusion $I_{n}^{-q_{n}} \subseteq I_{n}^{q_{n+1}-q_{n}} \cup I_{n}^{q_{n+1}}$ and the left-hand side of (6.19), we deduce that

$$
\begin{equation*}
\left|I_{n}\right| \leqslant C_{3}\left(C_{3}+1\right)\left|I_{n}^{q_{n+1}-q_{n}}\right| \tag{6.21}
\end{equation*}
$$

Now, we have $I_{n}^{q_{n+1}} \subseteq I_{n+1} \cup I_{n}$, and also $\left|I_{n+1}\right| \leqslant C_{3}\left|I_{n+1}^{-q_{n+1}}\right|$, because the intervals $I_{n+1}$ and and $I_{n+1}^{-q_{n+1}}$ are dynamically symmetric. Moreover,
we have the inclusion $I_{n+1}^{-q_{n+1}} \subseteq I_{n}$. Combining these facts with the righthand side of (6.19), we get

$$
\left|I_{n}^{q_{n+1}-q_{n}}\right| \leqslant C_{3}\left(C_{3}+1\right)\left|I_{n}\right| .
$$

From this and (6.21), we arrive at

$$
\begin{equation*}
C_{3}^{-1}\left(C_{3}+1\right)^{-1}\left|I_{n}\right| \leqslant\left|I_{n}^{q_{n+1}-q_{n}}\right| \leqslant C_{3}\left(C_{3}+1\right)\left|I_{n}\right| . \tag{6.22}
\end{equation*}
$$

(iv) The intervals $I_{n}$ and $I_{n+1}$ are comparable. It is here that we use the powerlaw at the critical point $c$ in an essential way. First note that $I_{n+1}^{-q_{n+1}} \subseteq I_{n}$ and that the intervals $I_{n+1}^{-q_{n+1}}$ and $I_{n+1}$ are dynamically symmetric with respect to their common endpoint $c$. Hence, using Lemma 6.3 we get

$$
\left|I_{n+1}\right| \leqslant C_{3}\left|I_{n}\right|
$$

The real issue here, thus, is to prove an inequality in the opposite direction. Let us consider the interval $T=I_{n+1} \cup I_{n} \cup I_{n}^{q_{n}}$ and its image $f(T)$ under $f$, which contains the critical value $f(c)$; note that the family $\left\{T, f(T), \ldots, f^{q_{n+1}-1}(T)\right\}$ has intersection multiplicity equal to 3 . We look at the cross-ratio distortion of $f^{q_{n+1}-1}$ on the pair $\left(I_{n}^{1}, f(T)\right)$. By the Cross-ratio Inequality, we have

$$
\begin{equation*}
\operatorname{CrD}\left(f^{q_{n+1}-1} ; I_{n}^{1}, f(T)\right)=\frac{\left[I_{n}^{q_{n+1}}, f^{q_{n+1}}(T)\right]}{\left[I_{n}^{1}, f(T)\right]} \leqslant B \tag{6.23}
\end{equation*}
$$

But

$$
\begin{equation*}
\left[I_{n}^{q_{n+1}}, f^{q_{n+1}}(T)\right]=\frac{\left|I_{n+1}^{q_{n+1}}\right|}{\left|I_{n+1}^{q_{n+1}}\right|+\left|I_{n}^{q_{n+1}}\right|} \cdot \frac{\left|I_{n}^{q_{n+1}+q_{n}}\right|}{\left|I_{n}^{q_{n+1}}\right|+\left|I_{n}^{q_{n+1}+q_{n}}\right|} \tag{6.24}
\end{equation*}
$$

Since the intervals $I_{n}^{q_{n+1}+q_{n}}$ and $I_{n}^{q_{n+1}}$ are dynamically symmetric with respect to their common endpoint, we see from Lemma 6.3 that the second fraction on the right-hand side of (6.24) is bounded from below by $C_{3}^{-1} /\left(1+C_{3}\right)$. The intervals $I_{n+1}^{q_{n+1}}$ and $I_{n+1}$ are also dynamically symmetric with respect to their common endpoint, so again by Lemma 6.3 we have $C_{3}^{-1}\left|I_{n+1}\right| \leqslant\left|I_{n+1}^{q_{n+1}}\right| \leqslant C_{3}\left|I_{n+1}\right|$; in addition, $I_{n+1}^{q_{n+1}} \subset I_{n+1} \cup I_{n}$, so that $\left|I_{n+1}^{q_{n+1}}\right| \leqslant\left|I_{n+1}\right|+\left|I_{n}\right|$. Putting all these facts back into (6.24), we deduce that

$$
\begin{equation*}
\left[I_{n}^{q_{n+1}}, f^{q_{n+1}}(T)\right] \geqslant \theta_{1} \frac{\left|I_{n+1}\right|}{\left|I_{n}\right|} \tag{6.25}
\end{equation*}
$$

where $\theta_{1}=C_{3}^{-2}\left(1+C_{3}\right)^{-1}\left(1+C_{3}+C_{3}^{2}+C_{3}^{3}\right)^{-1}$. This bounds the numerator of (6.23) from below, so we proceed to bound the denominator from above. We have

$$
\begin{equation*}
\left[I_{n}^{1}, f(T)\right]=\frac{\left|I_{n+1}^{1}\right|}{\left|I_{n+1}^{1}\right|+\left|I_{n}^{1}\right|} \cdot \frac{\left|I_{n}^{1+q_{n}}\right|}{\left|I_{n}^{1}\right|+\left|I_{n}^{1+q_{n}}\right|} \tag{6.26}
\end{equation*}
$$

Since the intervals $I_{n}^{1}$ and $I_{n}^{1+q_{n}}$ are also dynamically symmetric with respect to their common endpoint, applying Lemma 6.3 yet again yields

$$
\begin{equation*}
\left[I_{n}^{1}, f(T)\right] \leqslant \frac{C_{3}}{1+C_{3}} \frac{\left|I_{n+1}^{1}\right|}{\left|I_{n}^{1}\right|} \tag{6.27}
\end{equation*}
$$

Here, using the power-law at the critical point (at last!) we see that

$$
\frac{\left|I_{n+1}^{1}\right|}{\left|I_{n}^{1}\right|} \leqslant \gamma_{0}\left(\frac{\left|I_{n+1}\right|}{\left|I_{n}\right|}\right)^{s_{0}}
$$

where $\gamma_{0}=\gamma_{0}(f)>0$ is a constant as in Remark 5.2, and $s_{0}>1$ is the criticality of the critical point $c$. Carrying this information back to (6.27) gives us

$$
\begin{equation*}
\left[I_{n}^{1}, f(T)\right] \leqslant \theta_{2}\left(\frac{\left|I_{n+1}\right|}{\left|I_{n}\right|}\right)^{s_{0}} \tag{6.28}
\end{equation*}
$$

where $\theta_{2}=\gamma_{0} C_{3} /\left(1+C_{3}\right)$. Combining (6.25) and (6.28) we get the inequality

$$
\frac{\left|I_{n+1}\right|}{\left|I_{n}\right|} \geqslant\left(\frac{\theta_{1}}{B \theta_{2}}\right)^{\frac{1}{s_{0}-1}}=\theta_{3}
$$

Summarizing, we have proved that

$$
\begin{equation*}
\theta_{3}\left|I_{n}\right| \leqslant\left|I_{n+1}\right| \leqslant C_{3}\left|I_{n}\right| . \tag{6.29}
\end{equation*}
$$

(v) The intervals $I_{n}$ and $I_{n+1}^{q_{n}}$ are comparable. Note that $I_{n+1}^{q_{n}} \subset I_{n}$, so $\left|I_{n+1}^{q_{n}}\right| \leqslant$ $\left|I_{n}\right|$. We must prove an inequality in the opposite direction. For this purpose, let us consider the interval $T^{*}=I_{n+1}^{q_{n}} \cup I_{n}^{q_{n}} \cup I_{n}^{2 q_{n}}$. We shall look at the cross-ratio distortion of the pair $\left(I_{n}^{q_{n}}, T^{*}\right)$ under the map $f^{q_{n+1}-q_{n}}$. Clearly, the family $\left\{T^{*}, f\left(T^{*}\right), \ldots, f^{q_{n+1}-q_{n}}\left(T^{*}\right)\right\}$ has intersection multiplicity equal to at most 3 . By the Cross-ratio Inequality, we have

$$
\begin{equation*}
\operatorname{CrD}\left(f^{q_{n+1}-q_{n}} ; I_{n}^{q_{n}}, T^{*}\right)=\frac{\left[I_{n}^{q_{n+1}}, f^{q_{n+1}-q_{n}}\left(T^{*}\right)\right]}{\left[I_{n}^{q_{n}}, T^{*}\right]} \leqslant B \tag{6.30}
\end{equation*}
$$

Now, the intervals $I_{n+1}^{q_{n+1}}$ and $I_{n+1}$ are dynamically symmetric with respect to their common endpoint $f^{q_{n+1}}(c)$. Also, the intervals $f^{q_{n+1}-q_{n}}\left(I_{n}^{2 q_{n}}\right)=$ $I_{n}^{q_{n+1}+q_{n}}$ and $I_{n}^{q_{n+1}}$ are dynamically symmetric with respect to their common endpoint $f^{q_{n+1}+q_{n}}(c)$. Moreover, we have $I_{n}^{q_{n+1}} \subset I_{n} \cup I_{n+1}$. Combining these facts with (6.29) and Lemma 6.3, we deduce after some computations that

$$
\begin{align*}
{\left[I_{n}^{q_{n+1}}, f^{q_{n+1}-q_{n}}\left(T^{*}\right)\right] } & =\frac{\left|I_{n+1}^{q_{n+1}}\right|}{\left|I_{n+1}^{q_{n+1}}\right|+\left|I_{n}^{q_{n+1}}\right|} \frac{\left|I_{n}^{q_{n+1}+q_{n}}\right|}{\left|I_{n}^{q_{n+1}}\right|+\left|I_{n}^{q_{n+1}+q_{n}}\right|} \\
& \geqslant \frac{C_{3}^{-2} \theta_{3}}{\left(1+C_{3}\right)\left(1+C_{3}+C_{3}^{2}\right)} \tag{6.31}
\end{align*}
$$

We proceed to bound the denominator in (6.30) from above in similar fashion. Since the intervals $I_{n}^{q_{n}}$ and $I_{n}^{2 q_{n}}$ are dynamically symmetric with respect to their common endpoint $f^{q_{n}}(c)$, applying Lemma 6.3 one final time yields

$$
\begin{align*}
{\left[I_{n}^{q_{n}}, T^{*}\right] } & =\frac{\left|I_{n+1}^{q_{n}}\right|}{\left|I_{n+1}^{q_{n}}\right|+\left|I_{n}^{q_{n}}\right|} \frac{\left|I_{n}^{2 q_{n}}\right|}{\left|I_{n}^{q_{n}}\right|+\left|I_{n}^{2 q_{n}}\right|} \leqslant \frac{\left|I_{n+1}^{q_{n}}\right|}{\left|I_{n}^{q_{n}}\right|} \frac{C_{3}}{1+C_{3}^{-1}} \\
& \leqslant \frac{C_{3}^{2}}{1+C_{3}^{-1}} \frac{\left|I_{n+1}^{q_{n}}\right|}{\left|I_{n}\right|} \tag{6.32}
\end{align*}
$$

Putting (6.31) and (6.32) back into (6.30), we deduce at last that

$$
\begin{equation*}
\theta_{4}\left|I_{n}\right| \leqslant\left|I_{n+1}^{q_{n}}\right| \leqslant\left|I_{n}\right| \tag{6.33}
\end{equation*}
$$

where

$$
\theta_{4}=\frac{\left(1+C_{3}^{-1}\right) C_{3}^{-4} \theta_{3}}{B\left(1+C_{3}\right)\left(1+C_{3}+C_{3}^{2}\right)}
$$

The above estimates - more precisely the inequalities (6.18), (6.19), (6.22), (6.29) and (6.33) - provide bounds for 5 of the 15 comparability ratios involved in (6.17). Each of the remaining 10 comparability ratios is obtained by suitable telescoping products of at most 4 of these 5 ratios. Thus, define $K$ to be the largest of all constants greater than 1 appearing as bounds in the above estimates, namely $K=$ $\max \left\{C_{3}\left(C_{3}+1\right), \theta_{3}^{-1}, \theta_{4}^{-1}\right\}$. With this choice, all 15 inequalities involved in (6.17) are established provided we take $C_{4}=K^{4}$.

## Proof of Theorem 6.3

Finally, to obtain Theorem 6.3, we use the Cross-ratio Inequality to propagate the information in Proposition 6.1 to any pair of adjacent intervals in the dynamical partition $\mathscr{P}_{n}(c)$. Fix an atom $M \in \mathscr{P}_{n}(c)$, and let $L, R \in \mathscr{P}_{n}(c)$ be its two immediate neighbors; write $T=L \cup M \cup R$. It suffices to show that the crossratio $[M, T]$ is bounded from below by a constant depending only on the constant $C_{4}$ of Proposition 6.1. There are two cases to consider, depending on whether $M$ is a short or a long atom of the dynamical partition $\mathscr{P}_{n}(c)$. If $M$ is a short atom, say $M=I_{n+1}^{j}$ with $j<q_{n}$, then $L$ and $R$ are both long atoms. In fact, the combinatorics tells us that one of them, say $R$, is the interval $I_{n}^{j}$, whereas the other, $L$, is the interval $I_{n}^{j+q_{n+1}-q_{n}}$. But then the homeomorphism $f^{q_{n}-j}$ maps $M$ onto $M^{*}=I_{n+1}^{q_{n}}$ and $T$ onto $T^{*}=I_{n}^{q_{n+1}} \cup I_{n+1}^{q_{n}} \cup I_{n}^{q_{n}}$. By Proposition 6.1, the cross-ratio $\left[M^{*}, T^{*}\right]$ is bounded from below (by a constant depending only on $C_{4}$ ). Since the intervals $T, f(T), \ldots, f^{q_{n}-j}(T)=T^{*}$ have multiplicity of intersection at most 3 , it follows from the Cross-ratio Inequality that

$$
\operatorname{CrD}\left(f^{q_{n}-j} ; M, T\right)=\frac{\left[M^{*}, T^{*}\right]}{[M, T]} \leqslant B .
$$

Therefore $[M, T]$ is also bounded from below (by a constant depending only on $C_{4}$ ). The same argument applies, mutatis mutandis, when $M$ is a long atom. This finishes the proof.

### 6.3.3 On the notion of comparability

The proof of the real bounds was given in such a way as to allow us to keep track of the constants involved in all the estimates - in other words, so that one could actually write down the constant $C$ in Theorem 6.3 explicitly, if necessary. For most of what we do from now on, however, it will not be necessary to keep track of such constants. Instead, we will adopt the same notion and notation of comparability introduced in de Faria and de Melo [1999]. To wit, given two positive real numbers $\alpha$ and $\beta$, we will say that $\alpha$ is comparable to $\beta$ modulo $f$ (or simply that $\alpha$ and $\beta$ are comparable) if there exists a constant $K>1$ depending only on the real bounds constant $C=C(f)$ such that $K^{-1} \beta \leqslant \alpha \leqslant K \beta$. This relation will be denoted $\alpha \asymp \beta$. As observed in de Faria and de Melo [ibid., p. 350], comparability modulo $f$ is reflexive and symmetric but not transitive: if we are given a comparability chain $\alpha_{1} \asymp \alpha_{2} \asymp \cdots \asymp \alpha_{k}$, we can only say that $\alpha_{1} \asymp \alpha_{k}$ if the length $k$ of the chain is bounded by a constant that depends only on $f$. In everything we
do in this chapter, the lengths of all comparability chains are in fact universally bounded.

### 6.4 First consequences

The real bounds given in Theorem 6.3 have many important consequences. In this section we present two of the most basic such consequences.

### 6.4.1 $\quad C^{1}$ bounds

The first corollary to Theorem 6.3 is the fact that the first returns of a multicritical circle map (to any one of its critical points) are uniformly bounded in the $C^{1}$ topology. This is a consequence of the following lemma.

Lemma 6.5. Given a multicritical circle map $f$ there exists $K=K(f)>1$ such that, for each $c \in \operatorname{Crit}(f), n \in \mathbb{N}, x \in I_{n}(c)$ and $j \in\left\{0,1, \ldots, q_{n+1}\right\}$, we have

$$
\begin{equation*}
D f^{j}(x) \leqslant K \frac{\left|f^{j}\left(I_{n}(c)\right)\right|}{\left|I_{n}(c)\right|} \tag{6.34}
\end{equation*}
$$

The detailed proof will be given below. Let us first show how this lemma implies the $C^{1}$ bounds we mentioned above.

Corollary 6.1. The sequence $\left\{\left.f^{q_{n+1}}\right|_{I_{n}(c)}\right\}$ is bounded in the $C^{1}$ metric.
This statement is perhaps a bit too informal. To be really precise, what we mean to say is that, if $\Lambda_{n}: \mathbb{R} \rightarrow S^{1}=\mathbb{R} / \mathbb{Z}$ is the unique affine map with $\Lambda_{n}(0)=c$ and $\Lambda_{n}([0,1])=I_{n}(c)$, then the sequence of normalized maps $\Lambda_{n}^{-1} \circ$ $\left.f^{q_{n+1}} \circ \Lambda_{n}\right|_{[0,1]}$ is bounded in the $C^{1}$ topology.

Proof of Corollary 6.1. By combinatorics, $I_{n+1}(c) \subset f^{q_{n+1}}\left(I_{n}(c)\right) \subset I_{n}(c) \cup$ $I_{n+1}(c)$. Then:

$$
\frac{\left|I_{n+1}(c)\right|}{\left|I_{n}(c)\right|} \leqslant \frac{\left|f^{q_{n+1}}\left(I_{n}(c)\right)\right|}{\left|I_{n}(c)\right|} \leqslant 1+\frac{\left|I_{n+1}(c)\right|}{\left|I_{n}(c)\right|}
$$

By the real bounds (Theorem 6.3) we have $\left|I_{n+1}(c)\right| \asymp\left|I_{n}(c)\right|$, and from this it follows that $\left|f^{q_{n+1}}\left(I_{n}(c)\right)\right| \asymp\left|I_{n}(c)\right|$. Therefore Corollary 6.1 follows from Lemma 6.5.

The remainder of this section is devoted to proving Lemma 6.5. For ease of notation, in the proof we adopt the same convention we used in the proof of Theorem 6.3: we drop the dependency on $c$ and write $I_{n}=I_{n}(c)$, etc.

Proof of Lemma 6.5. For each $n \in \mathbb{N}$ consider $L_{n}=I_{n+1}, R_{n}=f^{q_{n}}\left(I_{n}\right)$ and $T_{n}=I_{n}^{*}=L_{n} \cup I_{n} \cup R_{n}$. We have three preliminary facts:
Fact 6.1. The family $\left\{T_{n}, f\left(T_{n}\right), \ldots, f^{q_{n+1}-1}\left(T_{n}\right)\right\}$ has intersection multiplicity bounded by 3 .

Fact 6.1 follows from the following general fact: given $z \in S^{1}$ and $n \in \mathbb{N}$ let $I=\left[z, R_{\rho}^{3 q_{n}}(z)\right]$, where $R_{\rho}$ is the rigid rotation of angle $2 \pi \rho$ in the unit circle. Then the multiplicity of intersection of the family $\left\{I, R_{\rho}(I), \ldots, R_{\rho}^{q_{n+1}-1}(I)\right\}$ is 3 for any $n \in \mathbb{N}$.

Fact 6.2. There exists a constant $\tau>0$ (depending only on the real bounds of $f$ ) such that

$$
\left|L_{n}^{j}\right|>\tau\left|I_{n}^{j}\right| \quad \text { and }\left|R_{n}^{j}\right|>\tau\left|I_{n}^{j}\right|
$$

for each $j \in\left\{0, \ldots, q_{n+1}\right\}$ and for all $n \in \mathbb{N}$.
Proof of Fact 6.2. For $j=0$, observe that the intervals $L_{n}, I_{n}$ and $R_{n}$ are adjacent and belong to the dynamical partition $\mathscr{P}_{n}$, then by the real bounds they are comparable by a constant that only depends on $f$. Let us prove now that for $j=q_{n+1}$ the three intervals $L_{n}^{j}, I_{n}^{j}$ and $R_{n}^{j}$ are comparable too.

On the one hand, the intervals $I_{n+1}$ and $I_{n+1}^{q_{n+1}}$ are adjacent and belong to $\mathscr{P}_{n+1}$, hence they are comparable (again by the real bounds). Moreover $I_{n+1} \subset$ $I_{n}^{q_{n+1}} \subset I_{n+1} \cup I_{n}$. By the real bounds $\left|I_{n}\right| \asymp\left|I_{n+1}\right|$ and then $\left|I_{n}^{q_{n+1}}\right| \asymp\left|I_{n+1}^{q_{n+1}}\right|$, that is:

$$
\begin{equation*}
\left|L_{n}^{q_{n+1}}\right| \asymp\left|I_{n}^{q_{n+1}}\right| . \tag{6.35}
\end{equation*}
$$

On the other hand, the intervals $I_{n}$ and $I_{n}^{q_{n}}$ are adjacent and belong to $\mathscr{P}_{n}$, hence they are comparable. Moreover:

$$
I_{n+1}^{q_{n}} \subset I_{n}^{q_{n}+q_{n+1}} \subset I_{n} \cup I_{n}^{q_{n}} .
$$

From Figure 6.5 we know that $\left|I_{n+1}^{q_{n}}\right| \asymp\left|I_{n}\right|$ and then $\left|I_{n}^{q_{n}+q_{n+1}}\right| \asymp\left|I_{n}\right|$. But $I_{n+1} \subset I_{n}^{q_{n+1}} \subset I_{n} \cup I_{n+1}$ and then by the real bounds:

$$
\begin{equation*}
\left|R_{n}^{q_{n+1}}\right|=\left|I_{n}^{q_{n}+q_{n+1}}\right| \asymp\left|I_{n}\right| \asymp\left|I_{n}^{q_{n+1}}\right| . \tag{6.36}
\end{equation*}
$$

Therefore, for $j=q_{n+1}$, the three intervals $L_{n}^{j}, I_{n}^{j}$ and $R_{n}^{j}$ are comparable. Now, let $1 \leqslant j \leqslant q_{n+1}-1$. Consider the intervals $\left|L_{n}^{j}\right|,\left|I_{n}^{j}\right|,\left|R_{n}^{j}\right|$ and their images by the map $f^{q_{n+1}-j}$. By the Cross-ratio Inequality (combined with Fact 6.1) we have that there exists a constant $K_{0}=K_{0}(f)>1$ such that

$$
\frac{\left|L_{n}^{q_{n+1}}\right|\left|R_{n}^{q_{n+1}}\right|\left|L_{n}^{j} \cup I_{n}^{j} \| I_{n}^{j} \cup R_{n}^{j}\right|}{\left|L_{n}^{j}\right|\left|R_{n}^{j}\right|\left|L_{n}^{q_{n+1}} \cup I_{n}^{q_{n+1}}\right|\left|I_{n}^{q_{n+1}} \cup R_{n}^{q_{n+1}}\right|} \leqslant K_{0} .
$$

Using (6.35) and (6.36) in the last inequality, we get

$$
\left(1+\frac{\left|I_{n}^{j}\right|}{\left|L_{n}^{j}\right|}\right)\left(1+\frac{\left|I_{n}^{j}\right|}{\left|R_{n}^{j}\right|}\right) \leqslant K
$$

and we are done.
Remark 6.4. We can always assume, whenever necessary, that $n_{0}=n_{0}(f)$ given by Lemma 6.5 is such that for all $n \geqslant n_{0}$ and $j \in\left\{0, \ldots, q_{n+1}\right\}$ we have $\operatorname{Card}\left(f^{j}\left(T_{n}\right) \cap \operatorname{Crit}(f)\right) \leqslant 1$, where Card denotes the cardinality of a finite set, and $\operatorname{Crit}(f)$ is the set of critical points of $f$ (this is because, by minimality, $\left|f^{j}\left(T_{n}\right)\right|$ goes to zero as $n$ goes to infinity).

Definition 6.3 (Critical times). We say that $j \in\left\{1, \ldots, q_{n+1}\right\}$ is a critical time if $f^{j}\left(T_{n}\right) \cap \operatorname{Crit}(f) \neq \varnothing$.

Remark 6.5. Note that $\operatorname{Card}(\{$ critical times $\}) \leqslant 3 N$.
Fact 6.3. Let $1 \leqslant j_{1}<j_{2} \leqslant q_{n+1}$ be two consecutive critical times. Then for all $x \in f^{j_{1}+1}\left(I_{n}\right)$ we have:

$$
D f^{j_{2}-j_{1}-1}(x) \asymp \frac{\left|f^{j_{2}}\left(I_{n}\right)\right|}{\left|f^{j_{1}+1}\left(I_{n}\right)\right|},
$$

with universal constants (depending only on the real bounds).
Proof of Fact 6.3. Note that $f^{j_{2}-j_{1}-1}: f^{j_{1}+1}\left(T_{n}\right) \rightarrow f^{j_{2}}\left(T_{n}\right)$ is a diffeomorphism. Fact 6.1 implies that $\sum_{i=0}^{j_{2}-j_{1}-1}\left|f^{i}\left(f^{j_{1}+1}\left(T_{n}\right)\right)\right|<3$, and by Fact 6.2 the interval $f^{j_{2}-j_{1}-1}\left(f^{j_{1}+1}\left(T_{n}\right)\right)$ contains a $\tau$-scaled neighborhood of the interval $f^{j_{2}-j_{1}-1}\left(f^{j_{1}+1}\left(I_{n}\right)\right)$. By Koebe Distortion Principle (Lemma 5.2) there exists a constant $K_{0}=K_{0}(f)>1$ such that for all $x, y \in f^{j_{1}+1}\left(I_{n}\right)$ we have that

$$
\frac{1}{K_{0}} \leqslant \frac{D f^{j_{2}-j_{1}-1}(x)}{D f^{j_{2}-j_{1}-1}(y)} \leqslant K_{0}
$$

Let $y \in I_{n}^{j_{1}+1}$ be given by the Mean Value Theorem such that

$$
D f^{j_{2}-j_{1}-1}(y)=\frac{\left|f^{j_{2}}\left(I_{n}\right)\right|}{\left|f^{j_{1}+1}\left(I_{n}\right)\right|}
$$

Then for all $x \in f^{j_{1}+1}\left(I_{n}\right)$,

$$
\frac{1}{K_{0}} \frac{\left|f^{j_{2}}\left(I_{n}\right)\right|}{\left|f^{j_{1}+1}\left(I_{n}\right)\right|} \leqslant D f^{j_{2}-j_{1}-1}(x) \leqslant K_{0} \frac{\left|f^{j_{2}}\left(I_{n}\right)\right|}{\left|f^{j_{1}+1}\left(I_{n}\right)\right|}
$$

We finish the proof of Lemma 6.5 by combining Fact 6.3 and item (iii) in Proposition 5.4 with the help of the chain rule:

$$
D f^{j}(x) \leqslant(3 d)^{3 N} K_{0}^{3 N} \frac{\left|f^{j}\left(I_{n}\right)\right|}{\left|I_{n}\right|} \quad \text { for any } x \in I_{n} \text { and } j \in\left\{1, \ldots, q_{n+1}\right\}
$$

where $N=\operatorname{Card}(\operatorname{Crit}(f))$ is the number of critical points of $f, d$ is the maximum of its criticalities and $K_{0}=K_{0}(f)$ is given by Fact 6.3.

### 6.4.2 Sums of polar ratios

Here is a purely geometric property of dynamical partitions that also follows from the real bounds. It is very useful in situations that require bounding the Schwarzian derivative of first returns - for example in the study of Lyapunov exponents of multicritical circle maps, see Chapter 8.

Let $f$ be a multicritical circle map, and let $c$ be one of its critical points. Let $I \in \mathscr{P}_{n}(c)$ be an atom of the $n$-th dynamical partition of $f$ associated to $c$. If $I$ does not contain $c$, i.e., if $I \neq I_{n}(c), I_{n+1}(c)$, we define the polar ratio of $I$ with respect to $c$ to be the ratio $|I| / \operatorname{dist}(c, I)$, where $\operatorname{dist}(\cdot, \cdot)$ denotes the usual distance in the circle.

The result we have in mind states that the sum of all polar ratios for atoms at level $n$ grows at most linearly with $n$. It holds under the general assumptions of Theorem 6.3, for maps with an arbitrary number of critical points. For each $n \geqslant 1$ let:

$$
S_{n}(c)=\sum_{I \in \mathscr{P}_{n}(c) \backslash\left\{I_{n}(c), I_{n+1}(c)\right\}} \frac{|I|}{d(c, I)},
$$

where $d(c, I)$ denotes the Euclidean distance between an interval $I \subset S^{1}$ and the critical point $c$.

Lemma 6.6. For each critical point $c$ of $f$, the sequence $\left\{\frac{S_{n}(c)}{n}\right\}_{n \geqslant 1}$ is bounded.
Proof. As before, for simplicity of notation we write $\mathscr{P}_{k}, I_{k}$ instead of $\mathscr{P}_{k}(c)$, $I_{k}(c)$ respectively, for each $k \in \mathbb{N}$. Note that the transition from $\mathscr{P}_{n}$ to $\mathscr{P}_{n+1}$ can be described in the following way: the interval $I_{n}=\left[c, f^{q_{n}}(c)\right]$ is subdivided by the points $f^{j q_{n+1}+q_{n}}(c)$ with $1 \leqslant j \leqslant a_{n+1}$ into $a_{n+1}+1$ subintervals. This sub-partition is spread by the iterates of $f$ to yield sub-partitions of each long atom $f^{j}\left(I_{n}\right)=f^{j}\left(\left[c, f^{q_{n}}(c)\right]\right)$ with $0 \leqslant j<q_{n+1}$. The other elements of the partition $\mathscr{P}_{n}$, namely the intervals $f^{j}\left(I_{n+1}\right)$ with $0 \leqslant j<q_{n}$, remain unchanged. Now, on one hand, for any $I \in \mathscr{P}_{n} \backslash\left\{I_{n}, I_{n+1}\right\}$ we have:

$$
\sum_{I \supset J \in \mathscr{P}_{n+1}} \frac{|J|}{d(c, J)} \leqslant \frac{1}{d(c, I)} \sum_{I \supset J \in \mathscr{P}_{n+1}}|J|=\frac{|I|}{d(c, I)}
$$

On the other hand:

$$
\sum_{\mathscr{P}_{n+1} \ni J \subset I_{n} \backslash I_{n+2}} \frac{|J|}{d(c, J)} \leqslant \frac{1}{\left|I_{n+2}\right|} \sum_{\mathscr{P}_{n+1} \ni J \subset I_{n} \backslash I_{n+2}}|J|=\frac{\left|I_{n} \backslash I_{n+2}\right|}{\left|I_{n+2}\right|}
$$

This gives us:

$$
0 \leqslant S_{n+1}-S_{n} \leqslant \frac{\left|I_{n} \backslash I_{n+2}\right|}{\left|I_{n+2}\right|} \quad \text { for all } n \geqslant 1
$$

But, by the real bounds, we have

$$
\frac{\left|I_{n} \backslash I_{n+2}\right|}{\left|I_{n+2}\right|} \leqslant \frac{\left|I_{n}\right|}{I_{n+2} \mid} \leqslant C^{2}
$$

for all $n \geqslant 1$, where $C=C(f)$ is the constant in Theorem 6.3. Telescoping, we deduce that $S_{n} \leqslant S_{0}+C^{2} n$, as desired.

Remark 6.6. More generally, we may consider sums of powers of polar ratios; see Exercise 6.4. Such sums appear in several places in the study of renormalization of one-dimensional maps, e.g., in de Faria and de Melo [1999]. Similar sums (with weights) are used in the study of unimodal maps: see de Faria, de Melo, and Pinto [2006], and also Clark, de Faria, and van Strien [2022].

### 6.5 A negative Schwarzian property

The study of the fine geometry of a smooth one-dimensional map is usually facilitated if the Schwarzian derivative of said map happens to be negative (see Chapter 5). Such negative Schwarzian property is therefore certainly desirable.

A general ( $C^{3}$-smooth) multicritical circle map does not have, in general, negative Schwarzian, but in some sense this property emerges as we iterate the map. This is expressed in more precise terms through the following result.

Proposition 6.2. Given a multicritical circle map $f$ there exists a constant $n_{0}=$ $n_{0}(f) \in \mathbb{N}$ such that, for all $n>n_{0}$ and each $c \in \operatorname{Crit}(f)$ the following facts hold.
(i) For all $j \in\left\{1, \ldots, q_{n+1}\right\}$ and each $x \in I_{n}(c)$ regular point of $f^{j}$, we have $S f^{j}(x)<0$.
(ii) For all $j \in\left\{1, \ldots, q_{n}\right\}$ and each $x \in I_{n+1}(c)$ regular point of $f^{j}$, we have $S f^{j}(x)<0$.

Remark 6.7. Later in this book (see Chapter 10) we will introduce the notion of renormalization of a multicritical circle map (around one of its critical points). Roughly speaking, given a map $f$ and a point $x$ in its domain, a renormalization of $f$ around $x$ is simply a first return map to a neighborhood of $x$ (linearly rescaled to unit size, say). In this language, Proposition 6.2 is saying in particular that every sufficiently deep renormalization of a multicritical circle map has the negative Schwarzian property.
Remark 6.8. The fact that $S f^{q_{n}+1}(x)<0$ is most likely true for any regular point $x$ of $f^{q_{n+1}}$, not necessarily contained in $I_{n}(c)$ (and the same with the second assertion in Proposition 6.2). For bounded combinatorics, a proof of this fact can be found in Section 8.2.3.

Proof of Proposition 6.2. In the proof we adapt the exposition in de Faria and de Melo [1999, pp. 380-381]. We give the proof only for the case $x \in I_{n}$ regular point of $f^{j}$ for some $j \in\left\{1, \ldots, q_{n+1}\right\}$ (the other case being entirely analogous).

From item (i) in Proposition 5.4, we know that for each critical point $c_{i}$ there exist a neighborhood $U_{i} \subseteq \boldsymbol{S}^{1}$ of $c_{i}$ and a positive constant $K_{i}$ such that for all $x \in U_{i} \backslash\left\{c_{i}\right\}$ we have

$$
\begin{equation*}
S f(x)<-\frac{K_{i}}{\left(x-c_{i}\right)^{2}}<0 . \tag{6.37}
\end{equation*}
$$

Let us call $\mathscr{U}=\bigcup_{i=0}^{i=N-1} U_{i}$, and let $\mathscr{V} \subset \boldsymbol{S}^{1}$ be an open set that contains none of the critical points of $f$ and such that $\mathscr{U} \cup \mathscr{V}=\boldsymbol{S}^{1}$. Since $f$ is $C^{3}$, $M=\sup _{y \in \mathscr{V}}|S f(y)|$ is finite. Let $\delta_{n}=\max _{0 \leqslant j<q_{n+1}}\left|I_{n}^{j}\right|$. We know that $\delta_{n} \rightarrow 0$ as $n \rightarrow \infty$, because $f$ is topologically conjugate to a rotation. We choose $n_{0}=n_{0}(f)$ so large that $\delta_{n}$ is smaller than the Lebesgue number of the covering $\{\mathscr{U}, \mathscr{V}\}$ of the circle for all $n \geqslant n_{0}$. Using the chain rule for the Schwarzian derivative, we have for all $n \geqslant n_{0}$ and all $x \in I_{n}(c)$ regular point of $f^{j}$

$$
\begin{equation*}
S f^{j}(x)=\sum_{k=0}^{j-1} S f\left(f^{k}(x)\right)\left[D f^{k}(x)\right]^{2} \tag{6.38}
\end{equation*}
$$

We can decompose this sum as $\Sigma_{1}^{(n)}(x)+\Sigma_{2}^{(n)}(x)$ where

$$
\begin{equation*}
\Sigma_{1}^{(n)}(x)=\sum_{k: I_{n}^{k} \subset \mathscr{U}} S f\left(f^{k}(x)\right)\left[D f^{k}(x)\right]^{2} \tag{6.39}
\end{equation*}
$$

and $\Sigma_{2}^{(n)}(x)$ is the sum over the remaining terms.

Now we proceed through the following steps:
(i) Since $I_{n} \subset \mathscr{U}$, the sum in the right-hand side of (6.39) includes the term with $k=0$, namely $S f(x)$. Since all the other terms in (6.39) are negative as well, and since $|x-c| \leqslant\left|I_{n}\right|$, we deduce from (6.37) that

$$
\begin{equation*}
\Sigma_{1}^{(n)}(x)<-\frac{K_{1}}{\left|I_{n}\right|^{2}} \tag{6.40}
\end{equation*}
$$

(ii) Observe that,

$$
\begin{equation*}
\left|\Sigma_{2}^{(n)}(x)\right| \leqslant \sum_{I_{n}^{k} \subset \mathscr{V}}\left|S f\left(f^{k}(x)\right)\right|\left[D f^{k}(x)\right]^{2} \tag{6.41}
\end{equation*}
$$

By choosing $n_{0}$ large enough, we know from Equation (6.34) that there
exists $K=K(f)>1$ such that

$$
\begin{aligned}
\left|\Sigma_{2}^{(n)}(x)\right| & \leqslant \sum_{I_{n}^{k} \subset \mathscr{V}}\left|S f\left(f^{k}(x)\right)\right| K^{2} \frac{\left|I_{n}^{k}\right|^{2}}{\left|I_{n}\right|^{2}} \\
& \leqslant M \frac{K^{2}}{\left|I_{n}\right|^{2}} \sum_{I_{n}^{k} \subset \mathscr{V}}\left|I_{n}^{k}\right|^{2} \\
& \leqslant M \frac{K^{2}}{\left|I_{n}\right|^{2}} \max _{0 \leqslant k \leqslant j-1}\left|I_{n}^{k}\right| \sum_{I_{n}^{k} \subset \mathscr{V}}\left|I_{n}^{k}\right| \\
& \leqslant M \frac{K^{2}}{\left|I_{n}\right|^{2}} \delta_{n} .
\end{aligned}
$$

Choosing $n_{0}$ so large that $K^{2} M \delta_{n}<K_{1}$ for all $n \geqslant n_{0}$, we deduce from (6.40) and (6.42) that, indeed, $S f^{j}(x)<0$ for all $j \in\left\{1, \ldots, q_{n+1}\right\}$ and for $n \geqslant n_{0}$.

### 6.6 Beau bounds

As we have already observed, the comparability constant $C$ we obtained in Theorem 6.3 depends on the map $f$. In this section we will show that, asymptotically, we can replace $C=C(f)$ by a universal constant. Uniform bounds of this type are called beau by Sullivan [1992]. The precise result is the following.

Theorem 6.4 (Beau Bounds). Given $N \geqslant 1$ in $\mathbb{N}$ and $d>1$ there exists a universal constant $C=C(N, d)>1$ with the following property. For any given multicritical circle map $f$ with irrational rotation number, and with at most $N$ critical points whose criticalities are bounded by d, there exists $n_{0}=n_{0}(f) \in \mathbb{N}$ such that for each critical point $c$ of $f$, for all $n \geqslant n_{0}$, and for every pair $I, J$ of adjacent atoms of $\mathscr{P}_{n}(c)$ we have

$$
C^{-1}|I| \leqslant|J| \leqslant C|I|
$$

The proof of this theorem is the same as the proof of Theorem 6.3, but we must replace Theorem 5.1 with the following result (originally given in Estevez, de Faria, and Guarino [2018, Th. B]).

Theorem 6.5. Given $N \geqslant 1$ in $\mathbb{N}$ and $d>1$ there exists a constant $B=$ $B(N, d)>1$ with the following property. Given a multicritical circle map $f$,
with at most $N$ critical points whose criticalities are bounded by $d$, there exists $n_{0}=n_{0}(f)$ such that for all $n \geqslant n_{0}, \Delta \in \mathscr{P}_{n}(c)$ and $k \in \mathbb{N}$ such that $f^{i}(\Delta)$ is contained in an element of $\mathscr{P}_{n}(c)$ for all $1 \leqslant i \leqslant k$, we have that

$$
\operatorname{CrD}\left(f^{k} ; \Delta, \Delta^{*}\right) \leqslant B
$$

where $\Delta^{*}$ denotes the union of $\Delta$ with its left and right neighbours in $\mathscr{P}_{n}(c)$.
The following decomposition will be crucial in the proof of Theorem 6.5 given below (recall that, for a given $J \in \mathscr{P}_{n}$, we denote by $J^{*}$ the union of $J$ with its left and right neighbours in $\mathscr{P}_{n}$ ). For each critical point $c_{i}$ we consider its neighborhood $U_{i}$ given by Proposition 5.4. Moreover, let $n_{1} \in \mathbb{N}$ be given by Proposition 6.2.

Lemma 6.7. Given $\varepsilon>0$ there exists $n_{2} \in \mathbb{N}, n_{2}=n_{2}(\varepsilon, f)>n_{1}$, with the following property: given $n \geqslant n_{2}, \Delta \in \mathscr{P}_{n}$ and $k \in \mathbb{N}$ such that $f^{j}(\Delta)$ is contained in an element of $\mathscr{P}_{n}$ for all $1 \leqslant j \leqslant k$, we can write

$$
f^{k} \mid \Delta^{*}=\phi_{k} \circ \phi_{k-1} \circ \cdots \circ \phi_{1}
$$

where:

1. For at most $3 N+1$ values of $i \in\{1, \ldots, k\}, \phi_{i}$ is a diffeomorphism with distortion bounded by $1+\varepsilon$.
2. For at most $3 N$ values of $i \in\{1, \ldots, k\}, \phi_{i}$ is the restriction of $f$ to some interval contained in $U_{i}$.
3. For the remainder values of $i, \phi_{i}$ is either the identity or a diffeomorphism with negative Schwarzian derivative.

The above statement and its proof below are borrowed from Estevez, de Faria, and Guarino [2018, pp. 853-855], which in turn is an adaptation of the argument given in de Faria and de Melo [1999, pp. 352-353].

Proof of Lemma 6.7. Let $C_{0}=C_{0}(f) \geqslant 1$ be given by the Koebe distortion principle (Lemma 5.2). Let $C>1$ and $\mu \in(0,1)$ given by Theorem 6.3. Let $\delta \in(0,1)$ be such that $(1+\delta)^{2} \exp \left(C_{0} \delta\right)<1+\varepsilon$, and let $n_{2} \in \mathbb{N}$ be such that

$$
n_{2}>n_{1}+\frac{4 \log \left(\delta \mu^{3 / 2} / C\right)}{\log \mu}
$$

Note that $0<\left(\mu^{1 / 4}\right)^{n_{2}-n_{1}}<\delta \mu^{3 / 2} / C$. Given $n \geqslant n_{2}$ consider

$$
m=m(n)=\left\lfloor\frac{n+n_{1}}{2}\right\rfloor,
$$

the integer part of $\frac{1}{2}\left(n+n_{1}\right)$. Let $\Delta$ and $k$ as in the statement, and consider $J_{m} \in \mathscr{P}_{m}$ such that $\Delta \subseteq J_{m}$, and consider also $J_{n_{1}} \in \mathscr{P}_{n_{1}}$ with $J_{m} \subseteq J_{n_{1}}$. Taking $n$ sufficiently large, we may assume that $\Delta^{*} \subset J_{m}$.

Let $s \geqslant 0$ be the smallest natural number such that $f^{s}\left(J_{n_{1}}\right)$ contains a critical point of $f$.

Claim 6.6.1. The distortion of $f^{s}$ on $\Delta^{*}$ is bounded by $1+\varepsilon$.
Proof of Claim 6.6.1. The proof uses the Koebe Distortion Principle (Lemma 5.2). Replacing $n_{1}$ by $n_{1}+1$ if necessary, we may assume that $f^{j}\left(J_{n_{1}}\right) \in \mathscr{P}_{n_{1}}$ for all $j \in\{0, \ldots, s-1\}$. By the real bounds, the space $\tau$ of $\Delta^{*}$ inside $J_{m}^{*}$ is bounded from below by

$$
\tau \geqslant \frac{1}{C} \frac{\left|J_{m}\right|}{\left|\Delta^{*}\right|} \geqslant \frac{1}{C}\left(\frac{1}{\mu}\right)^{\lfloor(n-m) / 2\rfloor}>\frac{\mu}{C}\left(\frac{1}{\mu}\right)^{(n-m) / 2}
$$

Since $m \leqslant \frac{n+n_{1}}{2}$, we have $n-m \geqslant n-\frac{n+n_{1}}{2}=\frac{n-n_{1}}{2}$, and then

$$
\begin{equation*}
\frac{1}{\tau} \leqslant \frac{C}{\mu} \mu^{(n-m) / 2} \leqslant \frac{C}{\mu}\left(\mu^{1 / 4}\right)^{n-n_{1}}<\sqrt{\mu} \delta<\delta \tag{6.43}
\end{equation*}
$$

Now we estimate the sum $\ell$ of the lengths of the iterates of $J_{m}^{*}$ between 1 and $s-1$. Since $\frac{n+n_{1}}{2}<m+1$, we have $m-n_{1}>\frac{n-n_{1}}{2}-1$, and then for all $j \in\{0, \ldots, s-1\}$ :

$$
\begin{aligned}
\left|f^{j}\left(J_{m}^{*}\right)\right| \leqslant \mu^{\left\lfloor\left(m-n_{1}\right) / 2\right\rfloor} & \left|f^{j}\left(J_{n_{1}}^{*}\right)\right|
\end{aligned}
$$

Therefore:

$$
\begin{equation*}
\ell=\sum_{j=0}^{s-1}\left|f^{j}\left(J_{m}^{*}\right)\right|<\frac{3 \delta}{C}<\delta \tag{6.44}
\end{equation*}
$$

since $\sum_{j=0}^{s-1}\left|f^{j}\left(J_{n_{1}}^{*}\right)\right|<3$ by combinatorics (and assuming $C>3$ ). From inequalities (6.43), (6.44) and Koebe distortion principle (Lemma 5.2) we get that the distortion on $\Delta^{*}$ is bounded from above by

$$
(1+\delta)^{2} \exp \left(C_{0} \delta\right)<1+\varepsilon
$$

To prove Lemma 6.7 we decompose the orbit of $\Delta^{*}$ under $f$ according to the following algorithm. For each $i \in\{0,1, \ldots, k-1\}$ we have two cases to consider:

1. If $f^{i}\left(J_{n_{1}}\right)$ does not contain any critical point of $f$, we define the corresponding $\phi$ to be $f^{s}$, where $s \geqslant 1$ is the smallest natural such that $f^{i+s}\left(J_{n_{1}}\right)$ contains a critical point of $f$. Arguing as in Claim 6.6.1 above, we see that this case belongs to the first type of components in the statement.
2. If $f^{i}\left(J_{n_{1}}\right)$ contains a critical point $c$ of $f$ we may assume, by taking $n_{2}$ large enough, that $f^{i}\left(\Delta^{*}\right) \subset I_{n_{1}}(c) \cup I_{n_{1}+1}(c)$. We have two sub-cases to consider:
(i) If $f^{i}\left(\Delta^{*}\right)$ does not contain $c$ (and therefore no other critical point) let $s \geqslant 1$ be the smallest natural such that $f^{i+s}\left(\Delta^{*}\right)$ contains a critical point of $f$, and we define the corresponding $\phi$ to be $f^{s}$. By Proposition 6.2 (and the fact that composition of diffeomorphisms with negative Schwarzian derivative is a diffeomorphism with negative Schwarzian derivative too) this case belongs to the third type of components in the statement.
(ii) If the critical point belongs to $f^{i}\left(\Delta^{*}\right)$ we define the corresponding $\phi$ to be just a single iterate of $f$ (and this sub-case belongs to the second type of components in the statement).

Note finally that, by combinatorics, the first case happens at most $3 N+1$ times, while the second case occurs at most $3 N$ times.

With Lemma 6.7 at hand, we are ready to prove our main results.
Proof of Theorem 6.5. Theorem 6.5 follows at once from the decomposition obtained in Lemma 6.7, by combining Lemma 5.4 and item (iv) of Proposition 5.4. The constant $B$ depends only on the number and order of the critical points of $f$, but not on $f$ itself. It is in fact enough to consider $B=(1+1 / 2)^{2(3 N+1)}\left(9 d^{2}\right)^{3 N}$.

Proof of Theorem 6.4. As we have already explained, the proof of Theorem 6.4 is the same as the proof of the real bounds (Theorem 6.3), the only difference being that the Cross-ratio Inequality is replaced by Theorem 6.5.

## Exercises

Exercise 6.1. Give another proof of Lemma 6.4 as follows.
(i) Show that

$$
\mathscr{P}_{0}(x)=\left\{\left[f^{i}(x), f^{i+1}(x)\right]: i \in\left\{0, \ldots, a_{0}-1\right\}\right\} \cup\left\{\left[f^{a_{0}}(x), x\right]\right\}
$$

is a partition of the circle (modulo endpoints), where $a_{0}$ is the integer part of $1 / \rho$.
(ii) Using Remark 6.3, show that if $\mathscr{P}_{n}(x)$ is a partition of the circle, then $\mathscr{P}_{n+1}(x)$ is a partition as well.

Exercise 6.2. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a circle homeomorphism with irrational rotation number $\rho$, and with unique invariant measure $\mu$. Show that for any $x \in \boldsymbol{S}^{1}$ and any $n \in \mathbb{N}$ we have

$$
\begin{equation*}
\mu\left(I_{n}\right)=\prod_{j=0}^{n} G^{j}(\rho)=\rho G(\rho) G^{2}(\rho) \cdots G^{n}(\rho) \tag{6.45}
\end{equation*}
$$

where $I_{n}$ is the interval with endpoints $x$ and $f^{q_{n}}(x)$ containing $f^{q_{n+2}}(x)$, and $G$ denotes the Gauss map from Chapter 1 (see also Appendix A). (Hint: see de Faria and Guarino [2022b, Lem. 2.3]).
Exercise 6.3. The following consequence of the real bounds is extracted from de Faria and de Melo [2000, Lem. 2.2]. Let $f$ be a unicritical circle map with arbitrary rotation number and critical point $c$, let $n \geqslant 1$, and let $J_{-i}=f^{q_{n+1}-i}\left(I_{n}(c)\right)$ for $0 \leqslant i<q_{n+1}$. Given $m<n$, let $i_{1}<i_{2}<\cdots<i_{\ell}$ be the moments in the backward orbit $\left\{J_{-i}\right\}$ before the the first return to $I_{m+1}(c)$ such that $J_{-i_{k}} \subseteq$ $I_{m}(c)$.
(i) Show that $\ell=a_{m+1}$, and that

$$
J_{-i_{k}} \subseteq f^{q_{m}+\left(a_{m+1}-k+1\right) q_{m+1}}\left(I_{m+1}(c)\right)
$$

(ii) Show that, given an integer $M \geqslant 1$, there exists $C_{M}>0$ such that for all sufficiently large $n$ we have $C_{M}^{-1}\left|I_{n}\right| \leqslant\left|J_{-i_{k}}\right| \leqslant C_{M}\left|I_{n}\right|$, provided $1 \leqslant k \leqslant M$ or $a_{m+1}-M+1 \leqslant k \leqslant a_{m+1}$.
[Hint: The largest $j<q_{n+1}$ such that $f^{j}\left(I_{n}(c)\right) \subseteq I_{m+1}(c)$ is easily computed as $j=q_{n+1}-q_{m+2}$. Since $q_{m+2}=q_{m}+a_{m+1} q_{m+1}$, there are exactly $a_{m+1}$ subsequent moments $j<i<q_{n+1}$ such that $f^{i}\left(I_{n}(c)\right) \subseteq I_{m}(c)$. The rest follows from the real bounds (Theorem 6.3) and the Koebe distortion principle (Lemma 5.2).]
Exercise 6.4. Let $f$ be a multicritical circle map, let $c \in \operatorname{Crit}(f)$, and fix $p>1$. For each $n \geqslant 1$, let

$$
S_{n}^{(p)}(c)=\sum_{I \in \mathscr{P}_{n}(c)\left\{\left\{I_{n}(c), I_{n+1}(c)\right\}\right.}\left(\frac{|I|}{d(c, I)}\right)^{p} .
$$

Show that the sequence $\left\{S_{n}^{(p)}(c)\right\}_{n \geqslant 1}$ is bounded. [Hint: Imitate the proof of Lemma 6.6.]
Exercise 6.5 . Let $f$ be a $C^{3}$ critical circle map with irrational rotation number and a unique critical point $c \in \boldsymbol{S}^{1}$. Show that there exists a constant $K_{1}>1$ such that the following facts hold for each $n \geqslant n_{0}$ :
(i) For all $x, y \in f\left(I_{n+1}(c)\right)$, we have

$$
\frac{1}{K_{1}} \leqslant \frac{\left|D f^{q_{n}-1}(x)\right|}{\left|D f^{q_{n}-1}(y)\right|} \leqslant K_{1} .
$$

(ii) For all $x, y \in f\left(I_{n}(c)\right)$, we have

$$
\frac{1}{K_{1}} \leqslant \frac{\left|D f^{q_{n+1}-1}(x)\right|}{\left|D f^{q_{n+1}-1}(y)\right|} \leqslant K_{1} .
$$

Do these statements remain true if $f$ has two or more critical points? Explain. Exercise 6.6. Let $f$ be as in Exercise 6.5. Prove that there exists $C>1$ such that

$$
\frac{1}{C} \leqslant D f^{q_{n+1}}(x) \leqslant C
$$

for all $x \in I_{n}(c) \backslash I_{n+2}(c)$ and all $n \in \mathbb{N}$.

Exercise 6.7. In Ergodic Theory, a famous lemma due to Kakutani and Rokhlin ${ }^{1}$ states that, if $(X, \mathscr{B}, \mu)$ is a non-atomic probability measure space and $T: X \rightarrow X$ is an ergodic measure-preserving invertible transformation, then for each $n \in \mathbb{N}$ and each $\varepsilon>0$ there exists $B \in \mathscr{B}$ such that $B, T B, \ldots, T^{n-1} B$ are pairwise disjoint and $\mu\left(B \cup T B \cup \cdots \cup T^{n-1} B\right)>1-\varepsilon$. Using the dynamical partitions $\mathscr{P}_{n}(x)$ of Section 6.3.1 and Yoccoz's Theorem 6.2, prove the Kakutani-Rokhlin lemma in the special case when $X$ is the unit circle, $\mathscr{B}$ is its Borel $\sigma$-algebra, $T$ is a multicritical circle map $f$ with $\operatorname{Per}(f)=\varnothing$, and $\mu$ is the unique $f$-invariant Borel probability measure.
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## Quasisymmetric Rigidity

In addition to the real bounds, another important preliminary step towards establishing the smooth rigidity of multicritical circle maps (to be examined in Section 10.1) is to answer the question: When are two topologically conjugate multicritical circle maps quasisymmetrically conjugate? This question pertains to the general study of quasisymmetric rigidity of one-dimensional systems. Our purpose in this chapter is twofold:
(a) To derive useful geometric criteria that allow us to decide whether a given homeomorphism is quasisymmetric, or perhaps even smooth; and
(b) To use one such criterion to prove a quasisymmetric rigidity theorem for multicritical circle maps.

The main theorem in this chapter is Theorem 7.2, which provides an answer to the question raised above and yields the quasisymmetric rigidity alluded to in item (b). It states that if we are given two (minimal) multicritical circle maps with the same number of critical points, say $f$ and $g$, and we know that there is a topological conjugacy $h$ between them that maps each critical point of $f$ to a critical point of $g$, then $h$ must be a quasisymmetric homeomorphism.

In Chapter 9 we will go a bit further and examine the geometric structure of individual orbits - more specifically, we will examine with a reasonable amount
of detail the problem of classifying the orbits of such a map up to quasisymmetric equivalence.

### 7.1 Quasisymmetry and fine grids

The concept of quasisymmetry stems from the theory of quasiconformal mappings. Quasisymmetric homeomorphisms arise as boundary values of quasiconformal homeomorphisms of the unit disk or the upper half-plane (see Ahlfors [2006, Ch. 4]). Roughly speaking, an orientation-preserving self-homeomorphism of the unit circle or the real line is quasisymmetric if it maps every triple of equally spaced points onto a triple of almost equally spaced points. Here is the formal definition.

Definition 7.1. An orientation-preserving homeomorphism of $\boldsymbol{S}^{1}=\mathbb{R} / \mathbb{Z}$, say $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$, is said to be quasisymmetric if there exists a constant $K \geqslant 1$ such that

$$
\begin{equation*}
\frac{1}{K} \leqslant \frac{h(x+t)-h(x)}{h(x)-h(x-t)} \leqslant K, \text { for all } x \in \boldsymbol{S}^{1} \text { and all } t>0 . \tag{7.1}
\end{equation*}
$$

If $K$ is such that $h$ satisfies (7.1) for this $K$, then we say that $h$ is $K$-quasisymmetric. The smallest $K$ with this property is called the quasisymmetric distortion of $h$.

The kind of regularity possessed by a quasisymmetric homeomorphism is very weak. Indeed, most quasisymmetric homeomorphisms are purely singular with respect to Lebesgue measure. They are, however, always Hölder continuous. Moreover, the composition of quasisymmetric homeomorphisms is quasisymmetric, and the inverse of a quasisymmetric homeomorphism is also quasisymmetric. These properties are not obvious from the definition given above, but they are easily proved once it is established that quasisymmetric homeomorphisms are precisely the boundary values of quasiconformal self-homeomorphisms of the disk (once again, see Ahlfors [ibid., Ch. 4]; see also Exercise 7.1).

There is a relationship between quasisymmetry and distortion of cross-ratios, but a full discussion of it would constitute a lengthy digression. There are in fact only a couple of places in the present book where a particular instance of this relationship is required. What we need is a simple consequence of the following result, which we state without proof (cf. de Faria and de Melo [2008, p. 130]). Here, we will be using the $b$-cross-ratio, i.e., $[M, T]=b(M, T)$, but both the proposition below and its corollary can be easily recast in terms of the $a$-crossratio.

Proposition 7.1. If $\phi: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is quasisymmetric, then there exists a nondecreasing function $\sigma:[0, \infty) \rightarrow[0, \infty)$ with $\sigma(t) \rightarrow 0$ as $t \rightarrow 0$ such that $[\phi(M), \phi(T)] \leqslant \sigma([M, T])$ for every pair of intervals $M, T \subset S^{1}$ with $M$ compactly contained in the interior of $T$.

A proof of this result may be found in Astala, Iwaniec, and Martin [2009]. In order to state the corollary in simple terms, it is best to introduce a definition. We say that a homeomorphism $\phi: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ has weakly bounded cross-ratio distortion if for every pair of constants $0<\alpha<\beta<1$ there exists $B_{\alpha, \beta}>0$ such that $\mathrm{CrD}(\phi, M, T) \leqslant B_{\alpha, \beta}$ for every pair of intervals $M, T$ (with $M$ compactly contained in the interior of $T$ ) such that $\alpha \leqslant[M, T] \leqslant \beta$.

Corollary 7.1. Every quasisymmetric homeomorphism of the circle has weakly bounded cross-ratio distortion.

Proof. Follows easily from Proposition 7.1; the details are left as an exercise.
This corollary will be used in its contrapositive, as a criterion for non-quasisymmetry (see Chapter 9).

### 7.1.1 A criterion for quasisymmetry

Let us now describe a criterion for quasisymmetry that is particularly useful in the study of circle maps. In order to formulate it, we first need to introduce the concept of a fine grid. Here is the definition, reproduced almost verbatim from Estevez and de Faria [2018, Def. 5.1].

Definition 7.2. $A$ fine grid is a nested sequence $\left\{\mathscr{Q}_{n}\right\}_{n \geqslant 0}$ of finite interval partitions of the circle (modulo endpoints) having the following properties.
(a) Each $\mathscr{Q}_{n+1}$ is a strict refinement of $\mathscr{Q}_{n}$.
(b) There exists an integer $a \geqslant 2$ such that each atom $\Delta \in \mathscr{Q}_{n}$ is the disjoint union of at most a atoms of $\mathscr{Q}_{n+1}$.
(c) There exists $\sigma>1$ such that $\sigma^{-1}|\Delta| \leqslant\left|\Delta^{\prime}\right| \leqslant \sigma|\Delta|$ for each pair of adjacent atoms $\Delta, \Delta^{\prime} \in \mathscr{Q}_{n}$.

The numbers $a, \sigma$ are called fine grid constants.

Remark 7.1. Given a fine grid as above, it is not difficult to check that there exist $0<\lambda_{0}<\lambda_{1}<1$ depending only on the fine grid constants $a, \sigma$ such that, whenever $\Delta \in \mathscr{Q}_{n}, \Delta^{*} \in \mathscr{Q}_{n-1}$ and $\Delta \subset \Delta^{*}$, we have

$$
\begin{equation*}
\lambda_{0}\left|\Delta^{*}\right| \leqslant|\Delta| \leqslant \lambda_{1}\left|\Delta^{*}\right| . \tag{7.2}
\end{equation*}
$$

In fact, one can take $\lambda_{0}=\left(a \sigma^{a-1}\right)^{-1}$ and $\lambda_{1}=\left(1+\sigma^{-1}\right)^{-1}$. The details are left as an exercise for the reader. In particular, there exists a constant $C_{0}>1$ such that

$$
C_{0}^{-1} \lambda_{0}^{n} \leqslant|\Delta| \leqslant C_{0} \lambda_{1}^{n}
$$

for all $n$ and each $\Delta \in \mathscr{Q}_{n}$. When called upon, the constants $\lambda_{0}, \lambda_{1}$ will also be referred to as fine grid constants.

The notion of fine grid was first introduced in de Faria and de Melo [1999, §4]. Its usefulness lies in the fact that one can sometimes tell how regular a homeomorphism is by looking at the effect it has on a suitable fine grid. This will be illustrated by two results we proceed to present, namely Propositions 7.2 and 7.3, the first of which is the criterion for quasisymmetry that we promised above.

First we need the following lemma.
Lemma 7.1. Given a fine grid $\left\{\mathscr{Q}_{n}\right\}_{n \geqslant 0}$ with fine grid constants a, $\sigma$ as above, let $I \subset \boldsymbol{S}^{1}$ be an interval with non-empty interior, and let $n=n(I)$ be the smallest natural number such that I $\supset \Delta$ for some atom $\Delta \in \mathscr{Q}_{n}$. Then there exists an interval $U \supset I$ with the following properties:
(i) $U$ is the union of at most $2 a$ atoms of $\mathscr{Q}_{n}$;
(ii) $|U| \leqslant \lambda_{0}^{-1}(1+\sigma)|I|$, where $\lambda_{0}$ is the constant in (7.2).

Proof. Suppose $I$ intersects 3 distinct consecutive atoms of $\mathscr{Q}_{n-1}$, say $\Delta_{1}, \Delta_{2}, \Delta_{3}$, with $\Delta_{2}$ lying between $\Delta_{1}$ and $\Delta_{3}$. Then we necessarily have $\Delta_{2} \subseteq I$; but this contradicts the definition of $n=n(I)$. Hence $I$ is contained in the union $U$ of at most two atoms of $\mathscr{Q}_{n-1}$. Since each atom of $\mathscr{Q}_{n-1}$ is the union of at most $a$ atoms of $\mathscr{Q}_{n}$, part (i) follows. To prove (ii), given that $I \supset \Delta \in \mathscr{Q}_{n}$, let $\Delta^{*}$ be the unique atom of $\mathscr{Q}_{n-1}$ that contains $\Delta$. By part (i), $U$ contains $\Delta^{*}$ and at most one other atom $\Delta^{* *} \in \mathscr{Q}_{n-1}$ adjacent to $\Delta^{*}$. Therefore, using property (c) in Definition 7.2 and (7.2), we have

$$
|U| \leqslant\left|\Delta^{*}\right|+\left|\Delta^{* *}\right| \leqslant(1+\sigma)\left|\Delta^{*}\right| \leqslant \lambda_{0}^{-1}(1+\sigma)|\Delta| \leqslant \lambda_{0}^{-1}(1+\sigma)|I| .
$$

This establishes (ii) and finishes the proof.

Proposition 7.2. Let $\left\{\mathscr{Q}_{n}\right\}_{n \geqslant 0}$ be a fine grid in $\boldsymbol{S}^{1}$ whose fine grid constants are $a, \sigma$, and let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be an orientation-preserving homeomorphism such that

$$
\begin{equation*}
\left|\frac{\left|h\left(\Delta^{\prime}\right)\right|}{\left|h\left(\Delta^{\prime \prime}\right)\right|}-\frac{\left|\Delta^{\prime}\right|}{\left|\Delta^{\prime \prime}\right|}\right| \leqslant \lambda \tag{7.3}
\end{equation*}
$$

for each pair of adjacent atoms $\Delta^{\prime}, \Delta^{\prime \prime} \in \mathscr{Q}_{n}$, for all $n \geqslant 0$, where $\lambda$ is a positive constant. Then there exists $K=K(a, \sigma, \lambda)>1$ such that $h$ is $K$-quasisymmetric.

Proof. We will verify the quasisymmetry condition

$$
\frac{1}{K} \leqslant \frac{h(x+t)-h(x)}{h(x)-h(x-t)} \leqslant K
$$

for all $x \in S^{1}=\mathbb{R} / \mathbb{Z}$ and all $t>0$, with $K>1$ a constant to be determined in the course of the argument. Let $I=[x-t, x+t]$ be the interval on the circle that contains $x$, and write $I=I^{-} \cup I^{+}$, where $I^{-}=[x-t, x]$ and $[x, x+t]$. By Lemma 7.1, there exist $n=n(I)$ and an interval $U \supset I$ such that $U$ is the union of at most $2 a$ atoms of $\mathscr{Q}_{n}$ and $|U| \leqslant \sigma_{1}|I|$, where $\sigma_{1}=\lambda_{0}^{-1}(1+\sigma)$. Let $p$ be the smallest positive integer such that $\lambda_{1}^{p} \sigma_{1}<\frac{1}{4}$. Write $U$ as the union of atoms of $\mathscr{Q}_{n+p}$, say

$$
U=J_{1} \cup J_{2} \cup \cdots \cup J_{s}
$$

where the $J_{i} \in \mathscr{Q}_{n+p}, 1 \leqslant i \leqslant s$ are assumed to be in counterclockwise order on the circle. Note that we must have $s \leqslant 2 a^{p+1}$. By (7.2) and induction, we have $\left|J_{i}\right| \leqslant \lambda_{1}^{p}\left|J_{i}^{*}\right|$, where $J_{i}^{*} \subseteq U$ is the unique atom of $\mathscr{Q}_{n}$ that contains $J_{i}$. Hence we get

$$
\left|J_{i}\right| \leqslant \lambda_{1}^{p}\left|J_{i}^{*}\right| \leqslant \lambda_{1}^{p}|U| \leqslant \lambda_{1}^{p} \sigma_{1}|I|<\frac{1}{4}|I| .
$$

But this means that at least one of the $J_{i}$ 's, say $J_{i_{0}}$, is contained in $I^{-}$. Thus, we have on the one hand $J_{i_{0}} \subset I^{-}$and on the other hand $I^{+} \subseteq J_{i_{0}+1} \cup J_{i_{0}+2} \cup \cdots \cup J_{S}$. Moreover, by the hypothesis (7.3), for all $1 \leqslant i \leqslant s-1$ we have

$$
\frac{\left|h\left(J_{i+1}\right)\right|}{\left|h\left(J_{i}\right)\right|} \leqslant \lambda+\frac{\left|J_{i+1}\right|}{\left|J_{i}\right|} \leqslant \lambda+\sigma,
$$

from which it follows by telescoping that

$$
\frac{\left|h\left(J_{i+v}\right)\right|}{\left|h\left(J_{i}\right)\right|} \leqslant(\lambda+\sigma)^{v} \text { for all } v=1,2, \ldots, s-i
$$

Therefore

$$
\begin{aligned}
\frac{h(x+t)-h(x)}{h(x)-h(x-t)} & =\frac{\left|h\left(I^{+}\right)\right|}{\left|h\left(I^{-}\right)\right|} \leqslant \frac{\sum_{i=i_{0}+1}^{s}\left|h\left(J_{i}\right)\right|}{\left|h\left(J_{i_{0}}\right)\right|} \\
& \leqslant \sum_{\nu=1}^{s-i_{0}}(\lambda+\sigma)^{v} \leqslant \sum_{\nu=1}^{2 a^{p+1}}(\lambda+\sigma)^{\nu}
\end{aligned}
$$

This proves that $h$ is $K$-quasisymmetric with $K=\sum_{v=1}^{2 a^{p+1}}(\lambda+\sigma)^{v}$, a constant that indeed depends only on the constants $a, \sigma, \lambda$.

Now, let us agree to say that an orientation-preserving homeomorphism $h$ : $\boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a fine grid isomorphism if it maps fine grids to fine grids. Then the criterion for quasisymmetry given by Proposition 7.2 has the following consequence.

Corollary 7.2. Let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be an orientation-preserving homeomorphism. Then the following are equivalent.
(i) $h$ is quasisymmetric;
(ii) $h$ maps some fine grid onto another fine grid;
(iii) $h$ is a fine grid isomorphism.

Proof. The proof is left as an exercise to the reader.
As we shall see in the sequence (Section 7.2 below), the characterization of quasisymmetry provided by Corollary 7.2 is extremely helpful in the study of critical circle maps.

### 7.1.2 A criterion for smoothness

Our next goal is to present a criterion for $C^{1+\alpha}$ smoothness involving fine grids. This criterion will be extremely important later, in our study of renormalization convergence and smooth rigidity (see Chapter 10).
Proposition 7.3. Let $h: S^{1} \rightarrow S^{1}$ be a homeomorphism and let $\left\{\mathscr{Q}_{n}\right\}_{n \geqslant 0}$ be a fine grid. If there exist constants $C>0$ and $0<\lambda<1$ such that

$$
\left|\frac{|I|}{|J|}-\frac{|h(I)|}{|h(J)|}\right| \leqslant C \lambda^{n},
$$

for each pair of adjacent atoms $I, J \in \mathscr{Q}_{n}$, for all $n \geqslant 0$, then $h$ is a $C^{1+\alpha_{-}}$ diffeomorphism for some for some $\alpha>0$.

The proof uses the following calculus lemma concerning lateral derivatives. If $\phi$ is a real-valued function in an interval or oriented arc on the circle, we define the right derivative of $\phi$ at $x$ to be

$$
D^{+} \phi(x)=\lim _{t \searrow 0} \frac{\phi(x+t)-\phi(t)}{t}
$$

provided the limit exists. When $D^{+} \phi(x)$ exists for every $x$, we say that $\phi$ is rightdifferentiable.

Lemma 7.2. Let $\phi_{n}:[0,1] \rightarrow \mathbb{R}$ be a sequence of continuous, right differentiable functions such that the sequence of right derivatives $D^{+} \phi_{n}$ converges uniformly to an $\alpha$-Hölder continuous function $\varphi:[0,1] \rightarrow \mathbb{R}$, and such that each $D^{+} \phi_{n}$ is Riemann-integrable. If $\phi_{n}$ converges uniformly to $\phi$, then $\phi$ is $C^{1+\alpha}$ and $D \phi=\varphi$. Proof. Exercise.

Proof of Proposition 7.3. Let $\phi_{n}$ be the piecewise affine $C^{0}$-approximations to $h$ determined by the vertices of $\mathscr{Q}_{n}$. Then $\phi_{n}$ is differentiable on the right, and $D^{+} \phi_{n}$ is a step function, so in particular it is Riemann integrable. First we show that $\left\{D^{+} \phi_{n}\right\}_{n \geqslant 0}$ is a uniform Cauchy sequence, and then that the limit is Hölder continuous. Take an atom $I$ of $\mathscr{Q}_{n}$, and consider the decomposition

$$
I=J_{1} \cup J_{2} \cup \cdots \cup J_{p}
$$

with $J_{k} \in \mathscr{Q}_{n+1}$ consecutive and pairwise disjoint and $p \leqslant a$. Then $D^{+} \phi_{n}$ is constant on $I$ and $D^{+} \phi_{n+1}$ is constant on each $J_{k}$, say

$$
\begin{cases}D^{+} \phi_{n}(t)=s=\frac{\left|\phi_{n}(I)\right|}{|I|} & (\forall t \in I), \\ D^{+} \phi_{n+1}(t)=s_{k}=\frac{\left|\phi_{n+1}\left(J_{k}\right)\right|}{\left|J_{k}\right|} & \left(\forall t \in J_{k}\right)\end{cases}
$$

From this, and the fact that $\left|\phi_{n}(I)\right|=\sum_{k=1}^{p}\left|\phi_{n+1}\left(J_{k}\right)\right|$, we get

$$
s|I|=\sum_{k=1}^{p} s_{k}\left|J_{k}\right|
$$

and in particular $s^{\prime}=\min s_{k} \leqslant s \leqslant \max s_{k}=s^{\prime \prime}$. Also, $s^{\prime} / s^{\prime \prime} \leqslant s / s_{k} \leqslant s^{\prime \prime} / s^{\prime}$ for all $k$. Since by assumption $\left|1-\left(s_{k+1} / s_{k}\right)\right| \leqslant C \lambda^{n+1}$, an easy telescoping trick gives us

$$
\frac{s^{\prime \prime}}{s^{\prime}} \leqslant\left(1+C \lambda^{n+1}\right)^{a} \leqslant 1+C \lambda^{n+1} .
$$

A similar lower bound holds for $s^{\prime} / s^{\prime \prime}$. Therefore we have

$$
\begin{equation*}
1-C \lambda^{n} \leqslant \frac{s}{s_{k}} \leqslant 1+C \lambda^{n}, \tag{7.4}
\end{equation*}
$$

for all $k=1,2, \ldots p$. This shows that the sequence $\left\{D^{+} \phi_{n}\right\}_{n \geqslant 0}$ is uniformly bounded, and moreover that for all $m \geqslant n \geqslant 0$ and all $t \in \boldsymbol{S}^{1}$, we have

$$
\begin{equation*}
\left|D^{+} \phi_{m}(t)-D^{+} \phi_{n}(t)\right| \leqslant C \sum_{j=n}^{m-1} \lambda^{j}<\frac{C}{1-\lambda} \lambda^{n} . \tag{7.5}
\end{equation*}
$$

Hence $\left\{D^{+} \phi_{n}\right\}_{n \geqslant 0}$ is a uniform Cauchy sequence as claimed. Let $\varphi=\lim D^{+} \phi_{n}$ be its uniform limit, and let $\alpha>0$ be such that $\lambda_{0}^{\alpha}=\lambda$, where $\lambda_{0}$ is the fine grid constant appearing in Remark 7.1. We prove $\varphi$ is $\alpha$-Hölder as follows. It suffices to consider points $x, y \in S^{1}$ whose distance is smaller than $\inf _{I \in \mathscr{Q}_{0}}|I|$. Take the smallest $n$ such that $x$ and $y$ belong to distinct elements of $\mathscr{Q}_{n}$. Then either $n=0$ or $x$ and $y$ lie in a common element of $\mathscr{Q}_{n-1}$. Either way we have by (7.4)

$$
\begin{equation*}
\left|D^{+} \phi_{n}(x)-D^{+} \phi_{n}(y)\right| \leqslant C \lambda^{n} . \tag{7.6}
\end{equation*}
$$

Combining (7.5) and (7.6), we deduce that

$$
\begin{aligned}
&|\varphi(x)-\varphi(y)| \leqslant\left|\varphi(x)-D^{+} \phi_{n}(x)\right|+\mid D^{+} \\
& \phi_{n}(x)-D^{+} \phi_{n}(y) \mid \\
& \quad+\left|D^{+} \phi_{n}(y)-\varphi(y)\right| \\
& \leqslant \frac{C}{1-\lambda} \lambda^{n}+C \lambda^{n}+\frac{C}{1-\lambda} \lambda^{n} \leqslant C \lambda_{0}^{n \alpha} \\
& \leqslant C|x-y|^{\alpha},
\end{aligned}
$$

and so $\varphi$ is $\alpha$-Hölder as claimed. But then, since the sequence $\left\{\phi_{n}\right\}_{n \geqslant 0}$ converges uniformly to $h$, we deduce from Lemma 7.2 that $D h=\varphi$, whence $h$ is indeed $C^{1+\alpha}$. This completes the proof.

Remark 7.2. The reader who happens to be familiar with probability theory will have no difficulty in translating the above result to the language of conditional expectations. Indeed, viewing each $D^{+} \phi_{n} \in L^{1}$ as a random variable, the sequence $\left\{D^{+} \phi_{n}\right\}_{n \geqslant 0}$ satisfies $D^{+} \phi_{n+1}=\mathbb{E}\left(D^{+} \phi_{n} \mid \mathscr{B}_{n}\right)$, where $\mathscr{B}_{n}$ is the $\sigma$-algebra ${ }^{1}$ generated by $\mathscr{Q}_{n}$, and therefore constitutes a martingale. Thus, the existence of a pointwise a.e limit $\varphi$, merely as an integrable function, is a special case of J. Doob's martingale convergence theorem, see Billingsley [1986, p. 490].

### 7.2 Quasisymmetric conjugacies

What we have done so far already allow us to give a short proof of the following theorem, originally due to Herman [1988]. In this section, since we will consider dynamical partitions associated to different maps, we shall use the notation $\mathscr{P}_{n}(x, f), I_{n}(x, f)$, instead of $\mathscr{P}_{n}(x), I_{n}(x)$, etc. to emphasize the dependency on $f$.

Theorem 7.1. A multicritical circle map without periodic points is quasisymmetrically conjugate to a rigid rotation if and only if its rotation number is of bounded type.

Proof. Let us first assume that $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a multicritical circle map whose rotation number $\rho=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ is an irrational of bounded type, say $a_{n} \leqslant A$ for all $n$. Let $c \in \boldsymbol{S}^{1}$ be a critical point of $f$. We claim that the dynamical partitions $\mathscr{P}_{2 n}(c, f), n \geqslant 0$ constitute a fine grid. Indeed, every atom of $\mathscr{P}_{2 n}(c, f)$ is partitioned into at least 2 and at most $\left(a_{2 n+1}+1\right)\left(a_{2 n+2}+1\right) \leqslant(A+1)^{2}$ atoms of $\mathscr{P}_{2 n+2}(c, f)$, and these are all comparable by Theorem 6.3. Hence conditions (a), (b) and (c) of Definition 7.2 are met, and the claim is proved. Let $h: \boldsymbol{S}^{\mathbf{1}} \rightarrow \boldsymbol{S}^{1}$ be a topological conjugacy between $f$ and the rigid rotation $R_{\rho}$ (say $h \circ f=$ $R_{\rho} \circ h$ ), which exists by Yoccoz's Theorem 6.2. Then one can easily check that the dynamical partitions $\mathscr{P}_{2 n}\left(h(c), R_{\rho}\right), n \geqslant 0$, also constitute a fine grid (for $R_{\rho}$ ). But then $h$ satisfies property (ii) of Corollary 7.2 , and therefore it must be quasisymmetric.

For the converse, suppose $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a homeomorphism satisfying $h \circ$ $f=R_{\rho} \circ h$, and suppose the rotation number of $f$ is not of bounded type. Then there exists a subsequence $\left(n_{i}\right)$ with $a_{n_{i}+1} \rightarrow \infty$ as $i \rightarrow \infty$. Again we take $c$ to be a critical point of $f$, and let $x=h(c)$. By the real bounds, the scaling ratios

[^18]$\left|I_{n_{i}+1}(c, f)\right| /\left|I_{n_{i}}(c, f)\right|$ for $f$ remain bounded, whereas for the rigid rotation we have
$$
\frac{\left|h\left(I_{n_{i}+1}(c, f)\right)\right|}{\left|h\left(I_{n_{i}}(c, f)\right)\right|}=\frac{\left|I_{n_{i}+1}\left(x, R_{\rho}\right)\right|}{\left|I_{n_{i}}\left(x, R_{\rho}\right)\right|}>a_{n_{i}+1} \rightarrow \infty \text { as } i \rightarrow \infty,
$$
and therefore $h$ cannot be quasisymmetric.
Remark 7.3. In the above proof, the only reason we did not use the full collection of dynamical partitions as our fine grid is that $\mathscr{P}_{n+1}(c, f)$ is not a strict refinement of $\mathscr{P}_{n}(c, f)$ (the short atoms of $\mathscr{P}_{n}(c, f)$ are not decomposed at all in the next step; they become long atoms of $\left.\mathscr{P}_{n+1}(c, f)\right)$. This is why we skipped every other level.

Remark 7.4. An interesting application of Theorem 7.1 to holomorphic dynamics goes as follows. In the complex quadratic family $P_{\theta}: z \mapsto e^{2 \pi i \theta} z+z^{2}$, one knows that for each Diophantine $\theta$ the fixed point at the origin is linearizable, so it belongs to the Fatou set of $P_{\theta}$. The component of the Fatou set containing 0 is a Siegel disk; call it $\Omega_{\theta}$. In Douady [1987], Douady proved that if $\theta$ is a number of bounded type, then $\partial \Omega_{\theta}$ is a quasicircle that contains the critical point of $P_{\theta}$. The rough idea is to start with a Blaschke product $B$ from the family introduced in Section 6.1.1 (see eq. (6.1)) whose restriction to $\boldsymbol{S}^{1}$ is a critical circle map $f$ with rotation number $\theta$. Then, using Theorem 7.1, one applies quasiconformal surgery to $B$, cutting out the unit disk and glueing it back in using as sewing map the quasisymmetric conjugacy $h$ between $f$ and the rigid rotation with the same rotation number. Redefining the map in the interior of the unit disk to be that same rotation, and applying the measurable Riemann mapping theorem, the unit circle is mapped onto a quasicircle, and the post-surgery map becomes $P_{\theta}$, thereby proving Douady's theorem. This result was later generalized by Petersen and Zakeri [2004]. Their theorem allows the rotation number $\theta$ to belong to a certain class of unbounded type numbers, and the proof is accomplished through the use of trans-quasiconformal surgery.

More important for our purposes is the following immediate consequence of Theorem 7.1.

Corollary 7.3. Any two multicritical circle maps $f$ and $g$ with the same irrational rotation number of bounded type are quasisymmetrically conjugate, and in fact every topological conjugacy between $f$ and $g$ is a quasisymmetric homeomorphism.

Note that in Corollary 7.3 the number of critical points of $f$ and the number of critical points of $g$ need not be the same! But the bounded type hypothesis on
the rotation number is essential. In full generality, the above statement is most definitely false for unbounded combinatorics; see Chapter 9.

What can be said, then, for arbitrary irrational rotation numbers? If $f$ and $g$ have the same number of critical points and there is a conjugacy between $f$ and $g$ that maps each critical point of $f$ to a critical point of $g$, the first part of the statement of Corollary 7.3 continues to hold. This will be the main result in Section 7.4.

### 7.3 Almost parabolic maps

When studying the geometry of dynamical partitions of a multicritical circle map whose rotation number is of unbounded type, one has to deal with the fact that, at certain levels, some short atoms can be much smaller than long atoms. For instance, let $f$ be a unicritical circle map with critical point $c$, and consider the first return map to a small neighborhood of $c$, say $I_{n}(c) \cup I_{n+1}(c)$. If the partial quotient ${ }^{2} a_{n+1}$ is very large, then the restriction of $f^{q_{n+1}}$ to $I_{n}(c)$ is very nearly a parabolic map at the center of a saddle-node bifurcation. The consecutive intervals ${ }^{3} \Delta_{i}=f^{i q_{n+1}+q_{n}}\left(I_{n+1}(c)\right) \subset I_{n}(c)$ with $0 \leqslant i \leqslant a_{n+1}-1$ work as fundamental domains for the dynamics of $\left.f^{q_{n+1}}\right|_{I_{n}(c)}$. By the real bounds, the two outermost of these intervals, $\Delta_{0}$ and $\Delta_{a_{n+1}-1}$, are comparable to $I_{n}(c)$, but the ones in the middle, i.e., the $\Delta_{i}$ 's with $i$ close to $a_{n+1} / 2$, are much smaller. The map $\left.f^{q_{n+1}}\right|_{I_{n}(c)}$ is an example of what one calls an almost parabolic map.

Such maps can be described abstractly as follows (see de Faria and de Melo [1999, p. 354] or Estevez and de Faria [2018, Def. 4.1]).

Definition 7.3. An almost parabolic map is a $C^{3}$ diffeomorphism

$$
\phi: \Delta_{1} \cup \Delta_{2} \cup \cdots \cup \Delta_{\ell} \rightarrow \Delta_{2} \cup \Delta_{3} \cup \cdots \cup \Delta_{\ell+1},
$$

where $\Delta_{1}, \Delta_{2}, \ldots, \Delta_{\ell+1}$ are consecutive intervals on the circle (or on the line), with the following properties.
(i) One has $\phi\left(\Delta_{k}\right)=\Delta_{k+1}$ for all $1 \leqslant k \leqslant \ell$;
(ii) The Schwarzian derivative of $\phi$ is everywhere negative.

[^19]The positive integer $\ell$ is called the length of $\phi$, and the positive real number

$$
\sigma=\min \left\{\frac{\left|\Delta_{1}\right|}{\left|\cup_{k=1}^{\ell} \Delta_{k}\right|}, \frac{\left|\Delta_{\ell}\right|}{\left|\cup_{k=1}^{\ell} \Delta_{k}\right|}\right\}
$$

is called the width of $\phi$.
Remark 7.5. Note the negative Schwarzian hypothesis (ii). As we saw in Section 6.5, Proposition 6.2, for sufficiently large $n$ we have $S f^{q_{n+1}}(x)<0$ for every regular point $x \in I_{n}(c)$. Thus, in the unicritical case at least, the restriction $\left.f^{q_{n+1}}\right|_{\Delta_{0} \cup \Delta_{1} \cup \ldots \cup \Delta_{a_{n+1}-1}}$ is an almost parabolic map with length $\ell=a_{n+1}-1$, provided $n$ is sufficiently large.

### 7.3.1 Yoccoz's inequality

The basic geometric control of an almost parabolic map is provided by the following fundamental inequality due to Yoccoz.

Lemma 7.3 (Yoccoz). Let $\phi: \bigcup_{k=1}^{\ell} \Delta_{k} \rightarrow \bigcup_{k=2}^{\ell+1} \Delta_{k}$ be an almost parabolic map with length $\ell$ and width $\sigma$. There exists a constant $C_{\sigma}>1$ (depending on $\sigma$ but not on $\ell$ ) such that, for all $k=1,2, \ldots, \ell$, we have

$$
\begin{equation*}
\frac{C_{\sigma}^{-1}|I|}{[\min \{k, \ell+1-k\}]^{2}} \leqslant\left|\Delta_{k}\right| \leqslant \frac{C_{\sigma}|I|}{[\min \{k, \ell+1-k\}]^{2}}, \tag{7.7}
\end{equation*}
$$

where $I=\bigcup_{k=1}^{\ell} \Delta_{k}$ is the domain of $\phi$.
Yoccoz never published a proof of this result, but he was kind enough to explain the idea to the authors of de Faria and de Melo [1999], and as a result the first complete proof appeared as an appendix to that paper.

The main geometric idea behind the proof is to use the negative Schwarzian property of $f$ to squeeze the graph of $f$ between the graphs of two Möbius transformations. The required estimate for $f$ will then follow from the corresponding estimate for Möbius transformations. Hence the first thing we do is to state and prove the estimate for Möbius transformations.

Consider the fractional linear transformation $T(x)=x /(1+x)$, and given $\varepsilon>0$, let $T_{\varepsilon}(x)=T(x)-\varepsilon$. We are interested in certain quantitative aspects of the orbit $x_{n}=T_{\varepsilon}^{n}\left(x_{0}\right)$ for $x_{0}=1$. Observe that this sequence is strictly decreasing.

Lemma 7.4. Let $N>0$ be such that $x_{N+1} \leqslant 0<x_{N}$. Then we have $N \asymp 1 / \sqrt{\varepsilon}$ and moreover $x_{n}-x_{n+1} \asymp 1 / n^{2}$ for $n=0,1, \ldots, N$.

Proof. Writing $\delta_{n}=T^{n}\left(x_{0}\right)-T_{\varepsilon}^{n}\left(x_{0}\right)$, we have

$$
\begin{equation*}
\delta_{n}=\varepsilon+\frac{\delta_{n-1}}{\left(1+\frac{1}{n}\right)\left(1+\frac{1}{n}-\delta_{n-1}\right)} \tag{7.8}
\end{equation*}
$$

for all $n=1,2, \ldots, N+1$. We claim that

$$
\begin{equation*}
\frac{n \varepsilon}{6} \leqslant \delta_{n} \leqslant n \varepsilon \tag{7.9}
\end{equation*}
$$

The last inequality is clear. To prove the first, we note from (7.8) that

$$
\delta_{n} \geqslant \varepsilon+\left(\frac{n}{n+1}\right)^{2} \delta_{n-1}
$$

By induction, this gives us
$\delta_{n} \geqslant \frac{\varepsilon}{(n+1)^{2}}\left(1^{2}+2^{2}+\cdots+n^{2}\right)=\frac{\varepsilon}{(n+1)^{2}} \frac{n(n+1)(2 n+1)}{6} \geqslant \frac{n \varepsilon}{6}$,
which proves the claim. Now, from the fact that $x_{N+1} \leqslant 0<x_{N}$ we have the inequalities

$$
\delta_{N}<\frac{1}{N+1}, \quad \delta_{N+1} \geqslant \frac{1}{N+2} .
$$

Then, using (7.9), we get

$$
\begin{equation*}
\frac{1}{(N+1)(N+2)} \leqslant \varepsilon<\frac{6}{N(N+1)} \tag{7.10}
\end{equation*}
$$

which proves the first assertion.
Next, note that since $\left[x_{N+1}, x_{N}\right] \subseteq\left[T_{\varepsilon}(0), T_{\varepsilon}^{-1}(0)\right]=[-\varepsilon, \varepsilon /(1-\varepsilon)]$, we have

$$
\begin{equation*}
\varepsilon<x_{N}-x_{N+1}<3 \varepsilon \tag{7.11}
\end{equation*}
$$

Hence, by (7.10), we get $x_{N}-x_{N+1} \asymp 1 / N^{2}$ and the second assertion is proved when $n=N$. To prove it in general using this information, observe that

$$
x_{n}-x_{n+1}=\frac{x_{n-1}-x_{n}}{\left(1+x_{n-1}\right)\left(1+x_{n}\right)}=\frac{x_{n-1}-x_{n}}{\left(1+\frac{1}{n}-\delta_{n-1}\right)\left(1+\frac{1}{n+1}-\delta_{n}\right)}
$$

implies

$$
x_{n}-x_{n+1} \geqslant \frac{n}{n+2}\left(x_{n-1}-x_{n}\right) .
$$

By induction, this gives on one hand

$$
x_{n}-x_{n+1} \geqslant \frac{2}{(n+1)(n+2)}\left(x_{0}-x_{1}\right) \geqslant \frac{1}{(n+1)(n+2)},
$$

and on the other hand, using (7.10) and (7.11),

$$
x_{n}-x_{n+1} \leqslant\left(x_{N}-x_{N+1}\right) \prod_{j=1}^{N-n}\left(\frac{n+j+2}{n+j}\right)<\frac{54}{(n+1)(n+2)} .
$$

This proves the second assertion in all cases.
Now recall that $\phi: \Delta_{1} \cup \Delta_{2} \cup \cdots \cup \Delta_{\ell} \rightarrow \mathbb{R}$ satisfies $\phi\left(\Delta_{j}\right)=\Delta_{j+1}$ for all $j$. Without loss of generality, we can assume that $\phi(x)<x$ for all $x$. Thus, if we call $x_{0}$ the right endpoint of $\Delta_{1}$ and write $x_{j}=\phi^{j}\left(x_{0}\right)$, we have $\Delta_{j}=\left[x_{j}, x_{j-1}\right]$ for all $j$. Since $\phi$ is a negative-Schwarzian diffeomorphism, there exists a unique $z$ in the domain of $\phi$ such that $\varepsilon=|\phi(z)-z| \leqslant|\phi(x)-x|$ for all $x$. Since the statement we want to prove is invariant under affine changes of coordinates, we may assume also that $z=0$ and $x_{0}=1$. In this setting, we want to prove that $\left|\Delta_{j}\right| \asymp 1 / j^{2}$ for all $j$ such that $\Delta_{j} \subseteq[0,1]$. Note that $\phi^{\prime}(0)=1$.

Next, let $A$ be the Möbius transformation on the line such that $A\left(x_{0}\right)=\phi\left(x_{0}\right)$ and $A(0)=\phi(0)$ and $A^{\prime}(0)=\phi^{\prime}(0)=1$. This determines $A$ uniquely, and in fact

$$
A(x)=\frac{x}{1+\lambda x}-\varepsilon
$$

for some $\lambda>0$. Since $S \phi<0$, we see that $A(x) \leqslant \phi(x)$ for all $x \in[0,1]$.
Likewise, let $B$ be the Möbius transformation such that $B\left(x_{\ell}\right)=\phi\left(x_{\ell}\right)$, $B(0)=\phi(0)$ and $B^{\prime}(0)=\phi^{\prime}(0)=1$. This determines $B$ uniquely, and in fact

$$
B(x)=\frac{x}{1+\mu x}-\varepsilon
$$

for some $\mu>0$. This time, since $x_{\ell}<0$ and $S \phi<0$, we have $\phi(x) \leqslant B(x)$ for all $x \in[0,1]$. In particular, $\lambda>\mu$. It is easy to see that $\lambda / \mu \leqslant c_{\sigma}$, where $c_{\sigma}$ depends only on the constant $\sigma$ in the statement.

Lemma 7.5. Let $x \in[0,1]$ and $k>0$ be such that $A(x)<B^{k}(x)$. Then $k \leqslant$ $1+\lambda / \mu$.

Proof. By induction we have

$$
B^{k}(x) \leqslant \frac{x}{1+(k-1) \mu x}-\varepsilon
$$

Therefore $A(x)<B^{k}(x)$ implies $(k-1) \mu x<\lambda x$.
Now, let us write $\alpha_{n}=A^{n}\left(x_{0}\right)$ and $\beta_{n}=B^{n}\left(x_{0}\right)$. By Lemma 7.5, the number of $\beta_{j}$ 's inside each interval of the form $\left[\alpha_{n+1}, \alpha_{n}\right]$ is bounded independently of $n$. Moreover, since $\alpha_{n}<x_{n}<\beta_{n}$ for all $n$, the number of $x_{j}$ 's inside each $\left[\alpha_{n+1}, \alpha_{n}\right]$ is also bounded independently of $n$. To prove that $\left|\Delta_{j}\right| \asymp 1 / j^{2}$, we proceed as follows. Let $m>0$ be such that $\beta_{m+1} \leqslant x_{j} \leqslant \beta_{m} \leqslant x_{j-1}$. Then Lemma 7.5 says that $m \leqslant C j$, and we have also

$$
\left|\beta_{m+1}-\beta_{m}\right|<\left|B\left(x_{j-1}\right)-x_{j-1}\right|<\left|x_{j}-x_{j-1}\right|
$$

Since by Lemma 7.4 we have

$$
\left|\beta_{m+1}-\beta_{m}\right| \asymp \frac{1}{m^{2}} \geqslant \frac{1}{C j^{2}}
$$

it follows that $\left|\Delta_{j}\right|=\left|x_{j}-x_{j-1}\right| \geqslant 1 / C j^{2}$.
To prove an inequality in the opposite direction, let $p$ be the largest integer such that $\alpha_{p}>x_{j-1}$. Then, again by Lemma 7.5, we have $j \leqslant C p$. Since $A(x)<\phi(x)<x$ for all $x$, we also have $\Delta_{j} \subseteq\left[\alpha_{p+2}, \alpha_{p}\right]$. Using Lemma 7.4 once more, we deduce that

$$
\left|\Delta_{j}\right| \leqslant \frac{C}{p^{2}} \leqslant \frac{C}{j^{2}}
$$

This completes the proof of Yoccoz's Lemma.
Remark 7.6. Let us define the order of a fundamental domain $\Delta_{k}$ as above to be $\operatorname{ord}\left(\Delta_{v}\right)=\min \{k, \ell+1-k\}$. Then the conclusion of Lemma 7.3 reads: for all $k=1,2, \ldots, \ell$, we have $\left|\Delta_{k}\right| \asymp\left(\operatorname{ord}\left(\Delta_{k}\right)\right)^{-2}|I|$ with comparability constant depending only on $\sigma$. This can be expressed in simple words as follows: the relative size of a fundamental domain in an almost parabolic map is inversely proportional to the square of its order.

### 7.3.2 Balanced decompositions

The following lemma exhibits a special way of grouping together the fundamental domains of an almost parabolic map.

Lemma 7.6. Let $\phi$ be an almost parabolic map with domain $I=\bigcup_{\nu=1}^{\ell} \Delta_{\nu}$, and let $d \in \mathbb{N}$ be largest such that $2^{d+1} \leqslant \ell / 2$. There exists a descending chain of (closed) intervals (see Figure 7.1)

$$
I=M_{0} \supset M_{1} \supset \cdots \supset M_{d+1}
$$

for which, letting $L_{i}, R_{i}$ denote the (left and right) connected components of $M_{i} \backslash$ $M_{i+1}$ for all $0 \leqslant i \leqslant d$, the following properties hold.
(i) Each of the intervals $L_{i}, R_{i}$ is the union of exactly $2^{i}$ consecutive atoms (fundamental domains) of $I$.
(ii) We have

$$
\begin{equation*}
I=\bigcup_{i=0}^{d} L_{i} \cup M_{d+1} \cup \bigcup_{i=0}^{d} R_{i} \tag{7.12}
\end{equation*}
$$

(iii) For each $0 \leqslant i \leqslant d$ we have $\left|L_{i}\right| \asymp\left|M_{i+1}\right| \asymp\left|R_{i}\right|$, with comparability constants depending only on the width $\sigma$ of $\phi$.

Proof. We define, for each $0 \leqslant i \leqslant d$,

$$
L_{i}=\bigcup_{\nu=2^{i}}^{2^{i+1}-1} \Delta_{\nu} ; \quad R_{i}=\bigcup_{\nu=\ell+2-2^{i+1}}^{\ell+1-2^{i}} \Delta_{\nu}
$$

Also, for each $0 \leqslant i \leqslant d+1$, we let

$$
\bigcup_{\nu=2^{i}}^{\ell+1-2^{i}} \Delta_{\nu}
$$

Then we immediately have (i) and (ii). Hence all we have to do is prove (iii). Let us fix $0 \leqslant i \leqslant d$. In all that follows, the implicit comparability constants are


Figure 7.1: Balanced decomposition of the domain of an almost parabolic map.
either universal or depend on the constant $C_{\sigma}$ of Yoccoz's Lemma 7.3. Applying that lemma, we see that

$$
\begin{equation*}
\left|L_{i}\right|=\sum_{\nu=2^{i}}^{2^{i+1}-1}\left|\Delta_{v}\right| \asymp\left(\sum_{\nu=2^{i}}^{2^{i+1}-1} \frac{1}{v^{2}}\right)|I| \asymp 2^{-i}|I| \tag{7.13}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left|R_{i}\right| \asymp 2^{-i}|I| \tag{7.14}
\end{equation*}
$$

Moreover, we can write

$$
\begin{equation*}
\left|M_{i+1}\right|=\sum_{\nu=2^{i+1}}^{2^{i+2}-1}\left|\Delta_{\nu}\right| \asymp 2\left(\sum_{2^{i+1} \leqslant \nu \leqslant \frac{\ell}{2}} \frac{1}{v^{2}}\right)|I|=2 A|I| \tag{7.15}
\end{equation*}
$$

where the number $A$ satisfies

$$
\begin{equation*}
\sum_{\nu=2^{i+1}}^{2^{i+2}-1} \frac{1}{v^{2}} \leqslant A \leqslant \sum_{\nu=2^{i+1}}^{\infty} \frac{1}{v^{2}} \tag{7.16}
\end{equation*}
$$

Both sums appearing in (7.16) are comparable to $2^{-i-1}$ (use the integral test). Hence (7.15) and (7.16) put together yield

$$
\begin{equation*}
\left|M_{i+1}\right| \asymp 2^{-i}|I| . \tag{7.17}
\end{equation*}
$$

Combining (7.13), (7.14) and (7.17), we see that (iii) holds as well, and the proof is complete.

Remark 7.7. Given an interval I partitioned into atoms $\Delta_{v}, 1 \leqslant v \leqslant \ell$, as above, a decomposition of the form (7.12) satisfying properties (i), (ii), (iii) of Lemma 7.6 is called a balanced decomposition of $I$ (relative to its given partition into atoms). Thus, Lemma 7.6 can be re-stated as saying that the domain of an almost parabolic map always admits a balanced decomposition. In such balanced decomposition, the intervals $M_{i}, 0 \leqslant i \leqslant d+1$, are said to be central, whereas the intervals $L_{i}, R_{i}, 0 \leqslant i \leqslant d$, are said to be lateral. The positive integer $d$ is the depth of the decomposition.
Remark 7.8. The following fact, more general than what was used in the proof of Lemma 7.6, holds for the fundamental domains $\Delta_{v}(1 \leqslant v \leqslant \ell)$ of any almost parabolic map $\phi$ : For all $1 \leqslant k<l<m \leqslant \ell$, one has

$$
\frac{\left|\Delta_{l+1}\right|+\left|\Delta_{l+2}\right|+\cdots+\left|\Delta_{m}\right|}{\left|\Delta_{k+1}\right|+\left|\Delta_{k+2}\right|+\cdots+\left|\Delta_{l}\right|} \asymp \frac{k(m-l)}{m(l-k)},
$$

with comparability constant depending only on the width $\sigma$ of $\phi^{4}$ Again, this follows from Yoccoz's Lemma 7.3. This fact will be useful in the proof of Proposition 7.6 .

Remark 7.9. Let $I, I^{*}$ be two closed intervals with $I^{*}$ contained in the interior of $I$. Let $I^{*}$ be partitioned into a finite number $\ell$ of atoms, consecutively labelled $\Delta_{v}, 1 \leqslant \nu \leqslant \ell$ as before, and suppose such atoms satisfy the inequalities (7.7) (for some choice of the constant $C_{\sigma}$ ) - so that we have a balanced decomposition of $I^{*}$ (as in Lemma 7.6). Then, adding both lateral components of $I \backslash I^{*}$ to the collection of $\Delta_{v}$ 's and re-labelling these $\ell+2$ atoms from first to last, one sees that the inequalities (7.7) hold for the new collection also (with a different comparability constant, in general) Thus, we get a balanced decomposition of $I$ as well. This remark will be used in the proof of Corollary 7.4.

[^20]Remark 7.10. Note that the comparability bounds given in Lemma 7.6 (iii) depend only on the width $\sigma$ of $\phi$, via the constant $C_{\sigma}$ in Lemma 7.3. If $\sigma$ is small, then $C_{\sigma}$ is potentially very bad. However, in the present text we only apply Lemma 7.6 to the cases when $\phi=f^{q_{n+1}}$ for some $n$ and the domain of $\phi$ is what we call a bridge at level $n$ (roughly speaking, a bridge is the interval between two consecutive critical points of a return map $\left.f^{q_{n+1}}\right|_{I_{n}(c)}$ - see Section 7.4.2 for the precise definition). In these cases, $\sigma$ is uniformly bounded from below by a constant that depends only on the real bounds.

### 7.4 Quasisymmetric rigidity

In this section we will prove the first major theorem of this chapter, establishing that (minimal, $C^{3}$ ) multicritical circle maps are quasisymmetrically rigid.This was informally stated in the introduction to the present chapter. More precisely, we will prove the following theorem, which first appeared in Estevez and de Faria [2018].

Theorem 7.2. Let $f, g: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be two $C^{3}$ multicritical circle maps with the same irrational rotation number and the same number of (non-flat) critical points, and let $h: S^{1} \rightarrow S^{1}$ be a homeomorphism conjugating $f$ to $g$, i.e., such that $h \circ f=g \circ h$. If $h$ maps each critical point of $f$ to a corresponding critical point of $g$, then $h$ is quasisymmetric.

In the special case of maps with a single critical point, this theorem was first proved by Yoccoz (unpublished, but see de Faria and de Melo [1999, Cor. 4.6]). Here, the presence of at least one critical point is absolutely crucial: the statement is false for diffeomorphisms. Indeed, there exist diffeomorphisms of the circle, even analytic ones, that are topologically conjugate to an irrational rotation and yet no conjugacy between them is quasisymmetric - as the reader will be able to check, this is precisely what happens with the Arnold examples given by Theorem 4.6 (see also de Melo and van Strien [1993, p. 75]).

The basic idea behind the proof of Theorem 7.2 is to build for each multicritical circle map $f$ an associated fine grid in a canonical way, and then apply Corollary 7.2. By canonical here we mean that the partitions making up this fine grid must be defined in a dynamically invariant way, i.e., in purely combinatorial terms. An obvious first attempt is to use the dynamical partitions $\mathscr{P}_{n}(c, f)$, where $c$ is a critical point of $f$, all of whose vertices lie in the forward orbit of $c$. But even if we skip levels (to circumvent the fact that $\mathscr{P}_{n+1}(c, f)$ is not a strict refinement
of $\left.\mathscr{P}_{n}(c, f)\right)$ and look at a subsequence of this sequence of partitions, we are in trouble because, whenever a partial quotient $a_{n+1}$ is very large, there are atoms of $\mathscr{P}_{n+1}(c, f)$ which are much smaller than the atoms of $\mathscr{P}_{n}(c, f)$ in which they are contained. We need to group some of these small atoms together, but to do that we first need to understand their geometry.

### 7.4.1 More on the geometry of dynamical partitions

Let us present some further geometric consequences of the real bounds that will be crucial in the proof of Theorem 7.2. The results below refer to the dynamical partitions $\mathscr{P}_{n}\left(c_{k}\right)(0 \leqslant k \leqslant N-1, n \in \mathbb{N})$ of a multicritical circle map $f$ for which the real bounds of Theorem 6.3 are satisfied. Recall that the atoms of each partition $\mathscr{P}_{n}\left(c_{k}\right)$ are of two types: the long atoms, i.e. those of the form $I_{n}^{i}\left(c_{k}\right)$, $0 \leqslant i<q_{n+1}$, and the short atoms, i.e. those of the form $I_{n+1}^{j}\left(c_{k}\right), 0 \leqslant j<q_{n}$. In what follows, we use the notion (and notation) of comparability introduced in Section 6.3.3.

## Intersecting atoms are comparable

The first result states that any two intersecting atoms belonging to dynamical partitions of two distinct critical points at the same level $n$ are comparable.

Lemma 7.7. Let $c, c^{\prime}$ be any two critical points of our map $f$. If $\Delta \in \mathscr{P}_{n}(c)$ and $\Delta^{\prime} \in \mathscr{P}_{n}\left(c^{\prime}\right)$ are two atoms such that $\Delta \cap \Delta^{\prime} \neq \emptyset$, then $|\Delta| \asymp\left|\Delta^{\prime}\right|$, i.e. they are comparable.

Proof. Let $C=C(f)>1$ be the constant given by the real bounds (Theorem 6.3). There are three cases to consider, according to the types of atoms we have: long/long, long/short, and short/short. More precisely, we have the following three cases.
(i) We have $\Delta=I_{n}^{i}(c)$ and $\Delta^{\prime}=I_{n}^{j}\left(c^{\prime}\right)$, where $0 \leqslant i, j<q_{n+1}$. Here we may assume that $f^{j}\left(c^{\prime}\right) \in \Delta=\left[f^{i}(c), f^{i+q_{n}}(c)\right]$. Then $f^{i+q_{n}}(c) \in$ $\Delta^{\prime}=\left[f^{j}\left(c^{\prime}\right), f^{j+q_{n}}\left(c^{\prime}\right)\right]$, and we have the situation shown in Figure 7.2(a). Using the monotonicity of $f^{q_{n}}$, we see that $\Delta^{\prime} \subset \Delta \cup f^{q_{n}}(\Delta)$. Applying Lemma 6.3 to $x=f^{i+q_{n}}(c)$, we see that $\Delta=\left[f^{-q_{n}}(x), x\right]$ and $f^{q_{n}}(\Delta)=\left[x, f^{q_{n}}(x)\right]$ satisfy $\left|f^{q_{n}}(\Delta)\right| \leqslant C|\Delta|$, and from this it follows that $\left|\Delta^{\prime}\right| \leqslant(1+C)|\Delta|$. Conversely, we also have $\Delta \subset f^{-q_{n}}\left(\Delta^{\prime}\right) \cup \Delta^{\prime}$. Again applying Lemma 6.3, this time to $x=f^{j}\left(c^{\prime}\right)$, we deduce just as
before that $\left|f^{-q_{n}}\left(\Delta^{\prime}\right)\right| \leqslant C\left|\Delta^{\prime}\right|$, and therefore $|\Delta| \leqslant(1+C)\left|\Delta^{\prime}\right|$. Hence $\Delta$ and $\Delta^{\prime}$ are comparable in this case.
(ii) We have $\Delta=I_{n}^{i}(c)$ and $\Delta^{\prime}=I_{n+1}^{j}\left(c^{\prime}\right)$, where $0 \leqslant i<q_{n+1}$ and $0 \leqslant$ $j<q_{n}$. Here, we look at the interval $I_{n+1}^{i+q_{n}}(c) \subset \Delta$. This interval shares an endpoint with $\Delta\left(\right.$ namely $\left.f^{i+q_{n}}(c)\right)$ and it is also an atom of $\mathscr{P}_{n+1}(c)$. In particular, $\left|I_{n+1}^{i+q_{n}}(c)\right| \asymp|\Delta|$, by the real bounds. There are now two subcases. If $\Delta^{\prime} \cap I_{n+1}^{i+q_{n}}(c) \neq \emptyset$, then, since $\Delta^{\prime}$ also belongs to $\mathscr{P}_{n+1}\left(c^{\prime}\right)$, case (i) above tells us that $\left|\Delta^{\prime}\right| \asymp\left|I_{n+1}^{i+q_{n}}(c)\right|$, and therefore $\Delta^{\prime}$ is comparable to $\Delta$ in this sub-case. On the other hand, if $\Delta^{\prime} \cap I_{n+1}^{i+q_{n}}(c)=\varnothing$, then we must have $f^{j}\left(c^{\prime}\right) \in \Delta$ (see Figure 7.2(b)). In this sub-case, we consider the interval $I_{n}^{j}\left(c^{\prime}\right) \in \mathscr{P}_{n}\left(c^{\prime}\right)$, which also has $f^{j}\left(c^{\prime}\right)$ as an endpoint. Then we have $\Delta \cap I_{n}^{j}\left(c^{\prime}\right) \neq \emptyset$, and again by case (i) we have $|\Delta| \asymp\left|I_{n}^{j}\left(c^{\prime}\right)\right|$. But by the real bounds we have $\left|I_{n}^{j}\left(c^{\prime}\right)\right| \asymp\left|I_{n+1}^{j}\left(c^{\prime}\right)\right|=\left|\Delta^{\prime}\right|$, so $\Delta^{\prime}$ is comparable to $\Delta$ also in this sub-case.
(iii) We have $\Delta=I_{n+1}^{i}(c)$ and $\Delta^{\prime}=I_{n+1}^{j}\left(c^{\prime}\right)$, where $0 \leqslant i, j<q_{n}$. This case is entirely analogous to case (i).

Remark 7.11. The above lemma still holds if one of the critical points, say $c^{\prime}$, is replaced by an arbitrary regular point $x_{0} \in \boldsymbol{S}^{1}$, see de Faria and Guarino [2021, Lem. A.4] for the details.

## Critical atoms are large

Let us now consider the first return map to the interval $I_{n}\left(c_{0}\right) \cup I_{n+1}\left(c_{0}\right)$, or equivalently the pair of maps $\left.f^{q_{n}}\right|_{I_{n+1}\left(c_{0}\right)},\left.f^{q_{n+1}}\right|_{I_{n}\left(c_{0}\right)}$. Besides $c_{0}$ (which is critical for both maps in the pair), this return map has at most $N-1$ other critical points: some in $I_{n}\left(c_{0}\right)$, and some in $I_{n+1}\left(c_{0}\right)$. Our next auxiliary result states that the intervals of the dynamical partition at the next level $\left(\mathscr{P}_{n+1}\left(c_{0}\right)\right)$ which contain these critical points of the return map at level $n$ must be comparable with their parent atom $\left(I_{n}\left(c_{0}\right)\right.$ or $\left.I_{n+1}\left(c_{0}\right)\right)$.
Lemma 7.8. Let $0 \leqslant k<a_{n+1}$ be such that the interval $f^{q_{n}+k q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right) \subset$ $I_{n}\left(c_{0}\right)$ contains a critical point of $f^{q_{n+1}}$. Then

$$
\begin{equation*}
\left|f^{q_{n}+k q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right)\right| \asymp\left|I_{n}\left(c_{0}\right)\right| \tag{7.18}
\end{equation*}
$$

(a)

(b)


Figure 7.2: The cases long/long and long/short of Lemma 7.7.

Proof. If $k=0$ there is nothing to prove, since we already know from the real bounds that $\left|f^{q_{n}}\left(I_{n+1}\left(c_{0}\right)\right)\right| \asymp\left|I_{n}\left(c_{0}\right)\right|$. Hence we assume that $1 \leqslant k \leqslant a_{n+1}-$ 1. Let us write $\Delta=f^{q_{n}+k q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right)$ in this proof. Let $0<j \leqslant q_{n+1}$ be such that $f^{j}(\Delta) \ni c_{1}$, where $c_{1} \neq c_{0}$ is another critical point of $f$. Note that $I_{n}^{j}\left(c_{0}\right)=f^{j}\left(I_{n}\left(c_{0}\right)\right) \supset f^{j}(\Delta)$. We claim that $\left|f^{j}(\Delta)\right| \asymp\left|f^{j}\left(I_{n}\left(c_{0}\right)\right)\right|$. This is a consequence of the following two facts.
(i) We have $\left|I_{n}^{j}\left(c_{0}\right)\right| \asymp\left|I_{n+1}\left(c_{1}\right)\right|$. Indeed, these two intervals have nonempty intersection (they both contain $\left.c_{1}\right)$, and since $I_{n}^{j}\left(c_{0}\right) \in \mathscr{P}_{n}\left(c_{0}\right)$ and $I_{n+1}\left(c_{1}\right) \in \mathscr{P}_{n}\left(c_{1}\right)$, their comparability follows from Lemma 7.7.
(ii) We have $\left|I_{n+1}\left(c_{1}\right)\right| \asymp\left|f^{j}(\Delta)\right|$. To see why, first note that

$$
j+q_{n}+k q_{n+1} \leqslant q_{n}+(k+1) q_{n+1} \leqslant q_{n}+a_{n+1} q_{n+1}=q_{n+2}
$$

from which it follows that

$$
f^{j}(\Delta)=I_{n+1}^{j+q_{n}+k q_{n+1}}\left(c_{0}\right) \in \mathscr{P}_{n+1}\left(c_{0}\right)
$$

Since $I_{n+1}\left(c_{1}\right) \in \mathscr{P}_{n+1}\left(c_{1}\right)$, and $f^{j}(\Delta) \cap I_{n+1}\left(c_{1}\right) \supset\left\{c_{1}\right\} \neq \varnothing$, we may again apply Lemma 7.7 to deduce that $I_{n+1}\left(c_{1}\right)$ and $f^{j}(\Delta)$ are comparable.

We now proceed as follows. Consider the (closure of the) gap between $\Delta$ and $I_{n+1}^{q_{n}}$ inside $I_{n}\left(c_{0}\right)$, namely the interval $J=\bigcup_{i=1}^{k-1} I_{n+1}^{q_{n}+i q_{n+1}}\left(c_{0}\right)$. Note that if $k=1$ then $J=\varnothing$; in this case $\Delta$ and $I_{n+1}^{q_{n}}$ are two adjacent atoms of $\mathscr{P}_{n+1}\left(c_{0}\right)$, hence they are comparable by the real bounds (Theorem 6.3) and there is nothing to prove. Therefore we assume that $k \geqslant 2$, so that $J \neq \emptyset$. We already know from the above claim that $\left|f^{j}(\Delta)\right| \asymp\left|I_{n}^{j}\left(c_{0}\right)\right|$, and the real bounds also tell us that $\left|I_{n}^{j}\left(c_{0}\right)\right| \asymp\left|I_{n+1}^{j+q_{n}}\left(c_{0}\right)\right|$. Moreover, we have $I_{n+1}^{j+q_{n}+q_{n+1}}\left(c_{0}\right) \subseteq f^{j}(J) \subset$ $I_{n}^{j}\left(c_{0}\right)$. Since $\left|I_{n+1}^{j+q_{n}+q_{n+1}}\left(c_{0}\right)\right| \asymp\left|I_{n+1}^{j+q_{n}}\left(c_{0}\right)\right|$, because these two intervals are consecutive atoms of $\mathscr{P}_{n+1}\left(c_{0}\right)$, it follows that $\left|f^{j}(J)\right| \asymp\left|I_{n+1}^{j+q_{n}}\left(c_{0}\right)\right|$. In other words, the consecutive intervals $f^{j}(\Delta), f^{j}(J)$ and $I_{n+1}^{j+q_{n}}\left(c_{0}\right)$ are pairwise comparable. In particular, the $b$-cross-ratio determined by these three intervals is bounded from above and from below, i.e. there exists a constant $K>1$ depending only on the constant $C$ of the real bounds such that

$$
\begin{equation*}
K^{-1} \leqslant\left[f^{j}(J), f^{j}(T)\right] \leqslant K . \tag{7.19}
\end{equation*}
$$

Here we have written $T=\Delta \cup J \cup I_{n+1}^{q_{n}}\left(c_{0}\right)$. Note that $T, f(T), \ldots, f^{j}(T)$ are pairwise disjoint. Therefore, by the Cross-ratio Inequality applied to the homeomorphism $f^{j}$ (and $m=1$ ), we have $\operatorname{CrD}\left(f^{j} ; J, T\right) \leqslant C$, or equivalently $\left[f^{j}(J), f^{j}(T)\right] \leqslant C[J, T]$. Using the lower estimate in (7.19), we see that $[J, T] \geqslant C^{-1} K^{-1}$, that is,

$$
\begin{equation*}
\frac{|\Delta|\left|I_{n+1}^{q_{n}}\left(c_{0}\right)\right|}{|\Delta \cup J|\left|J \cup I_{n+1}^{q_{n}}\left(c_{0}\right)\right|} \geqslant(C K)^{-1} . \tag{7.20}
\end{equation*}
$$

But, since $J \supseteq I_{n+1}^{q_{n}+q_{n+1}}\left(c_{0}\right)$, and since $I_{n+1}^{q_{n}+q_{n+1}}\left(c_{0}\right)$ and $I_{n+1}^{q_{n}}\left(c_{0}\right)$ are adjacent atoms of $\mathscr{P}_{n+1}\left(c_{0}\right)$, we have by the real bounds

$$
|\Delta \cup J|>|J| \geqslant\left|I_{n+1}^{q_{n}+q_{n+1}}\left(c_{0}\right)\right| \geqslant C^{-1}\left|I_{n+1}^{q_{n}}\left(c_{0}\right)\right| .
$$

Moreover, $\left|I_{n+1}^{q_{n}}\left(c_{0}\right)\right| \geqslant C^{-1}\left|I_{n}\left(c_{0}\right)\right|$, again by the real bounds. Putting these facts back into (7.20), we deduce that

$$
|\Delta| \geqslant C^{-2} K^{-1}\left|J \cup I_{n+1}^{q_{n}}\left(c_{0}\right)\right|>C^{-3} K^{-1}\left|I_{n}\left(c_{0}\right)\right| .
$$

This shows that $\Delta$ and $I_{n}\left(c_{0}\right)$ are comparable. Hence (7.18) is established, and the proof of Lemma 7.8 is complete.

Remark 7.12. Similarly to what we observed in Remark 7.11, the statement of Lemma 7.8 is still true if we replace the critical point $c_{0}$ by an arbitrary regular point on the circle (see Exercise 7.9).

### 7.4.2 Building a suitable fine grid

Recall that our aim is to build, for each multicritical circle map $f$, a fine grid $\mathscr{G}(f)=\left\{\mathscr{Q}_{n}(f)\right\}_{n \geqslant 0}$ which is adapted to $f$ in the sense that all of its vertices are dynamically labeled (in a canonical way that depends solely on the combinatorics of $\rho(f))$. The vertices are taken from the forward orbit of one of the critical points of $f$, say $c_{0} \in \operatorname{Crit}(f)$. For each $n \geqslant 0$, the atoms of $\mathscr{Q}_{n}(f)$ will be built as unions of atoms belonging to the dynamical partitions $\mathscr{P}_{m}(f)$ with $m \geqslant n$. The construction is subtle, and involves first building certain auxiliary partitions, using what we already know about the geometry of dynamical partitions and Yoccoz's inequality, and then applying a recursive scheme.

## Auxiliary partitions

The first step is to construct a suitable refinement of the dynamical partition $\mathscr{P}_{n}\left(c_{0}\right)$ (for each $n \geqslant 1$ ). This auxiliary partition, which we denote by $\mathscr{P}_{n}^{*}\left(c_{0}\right)$, is finer than $\mathscr{P}_{n}\left(c_{0}\right)$ but coarser than $\mathscr{P}_{n+1}\left(c_{0}\right)$. Such auxiliary partition will be needed in the construction of the fine grid presented in Proposition 7.6.

From now on we write, for $0 \leqslant k<a_{n+1}, \Delta_{k}=f^{q_{n}+k q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right)$. Note that each $\Delta_{k}$ is an atom of the dynamical partition $\mathscr{P}_{n+1}\left(c_{0}\right)$, and that

$$
\bigcup_{k=0}^{a_{n+1}-1} \Delta_{k}=I_{n}\left(c_{0}\right) \backslash I_{n+2}\left(c_{0}\right)
$$

We consider the times $0 \leqslant k_{1}<k_{2}<\cdots<k_{r}<a_{n+1}$ having the property that $\Delta_{k_{i}}$ contains a critical point of $f^{q_{n+1}}$. These are called the critical times at level $n$. For convenience of notation, we also define $k_{0}=0$. Note that $f^{q_{n+1}}$ has at most $N$ critical points in $I_{n}\left(c_{0}\right)$, where $N$ is the total number of critical points of $f$. Since each such critical point belongs to at most two of the $\Delta_{k}$ 's, we see that $r \leqslant 2 N$. Thus, although the non-negative integer $r$ may depend on $n$ (the level of renormalization), it nevertheless ranges over only finitely many values. The critical times $k_{i}$ also depend on $n$. The intervals $\Delta_{k_{i}}$ for $0 \leqslant i \leqslant r$ will be called critical spots.

For each $i=0,1, \ldots, r-1$, let $G_{i} \subseteq I_{n}\left(c_{0}\right) \backslash I_{n+2}\left(c_{0}\right)$ be the gap between the two consecutive critical spots $\Delta_{k_{i}}$ and $\Delta_{k_{i+1}}$ inside $I_{n}\left(c_{0}\right)$, namely the interval

$$
G_{i}=\bigcup_{k=k_{i}+1}^{k_{i+1}-1} \Delta_{k}
$$

We also define, for $i=r$,

$$
G_{r}=\bigcup_{k=k_{r}+1}^{a_{n+1}-1} \Delta_{k}
$$

We call $G_{i}$ the $i$-th bridge of $I_{n}\left(c_{0}\right)$. See Figure 7.3. We remark that it may well be the case that $G_{i}=\varnothing$ for some (or all!) values of $i$.


Figure 7.3: Primary bridges and critical spots.

Lemma 7.9. Each non-empty bridge $G_{i}$ is comparable to $I_{n}\left(c_{0}\right)$.
Proof. If $G_{i} \neq \emptyset$, then $G_{i}$ contains at the very least the atom $\Delta_{k_{i}+1}$, adjacent to $\Delta_{k_{i}}$, and so we have $\left|G_{i}\right| \geqslant\left|\Delta_{k_{i}+1}\right| \asymp\left|\Delta_{k_{i}}\right|$, by the real bounds. By Lemma 7.8, we have $\left|\Delta_{k_{i}}\right| \asymp\left|I_{n}\left(c_{0}\right)\right|$. Since we also have $G_{i} \subset I_{n}\left(c_{0}\right)$, it follows that $\left|G_{i}\right| \asymp\left|I_{n}\left(c_{0}\right)\right|$.

Thus, we have the following decomposition of $I_{n}\left(c_{0}\right) \backslash I_{n+2}\left(c_{0}\right)$ as union of at most $2 r+2 \leqslant 4 N+2$ intervals:

$$
\begin{equation*}
I_{n}\left(c_{0}\right) \backslash I_{n+2}\left(c_{0}\right)=\bigcup_{i=0}^{r} \Delta_{k_{i}} \cup \bigcup_{i=0}^{r} G_{i} \tag{7.21}
\end{equation*}
$$

In view of Lemmas 7.8 and 7.9, as well as the real bounds, each interval in the above decomposition is comparable to $I_{n}\left(c_{0}\right)$. In particular, they are all pairwise comparable.
Remark 7.13. Note that the image of each critical spot $\Delta_{k_{i}}$ under $f^{q_{n+1}}$ is also comparable to $I_{n}\left(c_{0}\right)$ : this is simply because $f^{q_{n+1}}\left(\Delta_{k_{i}}\right)=\Delta_{k_{i}+1}$ is adjacent
to $\Delta_{k_{i}}$ in $\mathscr{P}_{n+1}\left(c_{0}\right)$. Likewise, the image of each bridge $G_{i}$ under $f^{q_{n+1}}$ is also comparable to $I_{n}\left(c_{0}\right)$, because either $i<r$ and $f^{q_{n+1}}\left(G_{i}\right)$ contains the critical spot $\Delta_{k_{i+1}}$, or $i=r$, in which case $f^{q_{n+1}}\left(G_{r}\right)$ contains $I_{n+2}\left(c_{0}\right)$.

Let us now map the decomposition (7.21) forward by $f$ to get corresponding decompositions of all long atoms $I_{n}^{j}\left(c_{0}\right) \in \mathscr{P}_{n}\left(c_{0}\right)$, for $j=1,2, \ldots, q_{n+1}-1$. We get in this fashion a new partition $\mathscr{P}_{n}^{*}\left(c_{0}\right)$ of the circle (modulo endpoints). More precisely, let

$$
\begin{align*}
\mathscr{P}_{n}^{*}\left(c_{0}\right)= & \left\{f^{j}\left(\Delta_{k_{i}}\right): 0 \leqslant i \leqslant r ; 0 \leqslant j \leqslant q_{n+1}-1\right\}  \tag{7.22}\\
& \cup\left\{f^{j}\left(G_{i}\right): 0 \leqslant i \leqslant r ; 0 \leqslant j \leqslant q_{n+1}-1\right\} \\
& \cup\left\{f^{j}\left(I_{n+2}\right): 0 \leqslant j \leqslant q_{n+1}-1\right\} \\
& \cup\left\{f^{\ell}\left(I_{n+1}\right): 0 \leqslant \ell \leqslant q_{n}-1\right\} .
\end{align*}
$$

This partition refines $\mathscr{P}_{n}\left(c_{0}\right)$, although not strictly because each short atom of $\mathscr{P}_{n}\left(c_{0}\right)$ is left untouched by the above procedure.
Remark 7.14. Generalizing the nomenclature introduced earlier, all atoms of $\mathscr{P}_{n}^{*}\left(c_{0}\right)$ of the form $f^{j}\left(\Delta_{k_{i}}\right)$ are called critical spots, and all those of the form $f^{j}\left(G_{i}\right)$ are called bridges. We sometimes refer to bridges and critical spots contained in $I_{n}(c)$ (i.e., those with $j=0$ ) as primary, and to the remaining ones as secondary.

Proposition 7.4. Any two consecutive atoms of $\mathscr{P}_{n}^{*}\left(c_{0}\right)$ are comparable.
Proof. By the real bounds (Theorem 6.3), the partition $\mathscr{P}_{n}\left(c_{0}\right)$ has the stated comparability property. Hence it suffices to check that all bridges and critical spots of $\mathscr{P}_{n}^{*}\left(c_{0}\right)$ inside each long atom $I_{n}^{j}\left(c_{0}\right) \in \mathscr{P}_{n}\left(c_{0}\right)$ are comparable to $I_{n}^{j}\left(c_{0}\right)$. We already know this for $j=0$ (see Lemma 7.9 and the paragraph following its proof). For the other values of $j$, map $I_{n}^{j}\left(c_{0}\right)$ forward by $f^{q_{n+1}-j}$ onto $I_{n}^{q_{n+1}}\left(c_{0}\right) \subset I_{n}\left(c_{0}\right) \cup I_{n+1}\left(c_{0}\right)$ and apply the Cross-ratio Inequality, combined with Remark 7.13.

## Balanced decompositions of bridges

We distinguish two types of atoms belonging to the partition $\mathscr{P}_{n}^{*}\left(c_{0}\right)$ :
(a) Regular atoms: These consist of all short atoms of $\mathscr{P}_{n}\left(c_{0}\right)$, all of which belong to $\mathscr{P}_{n}^{*}\left(c_{0}\right)$, all intervals of the form $f^{j}\left(I_{n+2}\right)$ (with $0 \leqslant j \leqslant$ $q_{n+1}-1$ ), all critical spots $f^{j}\left(\Delta_{k_{i}}\right)$ (with $0 \leqslant i \leqslant r, 0 \leqslant j \leqslant q_{n+1}-1$ ), together with all those bridges $G_{i, j}=f^{j}\left(G_{i}\right)$ that have less than 1,000 atoms of $\mathscr{P}_{n+1}\left(c_{0}\right)$ in it (i.e., those with $\left.k_{i+1}-k_{i} \leqslant 1,000\right)$.
(b) Saddle-node atoms: These are the remaining bridges; to wit, those $G_{i, j}$ whose decomposition as a union of atoms of $\mathscr{P}_{n+1}\left(c_{0}\right)$ has at least 1,000 such atoms in it (i.e., those with $\left.k_{i+1}-k_{i}>1,000\right)$.

Proceeding by analogy with a procedure first described in de Faria and de Melo [1999, §4.3], we will show, with the help of Yoccoz's Lemma 7.3, how to get a balanced decomposition of a saddle-node bridge.

The following lemma is the key to showing that, on every primary saddle-node bridge, say $G_{i} \subset I_{n}\left(c_{0}\right)$ given by

$$
G_{i}=\bigcup_{k=k_{i}+1}^{k_{i+1}-1} \Delta_{k}
$$

the return map $f^{q_{n+1}}$ acts as an almost parabolic map.
Lemma 7.10. There exists a positive integer $n_{0}=n_{0}(f)$ such that the following holds for all $n \geqslant n_{0}$. For each non-empty primary bridge $G_{i} \subset I_{n}\left(c_{0}\right)$, the restriction $\left.f^{q_{n+1}}\right|_{G_{i}}$ has negative Schwarzian derivative everywhere, i.e., for all $x \in G_{i}$ we have $S f^{q_{n+1}}(x)<0$.

Proof. This is an immediate consequence of Proposition 6.2 (see Section 6.5).
From Lemma 7.10, we deduce the following result concerning the bridges $G_{i}$, $0 \leqslant i \leqslant r$, contained in the closest return interval $I_{n}\left(c_{0}\right)$ (see Figure 7.4).

Proposition 7.5. For all $n \geqslant n_{0}$, where $n_{0}$ is as in Lemma 7.10, and each $i=$ $0,1,2, \ldots, r$ for which the bridge $G_{i} \subset I_{n}\left(c_{0}\right)$ is non-empty, the restriction

$$
\left.f^{q_{n+1}}\right|_{G_{i}}: G_{i} \rightarrow f^{q_{n+1}}\left(G_{i}\right)
$$

is an almost parabolic map with length $\ell_{i}=k_{i+1}-k_{i}-1$ and width $\sigma_{i} \geqslant \sigma$, where $\sigma=\sigma(C)>0$ depends only on the constant $C$ in the real bounds.


Figure 7.4: Two consecutive critical spots and the bridge joining them: the dynamical picture.

Proof. By construction, the map $\phi=\left.f^{q_{n+1}}\right|_{G_{i}}$ has no critical points, hence it is a diffeomorphism onto its image. Since $G_{i}=\bigcup_{k=k_{i}+1}^{k_{i+1}-1} \Delta_{k}$ and $\phi\left(\Delta_{k}\right)=$ $f^{q_{n+1}}\left(\Delta_{k}\right)=\Delta_{k+1}$ for all $k$, it follows that the length of $\phi$ is as stated. Moreover, by Lemma 7.10, we have $S \phi=S f^{q_{n+1}}<0$ throughout. Finally, since the intervals $\Delta_{k_{i}+1}$ and $\Delta_{k_{i+1}-1}$ are both comparable to $G_{i}$ (by the real bounds and Lemma 7.9), the last statement concerning the width of $\phi$ follows as well.

Combining Proposition 7.5 with Lemma 7.6 and the Koebe distortion principle, we deduce that every saddle-node bridge admits a balanced decomposition. More precisely, we have the following result.

Corollary 7.4. For all $n \in \mathbb{N}$, each non-empty bridge $G_{i, j}=f^{j}\left(G_{i}\right) \in \mathscr{P}_{n}^{*}\left(c_{0}\right)$ admits a balanced decomposition (with uniform comparability constants depending only on the real bounds for $f$ ).

Proof. We may of course assume that $n \geqslant n_{0}$, where $n_{0}$ is as in Lemma 7.10. For primary bridges, namely $G_{i, 0}=G_{i} \subset I_{n}\left(c_{0}\right)$ (i.e., those with $j=0$ ), the assertion follows from Proposition 7.5 and Lemma 7.6. For secondary bridges, namely $G_{i, j}=f^{j}\left(G_{i}\right), 1 \leqslant j \leqslant q_{n+1}-1$, use the fact that $f^{j}: \operatorname{int}\left(G_{i}\right) \rightarrow$ $\operatorname{int}\left(G_{i, j}\right)$ is a diffeomorphism and apply Koebe's distortion principle (the image under $f^{j}$ of the balanced decomposition of $G_{i}$ yields a balanced decomposition of $G_{i, j}$, as desired).

## The recursive scheme

Now we define an auxiliary collection of intervals $\mathscr{P}_{n}^{* *}\left(c_{0}\right)$, for each $n \geqslant 1$. The intervals belonging to $\mathscr{P}_{n}^{* *}\left(c_{0}\right)$ are all atoms of $\mathscr{P}_{n}^{*}\left(c_{0}\right)$ which are not saddlenode, together with the atoms of the balanced partitions of all saddle-node atoms of $\mathscr{P}_{n}^{*}\left(c_{0}\right)$. We warn the reader that, unlike $\mathscr{P}_{n}^{*}\left(c_{0}\right)$, the collection $\mathscr{P}_{n}^{* *}\left(c_{0}\right)$ is not a partition of $\boldsymbol{S}^{1}$ (modulo endpoints), since it contains, for instance, all central intervals of any given saddle-node atom of $\mathscr{P}_{n}^{*}\left(c_{0}\right)$, and these are in fact nested. The partition $\mathscr{Q}_{n}(f)$ that we want is constructed using elements from $\mathscr{P}_{m}^{* *}\left(c_{0}\right)$ and $\mathscr{P}_{m}^{*}\left(c_{0}\right)$ for various values of $m \leqslant n$. The construction follows a recursive scheme that we proceed to describe.

Proposition 7.6. There exists a fine grid $\left\{\mathscr{Q}_{n}(f)\right\}$ in $\boldsymbol{S}^{1}$ with the following properties.
(a) Every atom of $\mathscr{Q}_{n}(f)$ is the union of at most $a=4 N+3$ atoms $^{5}$ of $\mathscr{Q}_{n+1}(f)$.
(b) Every atom $\Delta \in \mathscr{Q}_{n}(f)$ is a union of atoms of $\mathscr{P}_{m}^{*}\left(c_{0}\right)$ for some $m \leqslant n$, and there are three possibilities:
$\left(b_{1}\right) \Delta$ is a single atom of $\mathscr{P}_{m}^{*}\left(c_{0}\right)$;
$\left(b_{2}\right) \Delta$ is a central interval of $\mathscr{P}_{m}^{* *}\left(c_{0}\right)$;
( $b_{3}$ ) $\Delta$ is the union of at least two atoms of $\mathscr{P}_{m+1}^{*}\left(c_{0}\right)$ contained in a single atom of $\mathscr{P}_{m}^{* *}\left(c_{0}\right)$.

[^21]Proof. The proof is by induction on $n$. The first partition $\mathscr{Q}_{1}(f)$ consists of all atoms of $\mathscr{P}_{1}^{*}\left(c_{0}\right)$ which are not saddle-node atoms together with the intervals $L_{0}$, $M_{1}$ and $R_{0}$ of each saddle-node interval $I \in \mathscr{P}_{1}^{*}\left(c_{0}\right)\left(I=L_{0} \cup M_{1} \cup R_{0}\right)$. It is clear that each atom of $\mathscr{Q}_{1}(f)$ falls within one of the categories $\left(b_{1}\right)-\left(b_{3}\right)$ above.

Assuming $\mathscr{Q}_{n}(f)$ defined, define $\mathscr{Q}_{n+1}(f)$ as follows. Take an atom $I \in$ $\mathscr{Q}_{n}(f)$ and consider the four cases below.
(1) If $I$ is a single atom of $\mathscr{P}_{m}^{*}\left(c_{0}\right)$ then one of two things can happen:
(i) $I$ is a saddle-node atom: In this case write $I=L_{0} \cup M_{1} \cup R_{0}$ as above and take $L_{0}, R_{0}$ and $M_{1}$ as atoms of $\mathscr{Q}_{n+1}$. Note that the lateral intervals $L_{0}$ and $R_{0}$ are atoms of type ( $b_{1}$ ), while the central interval $M_{1}$ is of type $\left(b_{2}\right)$.
(ii) $I$ is not a saddle-node atom: Here, there are two sub-cases to consider. The first possibility is that $I$ is a single (regular) atom of $\mathscr{P}_{m}\left(c_{0}\right)$, in which case we break it into the union of at most $a$ atoms of $\mathscr{P}_{m+1}^{*}\left(c_{0}\right)$ and take them as atoms of $\mathscr{Q}_{n+1}(f)$, all of which are of type $\left(b_{1}\right)$. The second possibility is that $I$ is a (short) bridge, in which case we break it up into its $\leqslant 1,000$ constituent atoms of $\mathscr{P}_{m+1}\left(c_{0}\right)$ and take them as atoms of $\mathscr{Q}_{n+1}(f)$, again all of type ( $b_{1}$ ).
(2) If $I$ is a central interval of $\mathscr{P}_{m}^{*}\left(c_{0}\right)$ which is not the final interval, consider the next central interval of $\left(c_{0}\right)$ inside $I$, say $M$, and the two corresponding lateral intervals $L$ and $R$ such that $I=L \cup M \cup R$, and declare $L, R$ and $M$ members of $\mathscr{Q}_{n+1}(f)$. Note that $L$ and $R$ are of type ( $b_{3}$ ), while $M$ is of type ( $b_{2}$ ).
(3) If $I$ is a union of $p \geqslant 2$ consecutive atoms $J_{1}, \ldots, J_{p}$ of $\mathscr{P}_{m+1}\left(c_{0}\right)$ inside a single atom of $\mathscr{P}_{m}^{*}\left(c_{0}\right)$ (this happens when $I$ is contained in a lateral interval of the balanced decomposition of a long bridge), divide it up into two approximately equal parts. More precisely, write $p=2 q+r$, where $r=0$ or 1 , and consider $I=L \cup R$ where

$$
L=\bigcup_{j=1}^{q} J_{j}, R=\bigcup_{j=q+1}^{p} J_{j} .
$$

We obtain in this fashion two new atoms of $\mathscr{Q}_{n+1}(f)$ (namely $L$ and $R$ ) which are either single atoms of $\mathscr{P}_{m+1}\left(c_{0}\right)$, and therefore of type $\left(b_{1}\right)$, or once again intervals of type ( $b_{3}$ ).

This completes the induction. That $\left\{\mathscr{Q}_{n}(f)\right\}_{n \geqslant 1}$ constitutes a fine grid follows easily from the real bounds, Lemma 7.6, Remark 7.8 and Corollary 7.4. Indeed, it suffices to verify that condition (c) of Definition 7.2 is satisfied (for some constant $\rho>1$ depending only on the real bounds). Given two adjacent atoms $\Delta, \Delta^{\prime} \in \mathscr{Q}_{n}$, there are two cases to consider.
(a) There exist $m, m^{\prime} \leqslant n$ such that $\Delta$ is a single atom of $\mathscr{P}_{m}\left(c_{0}\right)$ and $\Delta^{\prime}$ is a single atom of $\mathscr{P}_{m^{\prime}}\left(c_{0}\right)$. In this case, either $m=m^{\prime}$, or $m$ and $m^{\prime}$ differ by 1 (this is easily proved by induction on $n$ from the construction of $\mathscr{Q}_{n}$ given above). But then we have $|\Delta| \asymp\left|\Delta^{\prime}\right|$ by the real bounds (Theorem 6.3).
(b) For some $m \leqslant n$, at least one of the two atoms, say $\Delta$, is the union of $p \geqslant 2$ atoms of $\mathscr{P}_{m+1}\left(c_{0}\right)$ inside a single atom of $\mathscr{P}_{m}^{*}\left(c_{0}\right)$, which is necessarily a bridge. This implies that both $\Delta$ and $\Delta^{\prime}$ are contained in the same bridge $G \in \mathscr{P}_{m}^{*}\left(c_{0}\right)$. Looking at the balanced decomposition of $G$ (given by Corollary 7.4), we see that there are two possibilities. The first possibility is that both $\Delta$ and $\Delta^{\prime}$ are contained in the same lateral interval $\left(L_{i}, R_{i}\right)$ or the same central interval ( $M_{i}$ ) of said balanced decomposition. In this case, $\Delta$ and $\Delta^{\prime}$ are both unions of the same number of fundamental domains of $G$, and we have $|\Delta| \asymp\left|\Delta^{\prime}\right|$ by Lemma 7.6 and Remark 7.8. The second possibility is that $\Delta$ and $\Delta^{\prime}$ are contained in adjacent intervals of the balanced decomposition of $G$. In this case, one of the two atoms, $\Delta$ or $\Delta^{\prime}$, is the union of at most twice as many fundamental domains of $G$ as the other, and we have $|\Delta| \asymp\left|\Delta^{\prime}\right|$, again by Lemma 7.6 and Remark 7.8.

This establishes the desired comparability of adjacent atoms of $\mathscr{Q}_{n}(f)$ in all cases, with uniform constants depending only on the real bounds, and the proof is complete.

### 7.4.3 The punchline

The proof of Theorem 7.2 is now within reach.
Proof of Theorem 7.2. By hypothesis, the conjugacy $h$ sets a bijective correspondence between the critical points of $f$ and the critical points of $g$. Let $c$ be a critical point of $f$, and let $h(c)$ be the corresponding critical point of $g$. Then $h$ maps each partition $\mathscr{P}_{n}(c, f)$ onto the corresponding partition $\mathscr{P}_{n}(h(c), g)$, sending critical spots to critical spots and bridges to bridges. Therefore if $\mathscr{G}_{f}=\left\{\mathscr{Q}_{n}(c, f)\right\}$ and
$\mathscr{G}_{g}=\left\{\mathscr{Q}_{n}(h(c), g)\right\}$ are the fine grids for $f$ and $g$, respectively, given by Proposition 7.6, it follows that $h$ maps $\mathscr{G}_{f}$ bijectively onto $\mathscr{G}_{g}$. But then, by Corollary 7.2, $h$ is quasisymmetric. This finishes the proof.

## Exercises

Exercise 7.1. Let $\psi: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a quasisymmetric homeomorphism. Given an interval $T \subset \boldsymbol{S}^{1}$, let $m_{T} \geqslant 1$ be the infimum over all $C>1$ such that $C^{-1}|\psi(I)| \leqslant|\psi(J)| \leqslant C|\psi(I)|$ for all pairs of adjacent intervals $I, J \subset T$ of equal length.
(i) If $I \subset T \subset S^{1}$ are intervals sharing an endpoint and satisfying $\theta=$ $|I| /|T| \leqslant 1 / 2$, show that

$$
\theta^{\beta_{T}(\theta)} \leqslant \frac{|\psi(I)|}{|\psi(T)|} \leqslant \theta^{\gamma_{T}(\theta)}
$$

where

$$
\beta_{T}(\theta)=\left(1+\frac{1}{k-1}\right) \log _{2}\left(1+m_{T}\right), \gamma_{T}(\theta)=\left(1-\frac{1}{k}\right) \log _{2}\left(1+m_{T}^{-1}\right)
$$

and where $k \geqslant 2$ is the unique integer such that $2^{-k}<\theta \leqslant 2^{-(k-1)}$. [Hint. For each $n \geqslant 1$, let $T_{n} \subset T$ be the subinterval sharing an endpoint with both $I$ and $T$ and having length $2^{-n}|T|$. First estimate $\mid \psi\left(T_{n+1}\left|/\left|\psi\left(T_{n}\right)\right|\right.\right.$ and then use a telescoping decomposition.]
(ii) Deduce from (i) that every quasisymmetric homeomorphism is bi-Hölder continuous.
[Reference: de Faria [1996].]
Exercise 7.2. Prove Corollary 7.1.
Exercise 7.3. Prove the assertions made in Remark 7.1.
Exercise 7.4. Prove Corollary 7.2.
Exercise 7.5. Prove Lemma 7.2.
Exercise 7.6. Let $f$ be a multicritical circle map with irrational rotation number $\theta=\rho(f)$ of bounded type, and let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a quasisymmetric homeomorphism conjugating $f$ to the rotation $R_{\theta}$ (such an $h$ exists by Herman's Theorem 7.1). Show that $h$ is purely singular with respect to Lebesgue measure, i.e., $D h(x)=0$ for Lebesgue almost every $x \in \boldsymbol{S}^{1}$.

Exercise 7.7. Prove the assertion made following the statement of Theorem 7.2, namely, that the Arnold analytic diffeomorphisms given in Theorem 4.6 cannot be quasisymmetrically conjugate to a rotation.
Exercise 7.8. Given a quasisymmetric homeomorphism $\phi: \boldsymbol{S}^{1} \rightarrow S^{1}$, consider its scalewise logarithmic quasisymmetric distortion $\epsilon_{\phi}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$defined by

$$
\epsilon_{\phi}(t)=\sup _{x \in \mathbb{R},|\tau| \leqslant t} \log \frac{\phi(x+\tau)-\phi(x)}{\phi(x)-\phi(x-\tau)} .
$$

Note that $\epsilon_{\phi}(t)$ is a non-decreasing function of $t$. The purpose of this exercise is to guide the reader to a proof of the following theorem due to L. Carleson [1967].

Theorem. If $\int_{0}^{1} \frac{\left[\epsilon_{\phi}(t)\right]^{2}}{t} d t<\infty$, then $\phi$ is absolutely continuous, and in fact its derivative $D \phi$ belongs to $L^{2}\left(\boldsymbol{S}^{1}\right)$.

Let $\left(\phi_{n}\right)_{n \geqslant 0}$ be the sequence of dyadic $C^{0}$ approximations ${ }^{6}$ to $\phi$, and for each $n \geqslant 0$ let

$$
K_{n}=\sup _{1 \leqslant k \leqslant 2^{n}-1} \frac{\phi_{n}\left((k+1) 2^{-n}\right)-\phi_{n}\left(k 2^{-n}\right)}{\phi_{n}\left(k 2^{-n}\right)-\phi_{n}\left((k-1) 2^{-n}\right)} .
$$

For each $n \geqslant 0$, let $\varphi_{n}=D \phi_{n}$. Note that, since $\phi_{n}$ is piecewise affine, $\varphi_{n}$ is a step function, and we have

$$
\begin{equation*}
\phi_{n}(x)=\phi_{n}(0)+\int_{0}^{x} \varphi_{n}(t) d t . \tag{7.23}
\end{equation*}
$$

(i) Show that $\log K_{n} \leqslant \epsilon_{\phi}\left(2^{-n}\right)$, and deduce from this that

$$
\sum_{n=0}^{\infty}\left(K_{n}-1\right)^{2}<\infty .
$$

(ii) Show that for each $m>n>0$ we have

$$
\left\|\varphi_{m}-\varphi_{n}\right\|^{2}=\left\|\varphi_{m}\right\|^{2}-\left\|\varphi_{n}\right\|^{2} .
$$

(iii) Using (i) and (ii), show that $\left(\varphi_{n}\right)_{n \geqslant 0}$ is a Cauchy sequence in $L^{2}\left(\boldsymbol{S}^{1}\right)$; hence it is also a Cauchy sequence in $L^{1}\left(\boldsymbol{S}^{1}\right)$ (why?).
${ }^{6}$ As usual in this book, we think of the circle $\mathbb{R} / \mathbb{Z}$ as $[0,1]$ with the endpoints 0 and 1 identified.
(iv) Combining (iii) with (7.23) and the fact that $\left(\phi_{n}\right)$ converges uniformly to $\phi$, deduce that $\phi$ is absolutely continuous, and that $D \phi=\varphi$ (Lebesgue a.e.), where $\varphi=\lim \varphi_{n} \in L^{2}\left(\boldsymbol{S}^{1}\right)$.
[Reference: See the expository note de Faria [n.d.]]
Remark. In the language of probability theory, what we have in Exercise 7.8 is an instance of an $L^{2}$ martingale convergence theorem.
Exercise 7.9. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a multicritical circle map with irrational rotation number, and let $x \in \boldsymbol{S}^{1}$. If $0 \leqslant i<a_{n+1}$ is such that $\Delta=f^{q_{n}+i q_{n+1}}\left(I_{n}(x)\right)$ is a critical spot at level $n$, show that $|\Delta| \asymp\left|I_{n}(x)\right|$. Do this by working through the following steps:
(i) Let $\xi \in \Delta$ be a critical point of $f^{q_{n+1}}$, say $\xi=f^{-j}(c)$ for some $c \in$ $\operatorname{Crit}(f)$ and some $0 \leqslant j<q_{n+1}$. Show that the interval $L \subset I_{n}(x)$ with endpoints $\xi$ and $f^{q_{n+1}}(\xi)$ is comparable to $\Delta$.
(ii) Show that the interval $M$ with endpoints $\xi$ and $f^{q_{n}}(\xi)$ that does not contain $x$ is comparable to $I_{n}(x)$.
(iii) Let $R$ be the interval with endpoints $f^{q_{n}}(\xi)$ and $f^{2 q_{n}}(\xi)$ that does not contain $x$, and let $T=L \cup M \cup R$. Show that the cross-ratio $\left[f^{j}(M), f^{j}(T)\right]$ is bounded from below.
(iv) Using (iii) and the Cross-ratio Inequality, show that $|L| \asymp|M|$, and deduce from this that $|\Delta| \asymp\left|I_{n}(x)\right|$, as desired.

## Ergodic Aspects

In this chapter we examine multicritical circle maps from the point of view of measurable dynamics. We have seen in Theorem 2.3 that every homeomorphism of the circle without periodic points is uniquely ergodic. In particular, every multicritical circle map $f$ with irrational rotation number is uniquely ergodic. If $\mu$ denotes the unique Borel probability measure invariant under $f$, then we also know from Corollary 2.2 that $\mu$ is either absolutely continuous or purely singular with respect to Lebesgue measure. Can we resolve this dichotomy?

The answer is yes. As we will see in Section 8.2, Khanin [1991] proved that the measure $\mu$ is always purely singular with respect to Lebesgue measure. After establishing this fact, we will prove in Section 8.3 that the Lyapunov exponent of $f$ under $\mu$ is equal to zero (compare with Theorem 3.11 in Section 3.4.2). We will close this chapter with the statements of some results on the Hausdorff dimension of the invariant measure $\mu$ (see Section 8.5).

### 8.1 The integrability of $\log D f$

As before, let $f$ be a $C^{3}$ multicritical circle map with finitely many non-flat critical points and with irrational rotation number $\rho(f)$, and let $\mu$ be its unique invariant

Borel probability measure. By Yoccoz's Theorem 6.2 , there exists a circle homeomorphism $h: \boldsymbol{S}^{\mathbf{1}} \rightarrow \boldsymbol{S}^{1}$ which is a topological conjugacy between $f$ and the rigid rotation by angle $\rho(f)$, namely $R_{\rho(f)}$. More precisely, the following diagram commutes.

where $m$ denotes the normalized Lebesgue measure in the unit circle (the Haar measure for the multiplicative group of complex numbers of modulus 1 ). Therefore, $\mu$ is just the push-forward of Lebesgue measure under $h^{-1}$, that is, $\mu(A)=$ $\left(h_{*}^{-1} m\right)(A)=m(h(A))$ for any Borel set $A$ in the unit circle (recall from Exercise 2.3 that the conjugacy $h$ is unique up to post-composition with rotations, so the measure $\mu$ is well-defined).

In this section we prove that $\log D f$ belongs to $L^{1}(\mu)$. Let us denote by $c_{1}, c_{2}, \ldots, c_{N}$ the critical points of $f$. Let $\varphi: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$ be given by $\varphi=|\log D f|$. For each $1 \leqslant j \leqslant N$ and each $n \geqslant 1$, let $J_{n}\left(c_{j}\right)=I_{n}\left(c_{j}\right) \cup I_{n+1}\left(c_{j}\right)$. We will use the following four facts:

F1. From the real bounds (Theorem 6.3) there exists $0<\lambda<1$ such that $\left|I_{k}\left(c_{j}\right)\right| \geqslant \lambda^{k}$ for all $k \geqslant 1$ and each $1 \leqslant j \leqslant N$.

F2. As explained above, the measure $\mu$ is the pullback of the Lebesgue measure under any topological conjugacy between $f$ and the corresponding rigid rotation. In particular, for each $1 \leqslant j \leqslant N$ and for all $k \geqslant 1$, we have $\mu\left(I_{k}\left(c_{j}\right)\right)=\left|q_{k} \theta-p_{k}\right|$ and by Theorem 1.2(i):

$$
\frac{1}{q_{k}+q_{k+1}}<\mu\left(I_{k}\left(c_{j}\right)\right) \leqslant \frac{1}{q_{k+1}} \quad \text { for all } k \geqslant 1 \text { and each } 1 \leqslant j \leqslant N .
$$

F3. By combinatorics, we have $\mu\left(I_{k}\left(c_{j}\right) \backslash I_{k+2}\left(c_{j}\right)\right)=a_{k+1} \mu\left(I_{k+1}\left(c_{j}\right)\right)$, for all $k \geqslant 0$ and for each $1 \leqslant j \leqslant N$.

F4. Since each $c_{j}$ is a non-flat critical point, there exist $C_{0}>0$ and a neighborhood $V_{j}$ of $c_{j}$ such that for all $x \in V_{j}$ we have

$$
\begin{equation*}
\varphi(x) \leqslant C_{0} \log \frac{1}{\left|x-c_{j}\right|} . \tag{8.1}
\end{equation*}
$$

We may assume, of course, that the $V_{j}$ 's are pairwise disjoint.


Figure 8.1: Bounding the integral of $\varphi=|\log D f|$ near a critical point $c$.

With all these facts at hand we are ready to prove the desired integrability result. This result was first obtained by Przytycki [1993, Th. B], but the proof presented here is taken from de Faria and Guarino [2016].

Proposition 8.1. The function $\log D f$ is $\mu$-integrable, i.e., $\log D f \in L^{1}(\mu)$.
Proof. For each $1 \leqslant j \leqslant N$ and each $n \geqslant 1$, we define $E_{n}=\bigcup_{j=1}^{N} J_{n}\left(c_{j}\right)$ and consider $\varphi_{n}: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$ given by

$$
\varphi_{n}=\mathbb{1}_{\boldsymbol{S}^{1} \backslash E_{n}} \cdot \varphi,
$$

that is, $\varphi_{n}=0$ on each $J_{n}\left(c_{j}\right)$ and $\varphi_{n}=\varphi$ on the complement of their union. Note that the sequence $\left\{\varphi_{n}\right\}$ converges monotonically to $\varphi=|\log D f|$. Let $n_{0}$ be the smallest positive integer such that $J_{n_{0}}\left(c_{j}\right) \subseteq V_{j}$ for all $1 \leqslant j \leqslant N$. We only look at values of $n$ greater than $n_{0}$. Then, since $\varphi_{n}$ is identically zero on $E_{n}$
and agrees with $\varphi$ everywhere else, we can write

$$
\begin{equation*}
\int_{\boldsymbol{S}^{1}} \varphi_{n} d \mu=\int_{\boldsymbol{S}^{1} \backslash E_{n_{0}}} \varphi d \mu+\sum_{j=1}^{N} \sum_{k=n_{0}}^{n-1} \int_{I_{k}\left(c_{j}\right) \backslash I_{k+2}\left(c_{j}\right)} \varphi d \mu \tag{8.2}
\end{equation*}
$$

The first integral on the right-hand side is a fixed number independent of $n$. Hence it suffices to bound the last double sum. Using (8.1) and the fact that in $I_{k}\left(c_{j}\right) \backslash$ $I_{k+2}\left(c_{j}\right)$ the closest point to $c_{j}$ is $f^{q_{k+2}}\left(c_{j}\right)$, we see that (see Figure 8.1)

$$
\begin{align*}
\sum_{k=n_{0}}^{n-1} \int_{I_{k}\left(c_{j}\right) \backslash I_{k+2}\left(c_{j}\right)} \varphi d \mu & \leqslant \\
& \leqslant C_{0} \sum_{k=n_{0}}^{n-1} \mu\left(I_{k}\left(c_{j}\right) \backslash I_{k+2}\left(c_{j}\right)\right) \log \frac{1}{\left|I_{k+2}\left(c_{j}\right)\right|} \tag{8.3}
\end{align*}
$$

Applying facts F1, F2 and F3 to this last sum, we see that

$$
\begin{align*}
\sum_{k=n_{0}}^{n-1} \mu\left(I_{k}\left(c_{j}\right) \backslash I_{k+2}\left(c_{j}\right)\right) \log & \frac{1}{\left|I_{k+2}\left(c_{j}\right)\right|} \leqslant \\
& \leqslant C_{1} \sum_{k=n_{0}}^{n-1}(k+2) a_{k+1}\left|q_{k+1} \theta-p_{k+1}\right| \tag{8.4}
\end{align*}
$$

However we know from Theorem 1.2 that

$$
\begin{equation*}
\left|q_{k+1} \theta-p_{k+1}\right| \leqslant \frac{1}{q_{k+2}}=\frac{1}{a_{k+1} q_{k+1}+q_{k}}<\frac{1}{a_{k+1} q_{k+1}} \tag{8.5}
\end{equation*}
$$

Putting (8.5) into (8.4) we get

$$
\begin{equation*}
\sum_{k=n_{0}}^{n-1} \mu\left(I_{k}\left(c_{j}\right) \backslash I_{k+2}\left(c_{j}\right)\right) \log \frac{1}{\left|I_{k+2}\left(c_{j}\right)\right|} \leqslant C_{1} \sum_{k=n_{0}}^{n-1} \frac{(k+2)}{q_{k+1}} . \tag{8.6}
\end{equation*}
$$

Since the $q_{k}$ 's grow exponentially fast (at least as fast as the Fibonacci numbers), we have

$$
\sum_{k=0}^{\infty} \frac{(k+2)}{q_{k+1}}<\infty
$$

Hence the left-hand side of (8.6) is uniformly bounded. Taking this information back to (8.3) and then to (8.2), we deduce that there exists a constant $C_{2}>0$ such that

$$
\int_{\boldsymbol{S}^{1}} \varphi_{n} d \mu \leqslant C_{2} \quad \text { for all } n \geqslant 1
$$

But then, by the Monotone Convergence Theorem, $\varphi$ is $\mu$-integrable, as desired.

Remark 8.1. The proof of Proposition 8.1 yields, mutatis mutandis, a slightly stronger result, namely that $\log D f \in L^{p}(\mu)$ for every finite $p \geqslant 1$.

### 8.2 No invariant $\sigma$-finite measures

As mentioned before, the unique Borel probability measure which is invariant under a minimal multicritical circle map is purely singular with respect to Lebesgue measure. This result was first proved by Khanin [1991, Th. 4] in the late eighties, with the help of a certain thermodynamic formalism (see also Graczyk and Świątek [1993, Prop. 1]). We will follow a very different approach from the one used by Khanin. We will in fact prove a stronger result, namely the following theorem.

Theorem 8.1. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{3}$ multicritical circle map with irrational rotation number. Then $f$ does not admit a $\sigma$-finite invariant measure which is absolutely continuous with respect to Lebesgue measure.

This theorem was recently proved by the authors, see de Faria and Guarino [2021]. Our entire exposition here is extracted almost ipsis verbis from that paper.

The fact that a circle map $f$ is uniquely ergodic does not eliminate the possibility that $f$ leaves invariant an infinite, $\sigma$-finite measure which is absolutely continuous with respect to Lebesgue measure. For instance, if $f$ happens to be a Denjoy counterexample, it is easy to construct a plethora of such measures (see Exercise 8.1). In fact, examples of minimal $C^{\infty}$ diffeomorphisms of the circle possessing infinite, $\sigma$-finite invariant measures have been shown to exist by Katznelson [1977] (see Exercise 8.2 for a non-smooth example).

Theorem 8.1 is saying that the above phenomenon cannot occur in the realm of multicritical circle maps. For its proof, one can argue by contradiction. If $f$ is a minimal multicritical circle map and $\mu$ is an infinite, $\sigma$-finite invariant measure, let us denote by $\psi=d \mu / d m$ the Radon-Nikodým derivative of $\mu$ with respect
to Lebesgue measure $m$. Then $\psi$ is a Borel function such that $0<\psi<\infty$ Lebesgue-a.e., and the following cocycle identity is satisfied:

$$
\begin{equation*}
\psi(x)=\psi \circ f(x) \cdot D f(x) \text { for Lebesgue a.e. } x \in \boldsymbol{S}^{1} \tag{8.7}
\end{equation*}
$$

The rough idea will be to show that, due to the presence of (non-flat) critical points, $f$ has the following property. Near every point $x$ on the circle, and at every scale, one can find two intervals of very different lengths, say $I$ and $J$, and an iterate of $f$ mapping one of them onto the other diffeomorphically, say $J=f^{k}(I)$, with bounded distortion. However, if $E$ denotes a positive Lebesgue measure set of points on the circle where $\psi$ is approximately constant, we can take $x$ to be a Lebesgue density point of $E$, and choose $I$ and $J$ so close to $x$ that they are both almost filled-in by points of $E$. The cocycle identity (8.7) and a bounded distortion argument then imply that $D f^{k}$ is approximately equal to 1 inside $I$. But this implies that $I$ and $J$ have approximately the same length, a contradiction.

Let us turn this rough idea into a formal criterion.

### 8.2.1 The Katznelson criterion

The proof of Theorem 8.1, given originally in de Faria and Guarino [2021] and reproduced in Section 8.2.2 below, is based on a criterion for non-existence of $\sigma$ finite measures which is a generalization of a criterion given by Katznelson [1977, Th. 1.1].

Recall from Chapter 7 that a nested sequence of partitions $\left\{\mathscr{Q}_{n}\right\}_{n \geqslant 0}$ is a sequence of finite interval partitions of $S^{1}$ (modulo endpoints) with the property that each atom of $\mathscr{Q}_{n}$ is a union of atoms of $\mathscr{Q}_{n+1}$, for all $n \geqslant 0$, and such that $\operatorname{mesh}\left(\mathscr{Q}_{n}\right) \rightarrow 0$ as $n \rightarrow \infty^{1}$.

Definition 8.1. A $C^{1}$ circle homeomorphism $f$ has the Katznelson property if there exist a nested sequence of partitions $\left\{\mathscr{Q}_{n}\right\}_{n \geqslant 0}$ and constants $1<b_{0}<b_{1}$ and $0<\theta<1$ such that the following holds. For each $\Delta \in \mathscr{Q}_{n}$, the collection $\mathscr{A}^{\Delta}=\left\{J \in \mathscr{Q}_{n+1}: J \subset \Delta\right\}$ can be decomposed as a disjoint union $\mathscr{A}^{\Delta}=$ $\mathscr{A}_{1}^{\Delta} \cup \mathscr{A}_{2}^{\Delta} \cup \mathscr{A}_{3}^{\Delta}$ with the following properties:
(i) For each $J_{1} \in \mathscr{A}_{1}^{\Delta}$ and each $J_{2} \in \mathscr{A}_{2}^{\Delta}$ we have $\left|J_{1}\right| \geqslant b_{0}\left|J_{2}\right|$;

[^22](ii) For each $J_{1} \in \mathscr{A}_{1}^{\Delta}$ and each $J_{2} \in \mathscr{A}_{2}^{\Delta}$ there exists $k \in \mathbb{N}$ such that $\left.f^{k}\right|_{J_{1}}$ is a diffeomorphism mapping $J_{1}$ onto $J_{2}$, and we have $D f^{k}(x) \geqslant b_{1}^{-1}$ for all $x \in J_{1}$.
(iii) We have $\lambda(\Omega) \geqslant \theta|\Delta|$, where
$$
\Omega=\bigcup_{J \in \mathscr{A}_{1}^{\Delta} \cup \mathscr{A}_{2}^{\Delta}} J
$$
(iv) The sub-collections $\mathscr{A}_{1}^{\Delta}$ and $\mathscr{A}_{2}^{\Delta}$ have the same number of elements.

Remark 8.2. The sub-collection $\mathscr{A}_{3}^{\Delta}$, about which nothing is said in the above definition, plays no role in the arguments to come. Only $\mathscr{A}_{1}^{\Delta}$ and $\mathscr{A}_{2}^{\Delta}$ matter.

Theorem 8.2. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{1}$ minimal homeomorphism, and suppose that $f$ has the Katznelson property. Then $f$ does not admit a $\sigma$-finite invariant measure which is absolutely continuous with respect to Lebesgue measure.

We refer to this theorem as the Katznelson criterion.

Proof. Assume by contradiction that there exists a $\sigma$-finite measure $\mu$ which is invariant under $f$ and is absolutely continuous with respect to Lebesgue measure. Let $\psi=d \mu / d m$ be the corresponding Radon-Nikodým derivative. This is a Borel measurable function that is positive and finite Lebesgue a.e., and it satisfies the cocycle identity (8.7). By an easy induction, that cocycle identity can be written more generally as

$$
\begin{equation*}
\psi(x)=\psi \circ f^{k}(x) \cdot D f^{k}(x) \text { for Lebesgue a.e. } x \in S^{1}, \text { for all } k \in \mathbb{Z} \tag{8.8}
\end{equation*}
$$

Fix a small number $0<\delta<1$; we will need it small enough that $(1+\delta)^{-1} b_{0}>1$. For each real number $c$ consider the Borel set $E_{c}=\left\{x \in \boldsymbol{S}^{1}: c \leqslant \psi(x) \leqslant\right.$ $c(1+\delta)\}$. Then we have $m\left(E_{c}\right)>0$ for some choice of $c$. We choose such $c$ and from now on write $E=E_{c}$.

By the Lebesgue density theorem, $m$-a.e. $x \in E$ is such that the density of $E$ at $x$ is 1 . Hence for each $\epsilon>0$ we can find a suitable level $n \in \mathbb{N}$ and an atom $\Delta \in \mathscr{Q}_{n}$ such that

$$
\begin{equation*}
\frac{m(E \cap \Delta)}{|\Delta|} \geqslant 1-\epsilon \tag{8.9}
\end{equation*}
$$

We will show that the assumption at the start of this proof contradicts our standing hypothesis on $f$ if we take $\epsilon$ sufficiently small. How small $\epsilon$ has to be will be determined in the course of the argument to follow.

Let $\mathscr{A}^{\Delta}$ and $\mathscr{A}_{i}^{\Delta}, i=1,2,3$ be as defined before, and for $i=1,2$ let $\Omega_{i}=$ $\bigcup_{J \in \mathscr{A}_{i}^{\Delta}} J$. Then (iii) in our standing hypothesis tells us that $\Omega=\Omega_{1} \cup \Omega_{2}$ satisfies $m(\Omega) \geqslant \theta|\Delta|$. Hence from (8.9) we have

$$
\begin{equation*}
\frac{m(E \cap \Omega)}{m(\Omega)} \geqslant 1-\epsilon \theta^{-1} \tag{8.10}
\end{equation*}
$$

provided $\epsilon$ is so small that $\epsilon \theta^{-1}<1$. Note that our standing hypothesis also tells us that $b_{0} m\left(\Omega_{2}\right) \leqslant m\left(\Omega_{1}\right) \leqslant b_{1} m\left(\Omega_{2}\right)$. These inequalities imply that

$$
\begin{equation*}
m(\Omega) \leqslant\left(1+b_{0}^{-1}\right) m\left(\Omega_{1}\right) \text { and } m(\Omega) \leqslant\left(1+b_{1}\right) m\left(\Omega_{2}\right) \tag{8.11}
\end{equation*}
$$

Using (8.10) and the first inequality in (8.11), we get

$$
\begin{aligned}
m\left(\Omega_{1}\right) & \leqslant m\left(E \cap \Omega_{1}\right)+m(\Omega \backslash E) \\
& \leqslant m\left(E \cap \Omega_{1}\right)+\epsilon \theta^{-1} m(\Omega) \\
& \leqslant m\left(E \cap \Omega_{1}\right)+\epsilon \theta^{-1}\left(1+b_{0}^{-1}\right) m\left(\Omega_{1}\right)
\end{aligned}
$$

Hence we have

$$
\frac{m\left(E \cap \Omega_{1}\right)}{m\left(\Omega_{1}\right)} \geqslant 1-\epsilon \theta^{-1}\left(1+b_{0}^{-1}\right)
$$

and this lower bound will be positive (in fact close to one) provided $\epsilon$ is sufficiently small. Similarly, using (8.10) and the second inequality in (8.11), we deduce that

$$
\frac{m\left(E \cap \Omega_{2}\right)}{m\left(\Omega_{2}\right)} \geqslant 1-\epsilon \theta^{-1}\left(1+b_{1}\right)
$$

Thus, writing $\eta=\epsilon \theta^{-1} \max \left\{1+b_{0}^{-1}, 1+b_{1}\right\}=\epsilon \theta^{-1}\left(1+b_{1}\right)$, we have

$$
\begin{equation*}
\frac{m\left(E \cap \Omega_{i}\right)}{m\left(\Omega_{i}\right)} \geqslant 1-\eta, \text { for } i=1,2 \tag{8.12}
\end{equation*}
$$

Note that $\eta \rightarrow 0$ when $\epsilon \rightarrow 0$. Now, since both $\Omega_{1}$ and $\Omega_{2}$ are disjoint unions of atoms in $\mathscr{Q}_{n+1}$, it follows from (8.12) that there exist atoms $J_{1} \in \mathscr{A}_{1}^{\Delta}$ and $J_{2} \in \mathscr{A}_{2}^{\Delta}$ such that

$$
\begin{equation*}
m\left(J_{i} \cap E\right) \geqslant(1-\eta)\left|J_{i}\right|, \text { for } i=1,2 \tag{8.13}
\end{equation*}
$$

Let $k \in \mathbb{N}$ be such that $f^{k}$ maps $J_{1}$ diffeomorphically onto $J_{2}$, and let us estimate the Lebesgue measure of $f^{-k}\left(J_{2} \backslash E\right)$. By (ii) in our standing hypothesis and the chain rule we have $D f^{-k}(y) \leqslant b_{1}$ for all $y \in J_{2}$. Since by (8.13) we have $m\left(J_{2} \backslash E\right) \leqslant \eta\left|J_{2}\right|$, we get

$$
\begin{equation*}
m\left(f^{-k}\left(J_{2} \backslash E\right)\right)=\int_{J_{2} \backslash E} D f^{-k} d m \leqslant b_{1} \eta\left|J_{2}\right| . \tag{8.14}
\end{equation*}
$$

Letting $J_{1}^{*}=\left\{x \in J_{1} \cap E: f^{k}(x) \in E\right\}$, it follows from (8.13) and (8.14) that

$$
\begin{equation*}
m\left(J_{1}^{*}\right)=m\left(J_{1} \cap E\right)-m\left(f^{-k}\left(J_{2} \backslash E\right)\right) \geqslant\left[(1-\eta) b_{0}-\eta b_{1}\right]\left|J_{2}\right| . \tag{8.15}
\end{equation*}
$$

But now observe that the equality $\psi=\left(\psi \circ f^{k}\right) D f^{k}$ holds Lebesgue almost everywhere: this is simply the cocycle identity (8.8). Since for every $x \in J_{1}^{*}$ we have both $x \in E$ and $f^{k}(x) \in E$, it follows from this equality and the definition of $E$ that for Lebesgue a.e. $x \in J_{1}^{*}$ we have $D f^{k}(x) \geqslant(1+\delta)^{-1}$. Therefore

$$
\begin{equation*}
\left|J_{2}\right|>m\left(f^{k}\left(J_{1}^{*}\right)\right)=\int_{J_{1}^{*}} D f^{k} d m \geqslant(1+\delta)^{-1} m\left(J_{1}^{*}\right) . \tag{8.16}
\end{equation*}
$$

Combining (8.15) and (8.16) and cancelling out $\left|J_{2}\right|$ from both sides of the resulting inequality, we deduce at last that

$$
\begin{equation*}
(1+\delta)^{-1}\left[(1-\eta) b_{0}-\eta b_{1}\right]<1 . \tag{8.17}
\end{equation*}
$$

But since $(1+\delta)^{-1} b_{0}>1$, the inequality (8.17) is clearly violated if $\eta$ is sufficiently small, which is certainly the case if we choose $\epsilon$ sufficiently small. We have reached the desired contradiction, and the proof is complete.

### 8.2.2 Proof of Theorem 8.1

The proof of Theorem 8.1 entails two separate arguments, presented in separate sections below as first step and second step, respectively. Which argument applies for a given map $f$ depends on the nature of its rotation number - more precisely, on the behavior of the partial quotients of the continued fraction development of $\rho(f)$.

The first argument deals with all irrational rotation numbers except those numbers (of bounded type) whose partial quotients are bounded by a certain constant $B$ that depends only on the real bounds (Theorem 6.3). The second argument
takes care of the bounded type case. They are presented as two separate theorems, namely Theorem 8.3 and Theorem 8.4, respectively.

The arguments presented in both proofs have different flavors, exploiting different aspects of the geometry of multicritical circle maps. In particular, while the proof of Theorem 8.3 uses the real bounds and Yoccoz's inequality (Lemma 7.3), the proof of Theorem 8.4 uses only the real bounds.

## First step

The precise result we shall prove here is the following weaker version of Theorem 8.1.

Theorem 8.3. Given $N \geqslant 1$ in $\mathbb{N}$ and $d>1$ there exists a universal constant $B=$ $B(N, d) \in \mathbb{N}$ such that the following holds. If $f$ is a multicritical circle map with at most $N$ critical points whose criticalities are bounded by $d$, and if the rotation number of $f$ is irrational and its partial quotients $a_{n}$ satisfy $\lim \sup a_{n} \geqslant B$, then $f$ does not admit an invariant $\sigma$-finite measure which is absolutely continuous with respect to Lebesgue measure.

In the proof of Theorem 8.3, we will make extensive use of the following fact, which is an immediate consequence of Lemma 7.8.

Lemma 8.1. Let $c_{0}$ be a critical point of $f$, and let $0 \leqslant k<a_{n+1}$ be such that the interval $f^{q_{n}+k q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right) \subset I_{n}\left(c_{0}\right)$ contains a critical point of $f^{q_{n+1}}$. Then

$$
\left|f^{i}\left(f^{q_{n}+k q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right)\right)\right| \asymp\left|f^{i}\left(I_{n}\left(c_{0}\right)\right)\right| \quad \text { for all } i \in\left\{0,1, \ldots, q_{n+1}\right\}
$$

Proof. We only sketch the proof. For $i=0$ the statement is just Lemma 7.8. Moreover, by Theorem 6.3, the image of each critical spot under $f^{q_{n+1}}$ is also comparable to $I_{n}\left(c_{0}\right)$; this is simply because

$$
f^{q_{n+1}}\left(f^{q_{n}+k q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right)\right)=f^{q_{n}+(k+1) q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right)
$$

is adjacent to $f^{q_{n}+k q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right)$ in $\mathscr{P}_{n+1}\left(c_{0}\right)$. So the statement of our lemma also holds for $i=q_{n+1}$. Now, for each $i \in\left\{1, \ldots, q_{n+1}-1\right\}$ consider the iterate $f^{q_{n+1}-i}$, and apply the Cross-ratio Inequality (Theorem 5.1).

In keeping with the terminology introduced in Section 7.4.2, an interval such as $f^{q_{n}+k q_{n+1}}\left(I_{n+1}\left(c_{0}\right)\right)$ appearing in the statement above, containing some critical point of $f^{q_{n+1}}$, is called a critical spot. Thus, Lemma 8.1 is saying that every
critical spot is large, i.e., is comparable to the atom of $\mathscr{P}_{n}\left(c_{0}\right)$ in which it is contained, and the same happens to all its images up to time $i=q_{n+1}$.

Proof of Theorem 8.3. By Theorem 8.2, it suffices to show that an $f$ as in the statement satisfies the standing hypothesis previously formulated, provided $\lim \sup a_{n}$ is sufficiently large. This will be proved with the help of the real bounds (Theorem 6.3), Yoccoz's inequality (Lemma 7.3) and Lemma 8.1 above.

Let $c_{0}$ be a critical point of $f$ and consider the associated dynamical partitions $\mathscr{P}_{n}\left(c_{0}\right)$ for $n \geqslant n_{0}(f)$, where $n_{0}(f)$ is as in Theorem 6.3. We are also assuming that such $n$ is large enough that the iterates $f^{q_{n}}$ and $f^{q_{n+1}}$ have negative Schwarzian derivative at all points in $I_{n+1}\left(c_{0}\right)\left(I_{n}\left(c_{0}\right)\right.$ respectively) where their derivatives do not vanish (this is possible by Proposition 6.2). We will only consider in the proof long atoms of $\mathscr{P}_{n}\left(c_{0}\right)$, the proof for the short ones being the same. Moreover, we will decompose first the collection $\left\{J \in \mathscr{P}_{n+1}\left(c_{0}\right): J \subset I_{n}\left(c_{0}\right)\right\}$, and then we will spread this decomposition iterating by $f$. So let $\Delta=I_{n}\left(c_{0}\right)$, and consider the following consecutive atoms of $\mathscr{P}_{n+1}\left(c_{0}\right)$ inside $\Delta: \Delta_{0}=$ $f^{q_{n}}\left(I_{n+1}\right)$ and $\Delta_{j}=f^{j q_{n+1}}\left(\Delta_{0}\right)$ for $j=1,2, \ldots, a_{n+1}-1$; note that $\Delta_{j}=$ $f^{q_{n+1}}\left(\Delta_{j-1}\right)$ for all $1 \leqslant j \leqslant a_{n+1}-1$. Some of these intervals may be critical spots (which are always comparable in size with $|\Delta|$, by Lemma 8.1). We look at the bridges between such critical spots, and pick the longest one. More precisely, let $0 \leqslant j_{1} \leqslant j_{2} \leqslant a_{n+1}-1$ with $j_{2}-j_{1}$ maximal with the property that $\phi=$ $\left.f^{q_{n+1}}\right|_{\Delta_{j_{1}} \cup \ldots \cup \Delta_{j_{2}}}$ is a diffeomorphism onto its image. Let $T_{n}=\Delta_{j_{1}} \cup \cdots \cup \Delta_{j_{2}}$, $R_{n}=\Delta_{j_{1}}, L_{n}=\Delta_{j_{2}}$ and $M_{n}=T_{n} \backslash\left(L_{n} \cup R_{n}\right)=\Delta_{j_{1}+1} \cup \cdots \cup \Delta_{j_{2}-1}$. Note that $\left.\phi\right|_{M_{n}}$ is an almost parabolic map (Definition 7.3) with length $\ell=j_{2}-j_{1}-1$, and note that $\ell \geqslant a_{n+1} /(N+1)$, where $N$ is the number of critical points of $f$. Let us write $J_{1}=\Delta_{j_{1}+1}, J_{2}=\Delta_{j_{1}+2}, \ldots, J_{\ell}=\Delta_{j_{1}+\ell}=\Delta_{j_{2}-1}$. From the real bounds (Theorem 6.3), we have $\left|J_{1}\right| \asymp|\Delta| \asymp\left|J_{\ell}\right|$, with beau comparability constants. Therefore, by Yoccoz's inequality (Lemma 7.3), there exists a constant $C_{0}>1$, depending only on $f$, such that, for all $1 \leqslant j \leqslant \ell$,

$$
\begin{equation*}
\frac{C_{0}^{-1}}{\min \{j, \ell-j\}^{2}} \leqslant \frac{\left|J_{j}\right|}{|\Delta|} \leqslant \frac{C_{0}}{\min \{j, \ell-j\}^{2}} \tag{8.18}
\end{equation*}
$$

Now we claim that there exists a constant $\tau>0$ (depending only on $f$ ) such that

$$
\left|f^{i}\left(L_{n}\right)\right|>\tau\left|f^{i}\left(M_{n}\right)\right| \quad \text { and } \quad\left|f^{i}\left(R_{n}\right)\right|>\tau\left|f^{i}\left(M_{n}\right)\right|
$$

for all $i \in\left\{0, \ldots, q_{n+1}\right\}$. Indeed, again by combining Theorem 6.3 with Lemma 8.1 we obtain the claim for both $i=0$ and $i=q_{n+1}$. By the Cross-ratio Inequality
(note that the intervals $T_{n}, f\left(T_{n}\right), \ldots, f^{q_{n+1}-1}\left(T_{n}\right)$ are pairwise disjoint), we deduce the claim for any $i \in\left\{1, \ldots, q_{n+1}-1\right\}$. With this at hand, and since $\left.f^{i}\right|_{T_{n}}$ is a diffeomorphism for any $i \in\left\{0, \ldots, q_{n+1}\right\}$, we can apply Koebe distortion principle (Lemma 5.2) in order to obtain a constant $K=K(f)>1$ such that $f^{i}{ }_{M_{n}}$ has distortion bounded by $K$ for each $i \in\left\{0, \ldots, q_{n+1}\right\}$. Let us now define $B=2(N+1)\left[\sqrt{2 K} C_{0}\right\rceil+1$. We are assuming from now on that $n$ is one of infinitely many natural numbers such that $a_{n+1} \geqslant B$. Let $m$ be the smallest natural number such that $K C_{0}^{2} m^{-2} \leqslant \frac{1}{2}$; in other words, let $m=\left\lceil\sqrt{2 K} C_{0}\right\rceil$. Since $a_{n+1} \geqslant B$, we have

$$
\frac{\ell}{2} \geqslant \frac{a_{n+1}}{2(N+1)} \geqslant \frac{B}{2(N+1)}>\left\lceil\sqrt{2 K} C_{0}\right\rceil=m .
$$

Thus, setting $J^{\prime}=J_{1}$ and $J^{\prime \prime}=\phi^{m-1}\left(J^{\prime}\right)=J_{m}$, it follows from (8.18) that

$$
\begin{equation*}
\frac{1}{C_{0}^{2} m^{2}} \leqslant \frac{\left|J^{\prime \prime}\right|}{\left|J^{\prime}\right|} \leqslant \frac{C_{0}^{2}}{m^{2}} \leqslant \frac{1}{2 K}<\frac{1}{2} . \tag{8.19}
\end{equation*}
$$

We are now ready to define the desired decomposition of $\mathscr{A}^{\Delta}$, the collection of all atoms of $\mathscr{P}_{n+1}\left(c_{0}\right)$ that are contained in $\Delta=I_{n}\left(c_{0}\right)$. Let $\mathscr{A}_{1}^{\Delta}=\left\{J^{\prime}\right\}$, let $\mathscr{A}_{2}^{\Delta}=\left\{J^{\prime \prime}\right\}$ and let $\mathscr{A}_{3}^{\Delta}=\mathscr{A}^{\Delta} \backslash\left(\mathscr{A}_{1}^{\Delta} \cup \mathscr{A}_{2}^{\Delta}\right)$. We claim that this decomposition satisfies all conditions (i)-(iv) in the standing hypothesis. From (8.19), we have $\left|J^{\prime}\right| \geqslant 2\left|J^{\prime \prime}\right|$, so (i) is satisfied with $b_{0}=2$. By the mean value theorem, there exists $\xi \in J^{\prime}$ such that

$$
D \phi^{m-1}(\xi)=\frac{\left|J^{\prime \prime}\right|}{\left|J^{\prime}\right|} \geqslant \frac{1}{C_{0}^{2} m^{2}},
$$

where we have again used (8.19). By Koebe distortion principle, there exists $C_{1}>1$ (depending only on $f$ ) such that

$$
C_{1}^{-1} \leqslant \frac{D \phi^{m-1}(x)}{D \phi^{m-1}(\xi)} \leqslant C_{1}, \quad \text { for all } x \in J^{\prime}
$$

Combining these facts we deduce that $D \phi^{m-1}(x) \geqslant\left(C_{0}^{2} C_{1} m^{2}\right)^{-1}$, and so (ii) is certainly satisfied if we take $k=q_{n+1}(m-1)$ and $b_{1}=K C_{0}^{2} C_{1} m^{2}=$ $K C_{0}^{2} C_{1}\left\lceil\sqrt{2 K} C_{0}\right\rceil^{2}$. Note that $b_{1}>2=b_{0}$. For $\Omega=J^{\prime} \cup J^{\prime \prime}$, we now
have, using (8.18), the simple bound $m(\Omega)=\left|J^{\prime}\right|+\left|J^{\prime \prime}\right| \geqslant\left|J^{\prime}\right| \geqslant C_{0}^{-1}|\Delta|$. This shows that (iii) is satisfied if we choose $\theta=C_{0}^{-1}<1$. Finally, condition (iv) is trivially satisfied because both $\mathscr{A}_{1}^{\Delta}$ and $\mathscr{A}_{2}^{\Delta}$ have a single element.

Now we spread the previous decomposition along the whole family of long intervals of $\mathscr{P}_{n}\left(c_{0}\right)$. More precisely, for each $i \in\left\{1, \ldots, q_{n+1}-1\right\}$ we define a decomposition of $\mathscr{A}^{\Delta}$, the collection of all atoms of $\mathscr{P}_{n+1}\left(c_{0}\right)$ that are contained in $\Delta=f^{i}\left(I_{n}\left(c_{0}\right)\right)$, as follows: let $\mathscr{A}_{1}^{\Delta}=\left\{f^{i}\left(J^{\prime}\right)\right\}$, let $\mathscr{A}_{2}^{\Delta}=\left\{f^{i}\left(J^{\prime \prime}\right)\right\}$ and let $\mathscr{A}_{3}^{\Delta}=\mathscr{A}^{\Delta} \backslash\left(\mathscr{A}_{1}^{\Delta} \cup \mathscr{A}_{2}^{\Delta}\right)$. Again, we claim that this decomposition satisfies all conditions (i)-(iv) in the standing hypothesis. Indeed, for each $i \in$ $\left\{1, \ldots, q_{n+1}-1\right\}$ let $x_{i}^{\prime} \in J^{\prime}$ and $x_{i}^{\prime \prime} \in J^{\prime \prime}$ be given by the mean value theorem:

$$
\frac{\left|f^{i}\left(J^{\prime \prime}\right)\right|}{\left|f^{i}\left(J^{\prime}\right)\right|}=\frac{D f^{i}\left(x_{i}^{\prime \prime}\right)}{D f^{i}\left(x_{i}^{\prime}\right)} \frac{\left|J^{\prime \prime}\right|}{\left|J^{\prime}\right|}
$$

By bounded distortion and (8.19) we obtain

$$
\frac{\left|f^{i}\left(J^{\prime \prime}\right)\right|}{\left|f^{i}\left(J^{\prime}\right)\right|}=\frac{D f^{i}\left(x_{i}^{\prime \prime}\right)}{D f^{i}\left(x_{i}^{\prime}\right)} \frac{\left|J^{\prime \prime}\right|}{\left|J^{\prime}\right|} \leqslant K \frac{\left|J^{\prime \prime}\right|}{\left|J^{\prime}\right|} \leqslant \frac{K C_{0}^{2}}{m^{2}} \leqslant \frac{1}{2} .
$$

So (i) is again satisfied with $b_{0}=2$. Now if we conjugate $\phi^{m-1}: J^{\prime} \rightarrow J^{\prime \prime}$ with the iterate $f^{i}$, we obtain a diffeomorphism $f^{i} \circ \phi^{m-1} \circ f^{-i}: f^{i}\left(J^{\prime}\right) \rightarrow f^{i}\left(J^{\prime \prime}\right)$ which satisfies the following for all $x \in f^{i}\left(J^{\prime}\right)$ :

$$
\begin{aligned}
D\left(f^{i} \circ \phi^{m-1} \circ f^{-i}\right)(x) & =D \phi^{m-1}\left(f^{-i}(x)\right) D f^{i}\left(\phi^{m-1} \circ f^{-i}(x)\right) D f^{-i}(x) \\
& =D \phi^{m-1}\left(f^{-i}(x)\right) \frac{D f^{i}\left(\phi^{m-1} \circ f^{-i}(x)\right)}{D f^{i}\left(f^{-i}(x)\right)}
\end{aligned}
$$

Since $f^{-i}(x)$ belongs to $J^{\prime}, \phi^{m-1}\left(f^{-i}(x)\right)$ belongs to $J^{\prime \prime}$ and then

$$
D\left(f^{i} \circ \phi^{m-1} \circ f^{-i}\right)(x) \geqslant \frac{1}{K} D \phi^{m-1}\left(f^{-i}(x)\right) \geqslant \frac{1}{K}\left(C_{0}^{2} C_{1} m^{2}\right)^{-1}
$$

Therefore, just as before, (ii) is again satisfied with $k=q_{n+1}(m-1)$ and $b_{1}=$ $K C_{0}^{2} C_{1} m^{2}=K C_{0}^{2} C_{1}\left\lceil\sqrt{2 K} C_{0}\right\rceil^{2}$. By Lemma 8.1, the $i$-th iterate of a critical spot, contained in $I_{n}\left(c_{0}\right)$, is comparable to $f^{i}\left(I_{n}\left(c_{0}\right)\right)$ for all $i \in\left\{0,1, \ldots, q_{n+1}\right\}$ and then, by Theorem 6.3, the interval $f^{i}\left(J^{\prime}\right)$ is comparable to $f^{i}\left(I_{n}\left(c_{0}\right)\right)$ as well, which implies (iii). Again, condition (iv) is trivially satisfied. Summarizing, we
have shown that, for infinitely many values of $n$, the partitions $\mathscr{P}_{n}\left(c_{0}\right)$ satisfy conditions (i) through (iv) of the standing hypothesis. Therefore, by Theorem 8.2, $f$ does not admit a $\sigma$-finite invariant measure equivalent to Lebesgue measure. This finishes the proof.

## Second step

We now move to the bounded type case. Here our goal will be to prove the following result.

Theorem 8.4. If $f$ is a multicritical circle map with an irrational rotation number of bounded type, then $f$ does not admit an invariant $\sigma$-finite measure which is absolutely continuous with respect to Lebesgue measure.

In the proof of Theorem 8.4 we will make use of the following two auxiliary results.

Proposition 8.2. Given a multicritical circle map $f$ with an irrational rotation number of bounded type, there exist constants $C_{0}>1$ and $0<\lambda_{0}<\lambda_{1}<1$ with the following property. For each $x \in \boldsymbol{S}^{1}$, each $n, k \geqslant 0$ and every pair of atoms $I \in \mathscr{P}_{n}(x)$ and $J \in \mathscr{P}_{n+k}(x)$ with $J \subseteq I$, we have

$$
C_{0}^{-1} \lambda_{0}^{k} \leqslant \frac{|J|}{|I|} \leqslant C_{0} \lambda_{1}^{k} .
$$

Proof. Exercise.
Proposition 8.3. Given a multicritical circle map $f$ with an irrational rotation number of bounded type, there exists $n_{0}=n_{0}(f) \in \mathbb{N}$ such that for all $n \geqslant n_{0}$ we have

$$
S f^{q_{n+1}}(x)<0 \text { for all } x \in S^{1} \text { regular point of } f^{q_{n+1}} .
$$

Likewise, we have

$$
S f^{q_{n}}(x)<0 \quad \text { for all } x \in \boldsymbol{S}^{1} \text { regular point of } f^{q_{n}} .
$$

We postpone the proof of Proposition 8.3 until the end of this section (see Section 8.2.3).
Remark 8.3. We emphasize that the statement of Proposition 8.2 is obviously false for unbounded combinatorics. On the other hand, Proposition 8.3 is most likely true for any irrational rotation number.

Our proof of Theorem 8.4 will be based on the following lemma. Recall that we are fixing our attention on a critical point $c$ of $f$. Below, we use the following notation: for all $i \geqslant 0$, let $c_{-i}=f^{-i}(c)$; we write accordingly $I_{n}\left(c_{-i}\right)=$ $f^{-i}\left(I_{n}(c)\right)$ for all $n \geqslant 0$ and all $i \geqslant 0$.

Lemma 8.2. There exist constants $K>1$ and $0<\theta<1$ such that the following holds for all $n$ sufficiently large and each $0 \leqslant i<q_{n}$. There exist subintervals $\Delta_{i, n}^{\prime} \subset I_{n+1}\left(c_{-i}\right)$ and $\Delta_{i, n}^{\prime \prime} \subset I_{n}\left(c_{-i}\right)$ such that
(i) $\Delta_{i, n}^{\prime} \cap \Delta_{i, n}^{\prime \prime}=\varnothing$;
(ii) $\left|\Delta_{i, n}^{\prime}\right| \geqslant 2\left|\Delta_{i, n}^{\prime \prime}\right|$;
(iii) $\left|\Delta_{i, n}^{\prime \prime}\right| \geqslant \theta\left|I_{n}\left(c_{-i}\right)\right|$;
(iv) $\Delta_{i, n}^{\prime \prime}=f^{q_{n}}\left(\Delta_{i, n}^{\prime}\right)$, and $\left.f^{q_{n}}\right|_{\Delta_{i, n}^{\prime}}: \Delta_{i, n}^{\prime} \rightarrow \Delta_{i, n}^{\prime \prime}$ is a diffeomorphism whose distortion is bounded by $K$.

Proof. We assume from the start that $n$ is so large that $\left.f^{q_{n}}\right|_{I_{n+1}\left(c_{-i}\right)}$ has negative Schwarzian derivative for all $0 \leqslant i<q_{n}$. This is possible by Proposition 8.3. Note that each $c_{-i}$ for $0 \leqslant i<q_{n+1}$ is a critical point of $f^{q_{n}}$. In what follows, we keep $n$ and $0 \leqslant i<q_{n}$ fixed.

Note that for all $k \geqslant 0$ even we have $I_{n+k+1}\left(c_{-i}\right) \subseteq I_{n+1}\left(c_{-i}\right)$. By Proposition 8.2, there exist constants $0<\lambda_{0}<\lambda_{1}<1$ and $C_{0}>1$ such that

$$
\begin{equation*}
C_{0}^{-1} \lambda_{0}^{k} \leqslant \frac{\left|I_{n+k+1}\left(c_{-i}\right)\right|}{\left|I_{n}\left(c_{-i}\right)\right|} \leqslant C_{0} \lambda_{1}^{k} \tag{8.20}
\end{equation*}
$$

Moreover, if we denote by $d=d(i, n)>1$ the power-law at the critical point $c_{-i}$ of $f^{q_{n}}$, then we have ${ }^{2}$

$$
\begin{equation*}
\frac{\left|f^{q_{n}}\left(I_{n+k+1}\left(c_{-i}\right)\right)\right|}{\left|I_{n}\left(c_{-i}\right)\right|} \asymp\left(\frac{\left|I_{n+k+1}\left(c_{-i}\right)\right|}{\left|I_{n}\left(c_{-i}\right)\right|}\right)^{d} \tag{8.21}
\end{equation*}
$$

Let us write $I=I_{n+k+1}\left(c_{-i}\right)$ and $J=f^{q_{n}}(I)$; these are obviously disjoint intervals (see Figure 8.2), and they are both atoms of $\mathscr{P}_{n+k}\left(c_{-i}\right)$. Combining
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Figure 8.2: The iterate $f^{q_{n}}$ maps $\Delta_{i, n}^{\prime}$ diffeomorphically onto $\Delta_{i, n}^{\prime \prime}$ with bounded distortion.
(8.20) with (8.21), we deduce that there exists a constant $C_{1}>1$ (independent of $n$ and $k$ ) such that

$$
\begin{equation*}
C_{1}^{-1} \lambda_{0}^{k(d-1)}|I| \leqslant|J| \leqslant C_{1} \lambda_{1}^{k(d-1)}|I| \tag{8.22}
\end{equation*}
$$

Note that $\left.f^{q_{n}}\right|_{I}: I \rightarrow J$ has at most $N$ critical points ${ }^{3}$, and has negative Schwarzian at all regular points. Note that, by choosing $k$ sufficiently large, we can make $|J|$ definitely smaller than $|I|$. The meaning of "definitely smaller", and thus how large $k$ has to be, will be clear in a moment.

For $p \geqslant 0$, let us denote the number of atoms of $\mathscr{P}_{n+k+p}\left(c_{-i}\right)$ inside $I$ (or $J$ ) by $a=a(n, k, p)$. Then we have $2^{p} \leqslant a \leqslant(A+1)^{p}$ (where $A=\sup a_{n}<\infty$ is the least upper bound on the convergents of the rotation number of $f$ ). Choose $p=p(N)$ smallest with the property that $2^{p}>3 N+2$. Since $\left.f^{q_{n}}\right|_{I}$ has at most $N$ critical points, and since $a>3 N+2$, it follows from the pigeonhole principle that there exist 3 consecutive atoms of $\mathscr{P}_{n+k+p}\left(c_{-i}\right)$ inside $I$, say $L, M, R$, such that the open interval $T=\operatorname{int}(L \cup M \cup R)$ contains no critical point of $f^{q_{n}}$. Hence $\left.f^{q_{n}}\right|_{T}: T \rightarrow f^{q_{n}}(T)$ is a diffeomorphism with negative Schwarzian derivative. Applying Koebe's nonlinearity principle, we see that

$$
\begin{equation*}
\left|D \log D f^{q_{n}}(x)\right| \leqslant \frac{2}{\tau} \text { for all } x \in M \tag{8.23}
\end{equation*}
$$

[^24]where $\tau$ is the space of $M$ inside $T$, namely
$$
\tau=\min \left\{\frac{|L|}{|M|}, \frac{|R|}{|M|}\right\} .
$$

From the real bounds, we know that $\tau \geqslant C_{2}$, for some constant $C_{2}>0$. Using this fact in (8.23) and integrating the resulting inequality, we deduce that

$$
\begin{equation*}
e^{-2 / C_{2}} \leqslant \frac{D f^{q_{n}}(x)}{D f^{q_{n}}(y)} \leqslant e^{2 / C_{2}}, \quad \text { for all } x, y \in M \tag{8.24}
\end{equation*}
$$

Now, applying once again Proposition 8.2 (note that we are using the bounded type hypothesis!), it follows that there exists a constant $C_{3}>1$ depending on $A$ such that

$$
\begin{equation*}
C_{3}^{-1} \lambda_{0}^{p} \leqslant \frac{|M|}{|I|} \leqslant C_{3} \lambda_{1}^{p} \tag{8.25}
\end{equation*}
$$

as well as

$$
\begin{equation*}
C_{3}^{-1} \lambda_{0}^{p} \leqslant \frac{\left|f^{q_{n}}(M)\right|}{|J|} \leqslant C_{3} \lambda_{1}^{p} \tag{8.26}
\end{equation*}
$$

Putting together (8.22), (8.25) and (8.26), we deduce that

$$
\begin{equation*}
|M| \geqslant C_{1}^{-1} C_{3}^{-2} \lambda_{0}^{p} \lambda_{1}^{-k(d-1)-p}\left|f^{q_{n}}(M)\right| \tag{8.27}
\end{equation*}
$$

Likewise, putting together (8.20), (8.22) and (8.27), we get

$$
\begin{equation*}
\left|f^{q_{n}}(M)\right| \geqslant\left(C_{0} C_{1} C_{3}\right)^{-1} \lambda_{0}^{k d+p}\left|I_{n}\left(c_{-i}\right)\right| \tag{8.28}
\end{equation*}
$$

Now let us choose $k \geqslant 1$ smallest with the property that

$$
\begin{equation*}
C_{1}^{-1} C_{3}^{-2} \lambda_{0}^{p} \lambda_{1}^{-k\left(d_{0}-1\right)-p} \geqslant 2 \tag{8.29}
\end{equation*}
$$

where $d_{0}=\min _{i, n} d(i, n)>1$ Such $k$ exists (and is independent of $n$ ) because $\lambda_{1}<1$.

To finish the proof, we define $\Delta_{i, n}^{\prime}=M$ and $\Delta_{i, n}^{\prime \prime}=f^{q_{n}}(M)$. These, we claim, are the intervals satisfying properties (i)-(iv) in the statement. Indeed, property (i) is clear. Property (iv) follows directly from (8.24) if we take $K=e^{2 / C_{2}}$. Property (ii) follows from inequalities (8.27) and (8.29). Finally, property (iii) follows from (8.28), provided we take $\theta=\left(C_{0} C_{1} C_{3}\right)^{-1} \lambda_{0}^{k d+p}$. The proof is complete.

Proof of Theorem 8.4. The proof will based on the generalized Katznelson criterion given by Theorem 8.2. Our argument combines Lemma 8.2 with the Cross Ratio Inequality.

It is enough to show that $f$ possesses the Katznelson property with respect to (a subsequence of) the sequence of dynamical partitions $\mathscr{P}_{n}(c)$ for some choice of critical point $c$. For this purpose, as we have seen in the proof of that theorem, and also taking into account the result of Exercise 8.4, it suffices to prove the following statement.

Claim. For every sufficiently large $n$, every atom $I \in \mathscr{P}_{n}(c)$ contains two disjoint subintervals $\Delta^{\prime}, \Delta^{\prime \prime}$ such that: (a) $\left|\Delta^{\prime}\right| \geqslant 2\left|\Delta^{\prime \prime}\right|$; (b) $\left|\Delta^{\prime}\right| \asymp|I| \asymp\left|\Delta^{\prime \prime}\right|$; (c) there exists $q \geqslant 1$ such that $\Delta^{\prime \prime}=f^{q}\left(\Delta^{\prime}\right)$ and $\left.f^{q}\right|_{\Delta^{\prime}}: \Delta^{\prime} \rightarrow \Delta^{\prime \prime}$ is a diffeomorphism with bounded distortion. ${ }^{4}$

The comparability constants and bounds implicit in this statement depend only on the real bounds for $f$ and the bound on the combinatorics. To simplify the notation a bit, let us write $J_{k}=I_{k}(c) \cup I_{k+1}(c)$ for all $k \geqslant 0$. In order to prove the claim, we proceed through the following steps.
(i) We may assume that $I$ is a long atom of $\mathscr{P}_{n}(c)$, say $I=f^{q_{n+1}-i}\left(I_{n}(c)\right)$, where $1 \leqslant i \leqslant q_{n+1}-1$. If $I$ happens to be a short atom, all we have to do is recall that every short atom of $\mathscr{P}_{n}(c)$ is a long atom of $\mathscr{P}_{n+1}(c)$.
(ii) The interval $T=f^{q_{n+1}}\left(I_{n}(c)\right)$ contains the interval $J_{n+4}$ in its interior, with definite space on both sides (see Figure 8.3). To see why this is true, first note that, by the real bounds, the interval $J_{n+4}$ is comparable to $\left|I_{n}(c)\right|$, i.e., $\left|J_{n+4}\right| \asymp\left|I_{n}(c)\right|$. Consider the following two atoms of $\mathscr{P}_{n+1}(c)$, which also lie inside $T$ :

$$
L^{*}=f^{q_{n+1}}\left(I_{n+2}\right) \subset I_{n+1}(c) \text { and } R^{*}=f^{q_{n}+q_{n+1}}\left(I_{n+1}(c)\right) \subset I_{n}(c)
$$

Both these intervals share an endpoint with $T$ (one on the left, the other on the right). By simple combinatorics, we see that $J_{n+4} \subset T$ is disjoint from both $L^{*}$ and $R^{*}$. But by the real bounds, we have $\left|L^{*}\right| \asymp\left|I_{n+1}(c)\right|$ and $\left|R^{*}\right| \asymp\left|I_{n}(c)\right|$. If we denote by $L$ and $R$ the two connected components of $T \backslash J_{n+4}$, then one of them contains $L^{*}$ and the other contains $R^{*}$. For definiteness, we assume that $L \supseteq L^{*}$ and $R^{*} \supseteq R$. Hence we have $|L| \asymp$ $\left|I_{n+1}(c)\right| \asymp|T|$ and $\left|R^{*}\right| \asymp\left|I_{n}(c)\right| \asymp|T|$.
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Figure 8.3: Finding two intervals, long and short, inside an atom $I \in \mathscr{P}_{n}(c)$.
(iii) In particular, (ii) tells us that the cross-ratio $\left[J_{n+4}, f^{q_{n+1}}\left(I_{n}(c)\right)\right]$ is bounded away from 0 and $\infty$.
(iv) Now look at the interval

$$
f^{-i}\left(J_{n+4}\right) \subset f^{-i}\left(f^{q_{n+1}}\left(I_{n}(c)\right)\right)=f^{q_{n+1}-i}\left(I_{n}(c)\right)=I
$$

Observe that $f^{-i}\left(J_{n+4}\right)=I_{n+4}\left(c_{-i}\right) \cup I_{n+5}\left(c_{-i}\right)$ (in the notation introduced prior to Lemma 8.2). Hence we can apply Lemma 8.2 (with $n$ replaced by $n+4$ ) and deduce that there exist intervals

$$
\Delta^{\prime}=\Delta_{i, n+4}^{\prime} \subset I_{n+5}\left(c_{-i}\right) \text { and } \Delta^{\prime \prime}=\Delta_{i, n+4}^{\prime \prime} \subset I_{n+4}\left(c_{-i}\right)
$$

satisfying properties (i)-(iv) of that lemma. In particular, we have

$$
\begin{equation*}
\left|\Delta^{\prime}\right| \asymp\left|f^{-i}\left(J_{n+4}\right)\right| \asymp\left|\Delta^{\prime \prime}\right| \tag{8.30}
\end{equation*}
$$

(v) The intervals $\Delta^{\prime}$ and $\Delta^{\prime \prime}$ already satisfy properties (a) and (c) in the claim. Therefore, all we have to do is to verify that (b) holds as well. For this, it suffices to show that the intervals $f^{-i}\left(J_{n+4}\right)$ and $I=f^{q_{n+1}}\left(I_{n}\left(c_{-i}\right)\right)$ have comparable lengths. Let $L_{i}=f^{-i}(L)$ and $R_{i}=f^{-i}(R)$ be the two connected components of $I \backslash f^{-i}\left(J_{n+4}\right)$. Since $L_{i} \supset f^{-i}\left(L^{*}\right)$ and $R_{i} \supset f^{-i}\left(R^{*}\right)$, and since

$$
f^{-i}\left(L^{*}\right)=f^{q_{n+1}-i}\left(I_{n+2}\right) \text { and } f^{-i}\left(R^{*}\right)=f^{q_{n}+q_{n+1}-i}\left(I_{n+1}(c)\right)
$$

are both atoms of $\mathscr{P}_{n+1}(c)$ contained in the same atom $I \in \mathscr{P}_{n}(c)$, we deduce from the real bounds that $\left|L_{i}\right| \asymp|I| \asymp\left|R_{i}\right|$. By the cross-ratio inequality, the cross-ratio distortion $\operatorname{CrD}\left(f^{i} ; f^{-i}\left(J_{n+4}\right), I\right)$ is bounded above. Combining this fact with (iii), we deduce that the cross-ratio $\left[f^{-i}\left(J_{n+4}\right), I\right]$ is bounded below. Since the two lateral intervals $L_{i}, R_{i} \subset I$ and the total interval $I$ have comparable lengths, it follows that the middle interval $f^{-i}\left(J_{n+4}\right) \subset I$ also has length comparable to $|I|$. Together with (8.30), this shows at last that $\left|\Delta^{\prime}\right| \asymp|I| \asymp\left|\Delta^{\prime \prime}\right|$.

This completes the proof of our claim. And as we had already observed, the claim implies that $f$ satisfies the hypotheses of Theorem 8.2. Therefore it satisfies the conclusion as well: $f$ does not admit a $\sigma$-finite absolutely continuous invariant measure. This finishes the proof of Theorem 8.4.

## The punchline

Our main theorem, namely Theorem 8.1 , is now an immediate consequence of steps 1 and 2, or more precisely, of Theorems 8.3 and 8.4.

### 8.2.3 Negative Schwarzian redux

As promised, we offer a proof of Proposition 8.3, which we rephrase as follows.
Proposition 8.4 (The negative Schwarzian property). For any given multicritical circle map $f$ with bounded combinatorics there exists $n_{0}=n_{0}(f) \in \mathbb{N}$ such that for all $x_{0} \in \boldsymbol{S}^{1}$ and all $n \geqslant n_{0}$ we have

$$
S f^{q_{n+1}}(x)<0 \quad \text { for all } x \in I_{n}\left(x_{0}\right) \text { regular point of } f^{q_{n+1}}
$$

Likewise, we have

$$
S f^{q_{n}}(x)<0 \quad \text { for all } x \in I_{n+1}\left(x_{0}\right) \text { regular point of } f^{q_{n}} .
$$

Both the statement above and the proof below are extracted from our paper de Faria and Guarino [2021]. It should be clear to the reader that Proposition 8.3 is indeed an immediate consequence of Proposition 8.4. As for the latter, we already know its statement to be true in the case when $x_{0}$ is a critical point of $f-$ in which case it holds in fact for any irrational rotation number: this is precisely what we did in Section 6.5, Proposition 6.2. Hence all we need is to extend the proof to the case when $x_{0}$ is a regular point of a multicritical circle map with bounded combinatorics. This requires, by way of preparation, a couple of auxiliary results.

## Bounded geometry

We say that a minimal circle homeomorphism $f$ has bounded geometry at $x \in \boldsymbol{S}^{1}$ if there exists $K>1$ such that for all $n \in \mathbb{N}$ and for every pair $I, J$ of adjacent atoms of $\mathscr{P}_{n}(x)$ we have

$$
K^{-1}|I| \leqslant|J| \leqslant K|I| .
$$

Obviously, every irrational rotation by an angle of bounded type has bounded geometry, and so does every homeomorphism smoothly or even quasisymmetrically conjugate to such a rotation. Thus, multicritical circle maps with rotation number of bounded type have bounded geometry at every point. Here is the precise statement.

Theorem 8.5. For any given multicritical circle map $f$ with bounded combinatorics, there exists a constant $C>1$ depending only on $f$, such that for any given point $x \in \boldsymbol{S}^{1}$, for all $n \in \mathbb{N}$, and for every pair $I, J$ of adjacent atoms of $\mathscr{P}_{n}(x)$ we have:

$$
C^{-1}|I| \leqslant|J| \leqslant C|I| .
$$

Proof. By Herman's Theorem 7.1, $f$ is quasisymmetrically conjugate to an irrational rotation.

It is also possible to prove this result without using Herman's theorem (see Exercise 8.7). Theorem 8.5 is most definitely false for maps with rotation number of unbounded type. We will have a lot more to say about bounded geometry in Chapter 9.

If the rotation number $\rho(f)=\left[a_{0}, a_{1}, \ldots\right]$ satisfies $\sup _{n \in \mathbb{N}}\left\{a_{n}\right\} \leqslant B$, we say that $f$ has combinatorics bounded by $B$. With this terminology, we can state the following simple consequence of the beau bounds (Theorem 6.4).

Lemma 8.3. Given $B>1, N \geqslant 1$ in $\mathbb{N}$ and $d>1$ there exists $C=C(B, N, d)>$ 1 with the following property: for any given multicritical circle map $f$ with combinatorics bounded by B, and with at most $N$ critical points whose criticalities are bounded by d, there exists $n_{0}=n_{0}(f) \in \mathbb{N}$ such that for each critical point $c$ of $f$, for all $n \geqslant n_{0}$ and for every pair of intervals $I \in \mathscr{P}_{n}(c)$ and $J \in \mathscr{P}_{n+1}(c)$ satisfying $J \subseteq I$, we have that $|I| \leqslant C|J|$.

Proof. Exercise.
The next auxiliary result we need is the analogue of Fact 6.2 in Section 6.4. For each $n \geqslant 0$, we consider the intervals $L_{n}\left(x_{0}\right)=I_{n+1}\left(x_{0}\right)$ and $R_{n}\left(x_{0}\right)=$ $f^{q_{n}}\left(I_{n}\left(x_{0}\right)\right)$. As usual, we write $L_{n}^{j}\left(x_{0}\right)=f^{j}\left(L_{n}\left(x_{0}\right)\right)$, etc., for the images of these intervals under the iterates of $f$.

Lemma 8.4. There exists a constant $\tau>0$ (depending only on $f$ ) such that

$$
\left|L_{n}^{j}\left(x_{0}\right)\right|>\tau\left|I_{n}^{j}\left(x_{0}\right)\right| \text { and }\left|R_{n}^{j}\left(x_{0}\right)\right|>\tau\left|I_{n}^{j}\left(x_{0}\right)\right|
$$

for each $j \in\left\{0, \ldots, q_{n+1}\right\}$ and all $n \in \mathbb{N}$.
Proof. The proof of Fact 6.2 given in Section 6.4 applies here, mutatis mutandis. The only difference occurs at the moment when we need to claim that $\left|I_{n}^{q_{n}}\left(x_{0}\right)\right| \asymp$ $\left|I_{n}\left(x_{0}\right)\right|$. If $x_{0}$ is a critical point of $f$, this fact is immediate from the real bounds, and holds under no restriction on the rotation number. But if $x_{0}$ is a regular point, then we need to use Theorem 8.5 instead, and this is the reason for the bounded type hypothesis.

This, in turn, can be used to prove the following analogue of Lemma 6.5.
Proposition 8.5 (The $C^{1}$ bounds). For any given multicritical circle map $f$ with bounded combinatorics there exists a constant $K=K(f)>1$ such that the following holds. For any given $x_{0} \in S^{1}$ and $n \in \mathbb{N}$ let $I_{n}=I_{n}\left(x_{0}\right)$ and $I_{n+1}=$ $I_{n+1}\left(x_{0}\right)$. Then we have
(i) $D f^{k}(x) \leqslant K \frac{\left|f^{k}\left(I_{n}\right)\right|}{\left|I_{n}\right|}$ for all $x \in I_{n}$ and all $k \in\left\{0,1, \ldots, q_{n+1}\right\}$;
(iii) $D f^{k}(x) \leqslant K \frac{\left|f^{k}\left(I_{n+1}\right)\right|}{\left|I_{n+1}\right|}$ for all $x \in I_{n+1}$ and all $k \in\left\{0,1, \ldots, q_{n}\right\}$;
(iv) $\left\|f^{q_{n}}\right\|_{C^{1}\left(I_{n+1}\right)} \leqslant K$ and $\left\|f^{q_{n+1}}\right\|_{C^{1}\left(I_{n}\right)} \leqslant K$;

Proof. Again, the proof of Lemma 6.5 given in Section 6.4 can be repeated here, mutatis mutandis. The only difference, of course, is that Fact 6.2 is replaced by Lemma 8.4, which only holds in the bounded type case.

## Proving that the Schwarzian is negative

We are finally ready for the proof of Proposition 8.4.
Proof of Proposition 8.4. Let us fix $x_{0} \in \boldsymbol{S}^{1}$ and $n \in \mathbb{N}$. We give the proof only for the case $x \in I_{n}\left(x_{0}\right)$ regular point of $f^{q_{n+1}}$ (the other case being entirely analogous). Let $j \in\left\{0, \ldots, q_{n+1}-1\right\}$ be the minimum positive integer such that

$$
f^{j}\left(I_{n}\left(x_{0}\right)\right) \cap J_{n}\left(c_{i}\right) \neq \varnothing
$$

for some $i \in\{0, \ldots, N-1\}$. Without loss of generality, we may assume that $i=0$. By Lemma 7.7 (and Remark 7.11), the intervals $f^{j}\left(I_{n}\left(x_{0}\right)\right)$ and $J_{n}\left(c_{0}\right)$ have comparable lengths, In other words, there exists $C_{0}>1$, depending only on $f$, such that

$$
\left|f^{j}(x)-c_{0}\right| \leqslant C_{0}\left|f^{j}\left(I_{n}\left(x_{0}\right)\right)\right| \quad \text { for all } x \in I_{n}\left(x_{0}\right)
$$

Moreover, by Koebe distortion principle there exists $C_{1}>1$ (also depending only on $f$ ) such that $\left.f^{j}\right|_{I_{n}\left(x_{0}\right)}$ has distortion bounded by $C_{1}$, that is:

$$
\frac{1}{C_{1}} \leqslant \frac{D f^{j}(x)}{D f^{j}(y)} \leqslant C_{1} \quad \text { for all } x, y \in I_{n}\left(x_{0}\right)
$$

Recall that, by the non-flatness condition, for each critical point $c_{i}$ there exist a neighborhood $U_{i} \subseteq S^{1}$ of $c_{i}$ and a positive constant $K_{i}$ such that for all $x \in$ $U_{i} \backslash\left\{c_{i}\right\}$ we have

$$
\begin{equation*}
S f(x)<-\frac{K_{i}}{\left(x-c_{i}\right)^{2}}<0 \tag{8.31}
\end{equation*}
$$

Let $\mathscr{U}=\bigcup_{i=0}^{N-1} U_{i}$, and let $\mathscr{V} \subset S^{1}$ be an open set whose closure contains no critical point of $f$ and such that $\mathscr{U} \cup \mathscr{V}=\boldsymbol{S}^{1}$. Since $f$ is of class $C^{3}$, we know that $M=\sup _{y \in \mathscr{V}}|S f(y)|$ is finite. Let $\delta_{n}=\max _{x_{0} \in S^{1}} \max _{0 \leqslant k<q_{n+1}}\left|f^{k}\left(I_{n}\left(x_{0}\right)\right)\right|$. Since $f$ is minimal, $\delta_{n} \rightarrow 0$ as $n \rightarrow \infty$. We choose $n_{0}=n_{0}(f)$ so large that $\delta_{n}$ is smaller than the Lebesgue number of the covering $\{\mathscr{U}, \mathscr{V}\}$ of the circle for all $n \geqslant n_{0}$. Moreover, we also require that $\delta_{n}<K_{0} / M K^{2} C_{0}^{2} C_{1}^{2}$ for all $n \geqslant n_{0}$, where $K=K(f)>1$ is given by Proposition 8.5. Using the chain rule
for the Schwarzian derivative, we have for all $\ell \in\left\{j+1, \ldots, q_{n+1}\right\}$ and for all $x \in I_{n}\left(x_{0}\right)$ regular point of $f^{\ell}$ the following identity:

$$
S f^{\ell}(x)=\sum_{k=0}^{\ell-1} S f\left(f^{k}(x)\right)\left[D f^{k}(x)\right]^{2} .
$$

We decompose this expression as $\Sigma_{1}^{(n)}(x)+\Sigma_{2}^{(n)}(x)$, where

$$
\begin{equation*}
\Sigma_{1}^{(n)}(x)=\sum_{k: f^{k}\left(I_{n}\left(x_{0}\right)\right) \subset \mathscr{U}} S f\left(f^{k}(x)\right)\left[D f^{k}(x)\right]^{2}, \tag{8.32}
\end{equation*}
$$

and $\Sigma_{2}^{(n)}(x)$ is the sum over the remaining terms, and we treat both cases separately.
(i) Since $f^{j}\left(I_{n}\left(x_{0}\right)\right) \cap J_{n}\left(c_{0}\right) \neq \emptyset$, we have $f^{j}\left(I_{n}\left(x_{0}\right)\right) \subset \mathscr{U}$ and then the sum in the right-hand side of (8.32) includes the term with $k=j$, namely $S f\left(f^{j}(x)\right)\left[D f^{j}(x)\right]^{2}$. Since all the other terms in (8.32) are negative as well, and since $\left|f^{j}(x)-c_{0}\right| \leqslant C_{0}\left|f^{j}\left(I_{n}\left(x_{0}\right)\right)\right|$, we deduce from (8.31) that:

$$
\Sigma_{1}^{(n)}(x)<-\frac{K_{0}}{C_{0}^{2}\left|f^{j}\left(I_{n}\left(x_{0}\right)\right)\right|^{2}}\left[D f^{j}(x)\right]^{2} .
$$

Let $y \in I_{n}\left(x_{0}\right)$ be such that $\left|f^{j}\left(I_{n}\left(x_{0}\right)\right)\right|=D f^{j}(y)\left|I_{n}\left(x_{0}\right)\right|$. By bounded distortion, we obtain:

$$
\begin{equation*}
\Sigma_{1}^{(n)}(x)<-\frac{K_{0}}{C_{0}^{2}} \frac{1}{\left|I_{n}\left(x_{0}\right)\right|^{2}}\left[\frac{D f^{j}(x)}{D f^{j}(y)}\right]^{2}<-\frac{K_{0}}{C_{0}^{2} C_{1}^{2}} \frac{1}{\left|I_{n}\left(x_{0}\right)\right|^{2}} . \tag{8.33}
\end{equation*}
$$

(ii) Observe that

$$
\left|\Sigma_{2}^{(n)}(x)\right| \leqslant \sum_{k: f^{k}\left(I_{n}\left(x_{0}\right)\right) \subset \mathscr{V}}\left|S f\left(f^{k}(x)\right)\right|\left[D f^{k}(x)\right]^{2}
$$

By Proposition 8.5 , there exists $K>1$ such that

$$
\begin{align*}
\left|\Sigma_{2}^{(n)}(x)\right| & \leqslant \sum_{k: f^{k}\left(I_{n}\left(x_{0}\right)\right) \subset \mathscr{V}}\left|S f\left(f^{k}(x)\right)\right| K^{2} \frac{\left|f^{k}\left(I_{n}\left(x_{0}\right)\right)\right|^{2}}{\left|I_{n}\left(x_{0}\right)\right|^{2}} \\
& \leqslant \frac{M K^{2}}{\left|I_{n}\left(x_{0}\right)\right|^{2}} \sum_{k: f^{k}\left(I_{n}\left(x_{0}\right)\right) \subset \mathscr{V}}\left|f^{k}\left(I_{n}\left(x_{0}\right)\right)\right|^{2} \\
& \leqslant \frac{M K^{2}}{\left|I_{n}\left(x_{0}\right)\right|^{2}} \max _{0 \leqslant k \leqslant \ell-1}\left|f^{k}\left(I_{n}\left(x_{0}\right)\right)\right| \sum_{k: f^{k}\left(I_{n}\left(x_{0}\right)\right) \subset \mathscr{V}}\left|f^{k}\left(I_{n}\left(x_{0}\right)\right)\right| \\
& \leqslant \frac{M K^{2}}{\left|I_{n}\left(x_{0}\right)\right|^{2}} \delta_{n} . \tag{8.34}
\end{align*}
$$

By our choice of $n_{0}$, we know that $\delta_{n}<K_{0} / M K^{2} C_{0}^{2} C_{1}^{2}$ for all $n \geqslant n_{0}$, and then we deduce from (8.33) and (8.34) that, indeed, $S f^{\ell}(x)<0$ for all $\ell \in\{j+$ $\left.1, \ldots, q_{n+1}\right\}$ and all $x \in I_{n}\left(x_{0}\right)$ regular point of $f^{\ell}$.

### 8.3 Lyapunov exponents

Recall from Theorem 3.11 (Section 3.4.2), that every diffeomorphism of the circle without periodic points has zero Lyapunov exponents everywhere. We will see in this section that an analogous result holds for multicritical circle maps (Theorem 8.6). The proof of this result is considerably more difficult than the one of Theorem 3.11, since in this case $\log D f$ is not a continuous function: it is defined only in the complement of the critical set of $f$, and it is unbounded (recall Figure 6.3).

### 8.3.1 The Collet-Eckmann condition

The result we wish to present is taken from de Faria and Guarino [2016]. For its proper formulation, it is best to introduce the notion of Collet-Eckmann condition. We do this in the restricted context of homeomorphisms of the circle, but of course a much more general definition is possible.

Definition 8.2. We say that a multicritical circle map $f$ satisfies the Collet-Eckmann condition at a critical point $c \in \operatorname{Crit}(f)$ if there exist $C>0$ and $\lambda>1$
such that $D f^{n}(f(c)) \geqslant C \lambda^{n}$ for all $n \in \mathbb{N}$, or equivalently

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} \log D f^{n}(f(c)) \geqslant \log \lambda>0 .
$$

Theorem 8.6 (Zero Lyapunov Exponent). Let $f: S^{1} \rightarrow S^{1}$ be a $C^{3}$ multicritical circle map with irrational rotation number, and let $\mu$ be its unique invariant Borel probability measure. Then $\log$ Df belongs to $L^{1}(\mu)$ and it has zero $\mu$-mean, in other words

$$
\int_{\mathbf{S}^{1}} \log D f d \mu=0 .
$$

Moreover, no critical point of $f$ satisfies the Collet-Eckmann condition.
Remark 8.4. In a recent note by Ji [2022], it has been established that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log D f^{n}(f(c))=0
$$

for each critical point $c$ of $f$.
Remark 8.5. The Collet-Eckmann condition has a long history in one-dimensional dynamics for it provides, under mild conditions, absolutely continuous invariant measures for smooth multimodal maps of the interval (see de Melo and van Strien [1993, Ch. V] and references therein, and see also Bruin et al. [2008] for recent developments).

### 8.3.2 The key step

Our proof of Theorem 8.6 relies on Proposition 8.6 below. As before, let $\left\{q_{n}\right\}_{n \in \mathbb{N}}$ be the sequence of return times given by the irrational rotation number of $f$. Let us denote by $c_{1}, c_{2}, \ldots, c_{N}$ the critical points of $f(N \geqslant 1)$ and let $d_{i}>1$ denote the criticality of each $c_{i}$. Conjugating $f$ by a suitable $C^{3}$-diffeomorphism (which does not affect its Lyapunov exponent - see Exercise 3.5 of Chapter 3) we may assume that each $c_{i}$ has an open neighborhood $V\left(c_{i}\right)$ where $f$ is a power-law of the form:

$$
\begin{equation*}
f(x)=f\left(c_{i}\right)+\left(x-c_{i}\right)\left|x-c_{i}\right|^{d_{i}-1} \quad \text { for all } x \in V\left(c_{i}\right) . \tag{8.35}
\end{equation*}
$$

We also assume, of course, that $V\left(c_{i}\right) \cap V\left(c_{j}\right)=\varnothing$ whenever $i \neq j$.
Recall from the real bounds (Theorem 6.3) that, for each $c \in\left\{c_{1}, c_{2}, \ldots, c_{N}\right\}$, the dynamical partitions $\left\{\mathscr{P}_{n}(c)\right\}_{n \in \mathbb{N}}$ have the comparability property: any two consecutive atoms of $\mathscr{P}_{n}(c)$ have comparable lengths. We will need a couple of further consequences of the real bounds, that we proceed to state and prove.

Lemma 8.5. There exists a constant $C=C(f)>1$ with the following property. For each $n \geqslant 0$, let

$$
\mathscr{C}_{n}=\left\{I_{n}^{j}\right\}_{j=0}^{2 q_{n+1}} \bigcup\left\{I_{n+1}^{k}\right\}_{k=0}^{q_{n}+q_{n+1}}
$$

be the set of all atoms of $\mathscr{P}_{n}$ together with their forward images under $f$ up to iterate $q_{n+1}+1$. Then, for any $J_{1}, J_{2} \in \mathscr{C}_{n}$ that share a common endpoint we have

$$
C^{-1}\left|J_{1}\right| \leqslant\left|J_{2}\right| \leqslant C\left|J_{1}\right| .
$$

Proof. Recall first Proposition 6.1: the six intervals $I_{n}, I_{n+1}, I_{n}^{q_{n}}, I_{n}^{q_{n+1}}, I_{n+1}^{q_{n}}$ and $I_{n}^{q_{n+1}-q_{n}}$ are pairwise comparable (see Figure 6.5). The idea of the proof of Lemma 8.5 is to prove that: (i) if $J \in \mathscr{C}_{n}$, then there is $\Delta \in \mathscr{P}_{n}$ such that $J \subset \Delta^{*}$ (in fact, there are at most three such $\Delta$ ); and that (ii) if $J$ and $\Delta$ are as above, then $J \asymp \Delta^{*}$. This is enough to finish the proof: if $J_{1}, J_{2} \in \mathscr{C}_{n}$ share a common endpoint and $\Delta_{1}, \Delta_{2} \in \mathscr{P}_{n}$ are such that $J_{1} \subset \Delta_{1}^{*}$ and $J_{2} \subset \Delta_{2}^{*}$, then $\Delta_{1}^{*}$ and $\Delta_{2}^{*}$ must contain at least one atom of $\mathscr{P}_{n}$ in common. Thus, by the real bounds, they must be comparable, which implies that $J_{1} \asymp J_{2}$.

To prove (i) is quite simple: if $J=I_{n+1}^{j}, 0 \leqslant j<q_{n}$, or $J=I_{n}^{k}, 0 \leqslant k<$ $q_{n+1}$, then $J$ is itself an atom of $\mathscr{P}_{n}$, so we can take $\Delta=J$. If $J=I_{n+1}^{q_{n}+j}$, $0 \leqslant j<q_{n+1}$, then $J \subset I_{n}^{j}$, so we can take $\Delta=I_{n}^{j}$. If $J=I_{n+1}^{q_{n}+q_{n+1}}$, then $J \subset I_{n} \cup I_{n+1}$, so we can take either of these as $\Delta$. If $J=I_{n}^{q_{n+1}+k}, 0 \leqslant k<q_{n}$, then $J \subset I_{n+1}^{k} \cup I_{n}^{k}$, so we can take either of these as $\Delta$. If $J=I_{n}^{q_{n+1}+q_{n}+k}$, $0 \leqslant k<q_{n+1}-q_{n}$, then $J \subset I_{n+1}^{q_{n}+k} \cup I_{n}^{q_{n}+k} \subset I_{n}^{k} \cup I_{n}^{q_{n}+k}$, so we can take $\Delta=I_{n}^{k}$ or $\Delta=I_{n}^{q_{n}+k}$. Finally, if $J=I_{n}^{2 q_{n+1}}$, then $J \subset I_{n+1}^{q_{n+1}} \cup I_{n}^{q_{n+1}} \subset$ $I_{n}^{q_{n+1}-q_{n}} \cup I_{n+1} \cup I_{n}=\left(I_{n+1}\right)^{*}$, so we can take $\Delta=I_{n+1}$. This proves (i).

By the real bounds, we only need to prove (ii) for intervals of $\mathscr{C}_{n}$ that are not themselves atoms of $\mathscr{P}_{n}$. With this in mind, we first note that given $J \in \mathscr{C}_{n}$, though there may be (at most) three different choices of $\Delta$ such that $J \subset \Delta^{*}$, the triples of atoms obtained in this way are all comparable; thus, it suffices to prove (ii) for one such choice of $\Delta$. We claim that for $0 \leqslant j \leqslant q_{n+1}$ we have

$$
I_{n+1}^{q_{n}+j} \asymp I_{n}^{j}
$$

Proof of the claim: For one, $I_{n+1}^{q_{n}+j} \subset I_{n}^{j}$, so we immediately get $I_{n}^{j} \geqslant I_{n+1}^{q_{n}+j}$. We must now prove that $I_{n+1}^{q_{n}+j} \geqslant I_{n}^{j}$ as well.

We split into two cases: $a_{n+1}=1$ and $a_{n+1} \geqslant 2$. If $a_{n+1}=1$, then

$$
\begin{equation*}
I_{n}^{j}=I_{n+1}^{q_{n}+j} \cup I_{n+2}^{j}, \tag{8.36}
\end{equation*}
$$

and since $I_{n+1}^{q_{n}+j}, I_{n+2}^{j} \in \mathscr{P}_{n} \cup\left\{I_{n+1}^{q_{n+1}}, I_{n+2}^{q_{n+1}}\right\}$, it follows from Proposition 6.1 (applied to the partition at level $n+1$ ) that

$$
\begin{equation*}
I_{n+1}^{q_{n}+j} \asymp I_{n+2}^{j} . \tag{8.3}
\end{equation*}
$$

Combining (8.36) and (8.37), we conclude that $I_{n+1}^{q_{n}+j} \asymp I_{n}^{j}$ in this case.
We now address the case $a_{n+1} \geqslant 2$, and we start by analyzing the case $j=$ $q_{n+1}$. In this case, we have $I_{n+1}^{q_{n}+j}=I_{n+1}^{q_{n}+q_{n+1}}$, which is a long atom of $\mathscr{P}_{n+1}$ (since $a_{n+1} \geqslant 2$ ) adjacent to $I_{n+1}^{q_{n}}$. Thus,

$$
\begin{equation*}
I_{n+1}^{q_{n}+q_{n+1}} \asymp I_{n+1}^{q_{n}} \asymp I_{n}^{q_{n+1}}, \tag{8.38}
\end{equation*}
$$

which proves the claim in this case.
Now, let $T=I_{n+1}^{q_{n+1}} \cup I_{n}^{q_{n+1}}, M=I_{n}^{q_{n+1}} \backslash I_{n+1}^{q_{n}+q_{n+1}}$, and observe that $M$ is compactly contained in the interior of $T$. Let $L, R$ be the connected components of $T \backslash M$, i.e., $I_{n+1}^{q_{n+1}}$ and $I_{n+1}^{q_{n}+q_{n+1}}$. Assume, without loss of generality, that $L=I_{n+1}^{q_{n+1}}$ and $R=I_{n+1}^{q_{n}+q_{n+1}}$. We claim that the cross-ratio $[M, T]$ is bounded from below by a constant depending only on $f$. Indeed, since $I_{n+1}^{q_{n+1}}, I_{n+1}$ are adjacent atoms of $\mathscr{P}_{n+1}$,

$$
L \asymp I_{n+1} \asymp I_{n}^{q_{n+1}},
$$

so we conclude that $L$ and $T$ are comparable. From (8.38),

$$
R \asymp I_{n}^{q_{n+1}} \asymp T .
$$

It now follows from $|T|=|L|+|M|+|R|$ that $M$ must be comparable to the three other intervals as well. As a consequence, we conclude that there exists a constant $C_{0}=C_{0}(f)>0$, depending only on $f$, such that

$$
[M, T]=\left[I_{n}^{q_{n+1}} \backslash I_{n+1}^{q_{n}+q_{n+1}}, I_{n+1}^{q_{n+1}} \cup I_{n}^{q_{n+1}}\right] \geqslant C_{0} .
$$

We now turn to the case $0 \leqslant j<q_{n+1}$. Since the family

$$
\left\{f^{i}\left(I_{n+1}^{j} \cup I_{n}^{j}\right)\right\}_{i=0}^{q_{n+1}-j}
$$

has multiplicity of intersection at most 3, the Cross-Ratio Inequality (Theorem 5.1) implies that the cross-ratio distortion of $f^{q_{n+1}-j}$ on the pair $I_{n}^{j} \backslash I_{n+1}^{q_{n}+j}, I_{n+1}^{j} \cup I_{n}^{j}$ is bounded by some constant $C_{1}=C_{1}(f)>0$ :

$$
\frac{[M, T]}{\left[I_{n}^{j} \backslash I_{n+1}^{q_{n}+j}, I_{n+1}^{j} \cup I_{n}^{j}\right]} \leqslant C_{1}
$$

Manipulating this inequality, we get

$$
\left[I_{n}^{j} \backslash I_{n+1}^{q_{n}+j}, I_{n+1}^{j} \cup I_{n}^{j}\right] \geqslant C_{0} / C_{1}
$$

Thus, the cross-ratio $\left[I_{n}^{j} \backslash I_{n+1}^{q_{n}+j}, I_{n+1}^{j} \cup I_{n}^{j}\right]$ is bounded from below by a constant depending only on $f$. Consequently, the space of $I_{n}^{j} \backslash I_{n+1}^{q_{n}+j}$ inside $I_{n+1}^{j} \cup I_{n}^{j}$ is bounded from below by a constant depending only on $f$; this is easily seen to imply that

$$
\begin{equation*}
I_{n+1}^{q_{n}+j} \geqslant I_{n}^{j} \backslash I_{n+1}^{q_{n}+j} \tag{8.39}
\end{equation*}
$$

Combining (8.39) with the fact that $\left|I_{n}^{j}\right|=\left|I_{n+1}^{q_{n}+j}\right|+\left|I_{n}^{j} \backslash I_{n+1}^{q_{n}+j}\right|$, we get $I_{n+1}^{q_{n}+j} \geqslant I_{n}^{j}$. This finishes the proof of the claim.

With the claim at hand, we proceed to finish the proof of Lemma 8.5. Since $I_{n}^{j}$ is comparable to $\left(I_{n}^{j}\right)^{*}$ if $0 \leqslant j<q_{n+1}$, or to $I_{n}^{*}$ if $j=q_{n+1}$, (ii) holds if $J \in \mathscr{C}_{n}$ is the image of a short atom of $\mathscr{P}_{n}$, i.e., $J=I_{n+1}^{i}$ for some $q_{n} \leqslant i \leqslant q_{n}+q_{n+1}$. That (ii) also holds for images of long atoms of $\mathscr{P}_{n}$ is a simple consequence of the above claim. Indeed, it suffices to show that, for $0 \leqslant k \leqslant q_{n+1}$,

$$
I_{n}^{q_{n+1}+k} \asymp I_{n}^{k}
$$

We first show that $I_{n}^{k} \geqslant I_{n}^{q_{n+1}+k}$. If $0 \leqslant k<q_{n+1}$, then $I_{n}^{q_{n+1}+k} \subset\left(I_{n}^{k}\right)^{*} \asymp$ $I_{n}^{k}$, so $I_{n}^{k} \geqslant I_{n}^{q_{n+1}+k}$; and in the case $k=q_{n+1}, I_{n}^{2 q_{n+1}} \subset\left(I_{n}\right)^{*} \asymp I_{n} \asymp I_{n}^{q_{n+1}}$, so $I_{n}^{q_{n+1}} \geqslant I_{n}^{2 q_{n+1}}$ as well. It remains to prove that $I_{n}^{q_{n+1}+k} \geqslant I_{n}^{k}$, but this follows immediately from the claim, since we have

$$
I_{n}^{q_{n+1}+k} \supset I_{n+1}^{k}
$$

and

$$
I_{n+1}^{k} \asymp I_{n+1}^{q_{n}+k} \asymp I_{n}^{k}
$$

The first comparability in the previous equation follows from the real bounds, while the second follows from the claim. This finishes the proof of Lemma 8.5.

Lemma 8.5 implies the following two results.
Lemma 8.6. There exists $B_{0}=B_{0}(f)>1$ such that for each $c \in\left\{c_{1}, c_{2}, \ldots, c_{N}\right\}$, for each $n \in \mathbb{N}$ and for each atom $\Delta \in \mathscr{P}_{n}(c)$ we have

$$
\frac{|\Delta|}{B_{0}} \leqslant\left|f^{q_{n}}(\Delta)\right| \leqslant B_{0}|\Delta|
$$

Lemma 8.7. There exists $B_{1}=B_{1}(f)>1$ with the following property. Let $\Delta \in \mathscr{P}_{n}(c)$ and denote by $\Delta^{*}$ the union of $\Delta$ with its two immediate neighbours in $\mathscr{P}_{n}(c)$. If $0 \leqslant j<k \leqslant q_{n}$ are such that the intervals $f^{j}\left(\Delta^{*}\right), f^{j+1}\left(\Delta^{*}\right), \ldots$, $f^{k-1}\left(\Delta^{*}\right)$ do not contain any critical point of $f$, then the map $f^{k-j}: f^{j}(\Delta) \rightarrow$ $f^{k}(\Delta)$ has distortion bounded by $B_{1}$, that is

$$
\frac{1}{B_{1}} \leqslant \frac{D f^{k-j}(x)}{D f^{k-j}(y)} \leqslant B_{1} \quad \text { for all } x, y \in f^{j}(\Delta)
$$

Proof. Since the iterate $f^{k-j}: f^{j}\left(\Delta^{*}\right) \rightarrow f^{k}\left(\Delta^{*}\right)$ is a diffeomorphism, we would like to apply Koebe's distortion principle (Lemma 5.2). By combinatorics, we already know that the family $f^{j}\left(\Delta^{*}\right), f^{j+1}\left(\Delta^{*}\right), \ldots, f^{k-1}\left(\Delta^{*}\right)$ has multiplicity of intersection equal to 3 . Thus, we only need to prove that $f^{k}(\Delta)$ has definite space inside $f^{k}\left(\Delta^{*}\right)$, which follows at once from Lemma 8.5.

Yet another consequence of the real bounds:
Lemma 8.8. There exists $B_{2}=B_{2}(f)>1$ with the following property: if $c \neq c^{\prime}$ are critical points of $f$ and $\Delta \in \mathscr{P}_{n}(c), \Delta^{\prime} \in \mathscr{P}_{n}\left(c^{\prime}\right)$ for some $n \in \mathbb{N}$ are such that $\Delta \cap \Delta^{\prime} \neq \emptyset$, then $B_{2}^{-1}\left|\Delta^{\prime}\right| \leqslant|\Delta| \leqslant B_{2}\left|\Delta^{\prime}\right|$.

Proof. This follows from the combinatorial fact that $\Delta$ is contained in the union of two adjacent atoms of $\mathscr{P}_{n}\left(c^{\prime}\right)$, one of which is $\Delta^{\prime}$, and likewise for $\Delta^{\prime}$.

For each $k \geqslant 0$ and each critical point $c$ we will use the notation $J_{k}(c)=$ $I_{k}(c) \cup I_{k+1}(c)=\left[f^{q_{k+1}}(c), f^{q_{k}}(c)\right] \ni c$. The key step in the proof of Theorem 8.6 is the following fact.

Proposition 8.6. There exists $C=C(f)>0$ with the following properties:

1. For each $x \in \boldsymbol{S}^{1}$ and all $n \geqslant 0$ we have $\log D f^{q_{n}}(x) \leqslant C$.
2. For all $n \geqslant 0$, if $x \in S^{1}$ is such that $f^{i}(x) \notin \bigcup_{j=1}^{j=N} J_{2 n}\left(c_{j}\right)$ for all $0 \leqslant i \leqslant q_{n}$, then $\log D f^{q_{n}}(x) \geqslant-C n$.

In what follows we denote by $C_{0}, C_{1}, C_{2}, C_{3}, \ldots$ positive constants (greater than 1 , in fact) depending only on $f$. Moreover, for any two positive numbers $a$ and $b$ we use the notation $a \asymp b$ to mean that $C^{-1} a \leqslant b \leqslant C a$ for some constant $C>1$ depending only on $f$.

Proof. Let us fix once and for all a critical point $c \in \operatorname{Crit}(f)$. We assume that $n \geqslant 0$ is large enough so that each atom of $\mathscr{P}_{n}(c)$ contains at most one critical point of $f$. Let $x \in \boldsymbol{S}^{1}$ and let $\Delta \in \mathscr{P}_{n}(c)$ be such that $x \in \Delta$. Let $\Delta^{*} \supseteq \Delta$ be as in Lemma 8.7. Just by taking $n$ larger still, we may assume that, for $0 \leqslant k<q_{n}$, each $f^{k}\left(\Delta^{*}\right)$ contains at most one critical point of $f$. We say that $0 \leqslant k<q_{n}$ is a critical time for $x$ if $f^{k}\left(\Delta^{*}\right)$ contains a critical point of $f$. Let us write $0 \leqslant k_{1}<k_{2}<\cdots<k_{m}<q_{n}$ for the sequence of all critical times for $x$. Note that $m \leqslant 3 N$ since the family $\left\{f^{k}\left(\Delta^{*}\right)\right\}_{0 \leqslant k<q_{n}}$ has intersection multiplicity equal to 3 . Using these critical times and the chain rule we can write:

$$
\begin{align*}
D f^{q_{n}}(x)=D f^{k_{1}}(x) & {\left[\prod_{j=1}^{m-1} D f^{k_{j+1}-k_{j}-1}\left(f^{k_{j}+1}(x)\right) D f\left(f^{k_{j}}(x)\right)\right] }  \tag{8.40}\\
& \times D f^{q_{n}-k_{m}-1}\left(f^{k_{m}+1}(x)\right) D f\left(f^{k_{m}}(x)\right)
\end{align*}
$$

We proceed to estimate each term in the product (8.40) above. From Lemma 8.7 (with $j=0$ and $k=k_{1}$ ) we have:

$$
\begin{equation*}
D f^{k_{1}}(x) \asymp \frac{\left|f^{k_{1}}(\Delta)\right|}{|\Delta|} \tag{8.41}
\end{equation*}
$$

Again from Lemma 8.7 (with $k_{j}+1$ and $k_{j+1}$ replacing $j$ and $k$ respectively) we have for all $j \in\{1, \ldots, m-1\}$ :

$$
D f^{k_{j+1}-k_{j}-1}\left(f^{k_{j}+1}(x)\right) \asymp \frac{\left|f^{k_{j+1}}(\Delta)\right|}{\left|f^{k_{j}+1}(\Delta)\right|}
$$

For each $j \in\{1, \ldots, m\}$ let $\beta_{j} \in \operatorname{Crit}(f)$ be the (unique) critical point of $f$ in $f^{k_{j}}\left(\Delta^{*}\right)$, and let $d_{j}$ be its criticality. Since we are assuming that $n$ is sufficiently large, we may suppose that $f^{k_{j}}\left(\Delta^{*}\right) \subseteq V\left(\beta_{j}\right)$ for all $j \in\{1, \ldots, m\}$. Then, from the power-law expression (8.35) we have:

$$
\begin{equation*}
D f\left(f^{k_{j}}(x)\right) \asymp\left|f^{k_{j}}(x)-\beta_{j}\right|^{d_{j}-1} \tag{8.42}
\end{equation*}
$$

and recall that $d_{j}-1>1$ for all $j \in\{1, \ldots, m\}$. Still using the power-law expression we see that:

$$
\begin{equation*}
\left|f^{k_{j}+1}(\Delta)\right| \asymp\left|f^{k_{j}}(\Delta)\right|^{d_{j}} \quad \text { for all } j \in\{1, \ldots, m\} \tag{8.43}
\end{equation*}
$$

Using Lemma 8.7 yet again, we also see that:

$$
D f^{q_{n}-k_{m}-1}\left(f^{k_{m}+1}(x)\right) \asymp \frac{\left|f^{q_{n}}(\Delta)\right|}{\left|f^{k_{m}+1}(\Delta)\right|}
$$

Let us now prove assertions (1) and (2) in the statement of the proposition. Note that (8.42) yields:

$$
\begin{equation*}
D f\left(f^{k_{j}}(x)\right) \leqslant C_{0}\left|f^{k_{j}}(\Delta)\right|^{d_{j}-1} \quad \text { for all } j \in\{1, \ldots, m\} \tag{8.44}
\end{equation*}
$$

where $C_{0}=C_{0}(f)>0$. Combining all these facts, namely (8.41)-(8.44), we deduce the following (upper) telescoping estimate:

$$
\begin{align*}
D f^{q_{n}}(x) \leqslant & C_{1} \frac{\left|f^{k_{1}}(\Delta)\right|}{|\Delta|}\left[\prod_{j=1}^{m-1} \frac{\left|f^{k_{j+1}}(\Delta)\right|}{\left|f^{k_{j}+1}(\Delta)\right|}\left|f^{k_{j}}(\Delta)\right|^{d_{j}-1}\right] \times \\
& \times\left|f^{k_{m}}(\Delta)\right|^{d_{m}-1} \frac{\left|f^{q_{n}}(\Delta)\right|}{\left|f^{k_{m}+1}(\Delta)\right|} \\
\asymp & \frac{\left|f^{k_{1}}(\Delta)\right|}{|\Delta|}\left[\prod_{j=1}^{m-1} \frac{\left|f^{k_{j+1}}(\Delta)\right|}{\left|f^{k_{j}}(\Delta)\right|}\right] \frac{\left|f^{q_{n}}(\Delta)\right|}{\left|f^{k_{m}}(\Delta)\right|}=\frac{\left|f^{q_{n}}(\Delta)\right|}{|\Delta|} \leqslant C_{2} \tag{8.45}
\end{align*}
$$

where in the last line we have used (8.43) and finally Lemma 8.6. This proves item (1). In order to prove item (2) note first that all estimates provided above are two-sided, except (8.44). In order to get a lower bound for the left side of (8.44) we use the hypothesis in (2). Since $f^{k_{j}}(x) \notin J_{2 n}\left(\beta_{j}\right)$ we have:

$$
\begin{equation*}
\left|f^{k_{j}}(x)-\beta_{j}\right| \geqslant C_{3}\left|I_{2 n}\left(\beta_{j}\right)\right| \tag{8.46}
\end{equation*}
$$

From the real bounds we know that there exists $\lambda \in(0,1)$ depending only on $f$ such that $C_{4}^{-1} \lambda^{n}\left|I_{n}\left(\beta_{j}\right)\right| \leqslant\left|I_{2 n}\left(\beta_{j}\right)\right| \leqslant C_{4} \lambda^{n}\left|I_{n}\left(\beta_{j}\right)\right|$. Moreover, we claim that $\left|I_{n}\left(\beta_{j}\right)\right|$ is comparable to $\left|f^{k_{j}}(\Delta)\right|$. Indeed, this follows from Lemma 8.8
because $I_{n}\left(\beta_{j}\right) \in \mathscr{P}_{n}\left(\beta_{j}\right)$ intersects an atom of $\mathscr{P}_{n}(c)$ in $f^{k_{j}}\left(\Delta^{*}\right)$, and this atom has length comparable to $\left|f^{k_{j}}(\Delta)\right|$ (such atom is either $f^{k_{j}}(\Delta)$ itself, or one of its neighbours). Using these facts in (8.46) we deduce that:

$$
D f\left(f^{k_{j}}(x)\right) \geqslant C_{5} \lambda^{n\left(d_{j}-1\right)}\left|f^{k_{j}}(\Delta)\right|^{d_{j}-1}
$$

Using this lower estimate in place of the upper estimate (8.44) and proceeding as in (8.45) we arrive at the estimate

$$
\begin{equation*}
D f^{q_{n}}(x) \geqslant C_{6} \lambda^{n\left(d_{1}+d_{2}+\cdots+d_{m}-m\right)} \tag{8.47}
\end{equation*}
$$

where again $C_{6}=C_{6}(f)>1$. Note that $0<d_{1}+d_{2}+\cdots+d_{m}-m<$ $3\left(d_{1}+d_{2}+\cdots+d_{N}\right)$, and since $\alpha=3\left(d_{1}+d_{2}+\cdots+d_{N}\right)$ is a positive constant depending only on $f$ we get:

$$
D f^{q_{n}}(x) \geqslant C_{6} \lambda^{n \alpha}
$$

and then:

$$
\log D f^{q_{n}}(x) \geqslant-n \alpha \log \frac{1}{\lambda}+\log C_{6} \geqslant-C_{7} n
$$

With Proposition 8.6 at hand we are ready to prove Theorem 8.6.
Proof of Theorem 8.6. The fact that no critical point of $f$ satisfies the Collet-Eckmann condition follows at once from item (1) of Proposition 8.6. By Proposition 8.1 we know that $\log D f \in L^{1}(\mu)$, and then we know from Birkhoff's ergodic theorem that

$$
\lim _{n \rightarrow+\infty}\left\{\frac{\log D f^{n}(x)}{n}\right\}=\int_{\boldsymbol{S}^{1}} \log D f d \mu
$$

for $\mu$-almost every $x \in \boldsymbol{S}^{1}$. For each $n \geqslant 0$ let

$$
\begin{aligned}
A_{n} & =S^{1} \backslash \bigcup_{j=1}^{j=N} \bigcup_{i=0}^{q_{n}-1} f^{-i}\left(J_{2 n}\left(c_{j}\right)\right) \\
& =\left\{x \in S^{1}: \forall 0 \leqslant i \leqslant q_{n}-1: f^{i}(x) \in S^{1} \backslash \bigcup_{j=1}^{j=N} J_{2 n}\left(c_{j}\right)\right\}
\end{aligned}
$$

and consider

$$
A=\limsup _{n \in \mathbb{N}} A_{n}=\bigcap_{k=1}^{+\infty} \bigcup_{n=k}^{+\infty} A_{n}
$$

We claim that $A$ has full $\mu$-measure. Indeed, since

$$
\mu\left(J_{2 n}\left(c_{j}\right)\right)=\mu\left(I_{2 n}\left(c_{j}\right)\right)+\mu\left(I_{2 n+1}\left(c_{j}\right)\right) \leqslant \frac{1}{q_{2 n+1}}+\frac{1}{q_{2 n+2}}
$$

we deduce that $q_{n} \mu\left(J_{2 n}\left(c_{j}\right)\right) \rightarrow 0$ (exponentially fast in $n$, in fact) and since $\mu\left(A_{n}\right) \geqslant 1-N q_{n} \mu\left(J_{2 n}\left(c_{j}\right)\right)$ we see that $\mu\left(A_{n}\right) \rightarrow 1$ as $n \rightarrow+\infty$. This implies the claim that $\mu(A)=1$. Now for each $x \in A$ we have from Proposition 8.6 that there exists a sequence $n_{k} \rightarrow+\infty$ such that:

$$
\frac{-C n_{k}}{q_{n_{k}}} \leqslant \frac{\log D f^{q_{n_{k}}(x)}}{q_{n_{k}}} \leqslant \frac{C}{q_{n_{k}}},
$$

and letting $k \rightarrow+\infty$ we get that:

$$
\lim _{k \rightarrow+\infty} \frac{\log D f^{q_{n_{k}}}(x)}{q_{n_{k}}}=0
$$

Therefore:

$$
\lim _{n \rightarrow+\infty}\left\{\frac{\log D f^{n}(x)}{n}\right\}=0
$$

for $\mu$-almost every $x \in A$, and then we are done since $A$ has full $\mu$-measure.

### 8.4 Further ergodic properties

In Section 3.4.3 we introduced the notion of automorphic measure for a circle diffeomorphism, and discussed an important result by Douady and Yoccoz [1999], namely Theorem 3.12, which states both existence and uniqueness of automorphic measures of any given exponent for $C^{1+B V}$ diffeomorphisms. It turns out that, at least for positive exponents, the same holds for multicritical circle maps. More precisely, we have the following result.

Theorem 8.7. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a multicritical circle map. For any given $s \geqslant 0$ there exists a unique automorphic measure of exponent s for $f$. This measure has no atoms, is supported on the whole circle and it is ergodic under $f$.

For a proof of the existence part of this theorem, see Exercise 8.9. We would like to mention here that, in a recent preprint by Goncharuk and Yampolsky [2023], both existence and uniqueness of $s$-automorphic measures have been established for the particular exponent $s=-1$.

As we have also seen in Chapter 3, any $C^{1+B V}$ circle diffeomorphism without periodic points is ergodic with respect to Lebesgue measure (recall Theorem 3.10). Therefore, it is worth mentioning here, for future reference, the following special case of Theorem 8.7.

Theorem 8.8. If $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a multicritical circle map, then $f$ is ergodic with respect to Lebesgue measure.

Just as in the proof of Theorem 3.10, one can use a Lebesgue density argument to prove Theorem 8.8 (see also the proof of Lemma 1.5 in Chapter 1). The needed distortion estimates, however, are considerably more involved than those in the diffeomorphism case.

Another important ergodic object introduced in Section 3.4.3 was the notion of invariant distribution. Recall that, as proved by Avila and Kocsard [2011], every $C^{\infty}$ diffeomorphism of the circle with irrational rotation number is distributionally uniquely ergodic, i.e., each linear space $\mathscr{D}_{k}^{\prime}(f)$ is one-dimensional, spanned by the unique $f$-invariant probability measure (Theorem 3.13, see also Theorem 3.14). For multicritical circle maps and distributions of order 1, the following is known.
Theorem 8.9. If $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a multicritical circle map, then the linear space $\mathscr{D}_{1}^{\prime}(f)$ is one-dimensional (spanned by the unique $f$-invariant probability measure).

Both Theorem 8.7 and Theorem 8.9 were proved in the recent manuscript by de Faria, Guarino, and Nussenzveig [2023].
Remark 8.6. It is reasonable to conjecture that every sufficiently smooth multicritical circle map with irrational rotation number is distributionally uniquely ergodic. This conjecture is certainly made plausible by Theorem 8.9. As we write these lines, however, the problem is still open.

### 8.5 Hausdorff dimension

We close this chapter with an elegant recent result due to Trujillo [2020]. Only the statement will be given, however - discussing the proof would constitute a digression into the realm of geometric measure theory.

As we have seen in Section 8.2, the unique invariant probability measure $\mu$ under a multicritical circle map $f$ is purely singular with respect to Lebesgue measure. The Hausdorff dimension of $\mu$, denoted $\operatorname{dim}_{H}(\mu)$, is by definition the smallest of the Hausdorff dimensions of all measurable sets having full $\mu$-measure. More precisely,

$$
\operatorname{dim}_{H}(\mu)=\inf \left\{\operatorname{dim}_{H}(E): E \subset S^{1} \text { is measurable and } \mu(E)=1\right\} .
$$

A natural question to ask is: how does the Hausdorff dimension of $\mu$ vary with $f$ ? Obviously, a priori it should only depend on the bi-Lipschitz conjugacy class of $f$. In his recent paper, Trujillo [ibid.] establishes lower and upper bounds for $\operatorname{dim}_{H}(\mu)$ that depend only on the Diophantine nature of the rotation number of $f$. In order to state his result, let us first recall from Chapter 4 that an irrational number $\alpha$ is said to be Diophantine of order $\delta \geqslant 0$ if there exists a positive constant $C=C(\alpha)>0$ such that

$$
\left|\alpha-\frac{p}{q}\right| \geqslant \frac{C}{q^{2+\delta}}, \text { for all } p, q \in \mathbb{Z}, q \neq 0 .
$$

We denote by $\mathscr{D}_{\delta}$ the set of all Diophantine numbers of order $\delta$. Recall from Exercise 4.11 that $\mathscr{D}_{0}$ is precisely the set of numbers of bounded type. As we will see in Appendix A, the set $\mathscr{D}_{0}$ has zero Lebesgue measure (see Lemma A.1), whereas for each $\delta>0$ the set $\mathscr{D}_{\delta}$ has full Lebesgue measure (see Lemma A.4).
Theorem 8.10. If $f$ is a $C^{3}$ multicritical circle map with irrational rotation number $\rho=\rho(f)$ and $\mu$ is its unique invariant probability measure, then the following holds.
(i) If $\rho \in \mathscr{D}_{\delta}$ for some $\delta \geqslant 0$, then there exists $v>0$ such that

$$
\operatorname{dim}_{H}(\mu) \geqslant \frac{1}{2 \delta+v} .
$$

(ii) If $\rho \notin \mathscr{D}_{\delta}$ for some $\delta>0$, then

$$
\operatorname{dim}_{H}(\mu) \leqslant \frac{1}{\delta+1} .
$$

Note that the above theorem does not provide an upper bound for $\operatorname{dim}_{H}(\mu)$ in the case when the rotation number $\rho(f)$ is of bounded type (i.e., lies in $\mathscr{D}_{0}$ ). Nevertheless, it had already been known since the work of Graczyk and Świątek [1993] that in the bounded type case the Hausdorff dimension of $\mu$ lies strictly between 0 and 1 .

## Exercises

Exercise 8.1. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{1}$ non-minimal circle homeomorphism with irrational rotation number (e.g., a Denjoy counterexample). Show that there exist uncountably many $\sigma$-finite $f$-invariant measures which are non-atomic and have pairwise disjoint supports.

Exercise 8.2. Work through the following steps to construct a minimal homeomorphism of $\boldsymbol{S}^{1}$, with arbitrary irrational rotation number, having an infinite, $\sigma$-finite invariant measure which is absolutely continuous with respect to Lebesgue measure. Fix an irrational $\alpha \in(0,1)$, and consider the rotation $R_{\alpha}$.
(i) Show that there exists a closed, perfect and totally disconnected set $E_{0} \subset \boldsymbol{S}^{1}$ whose rotated copies $E_{n}=R_{\alpha}^{n}\left(E_{0}\right), n \in \mathbb{Z}$ are pairwise disjoint.
(ii) Let $\nu_{0}$ be a non-atomic Borel probability measure on $S^{1}$ supported by $E_{0}$, and let $v_{n}=\left(R_{\alpha}^{n}\right)_{*} \nu_{0}, n \in \mathbb{Z}$, be its rotated copies under $R_{\alpha}$. Set $v=$ $\sum_{n \in \mathbb{Z}} v_{n}$ and

$$
\mu=\frac{1}{3} \sum_{n \in \mathbb{Z}} 2^{-|n|} v_{n} .
$$

Show that $\mu$ is a probability measure on $\boldsymbol{S}^{1}$ whose support is the whole circle, and that $v$ is an infinite, $\sigma$-finite measure which is invariant under the rotation $R_{\alpha}$.
(iii) Show that the measures $\mu$ and $v$ are equivalent, i.e., they are mutually absolutely continuous.
(iv) Let $h: \boldsymbol{S}^{\mathbf{1}} \rightarrow \boldsymbol{S}^{\mathbf{1}}$ be the primitive of $\mu$ given by $h(x)=\int_{0}^{x} d \mu(t)=$ $\mu[0, x]$, and verify that $h$ is a homeomorphism. Show that $h_{*} \mu=m$.
(v) Check that the measure $\tilde{v}=h_{*} \nu$ is infinite but $\sigma$-finite, and prove that it is absolutely continuous with respect to Lebesgue measure.
(vi) Finally, letting $f_{\alpha}=h \circ R_{\alpha} \circ h^{-1}$, show that $f_{\alpha}$ leaves $\tilde{v}$ invariant, i.e., $\left(f_{\alpha}\right)_{*} \widetilde{\nu}=\widetilde{v}$.

This example is due to Katznelson [1977, p. 11].
Exercise 8.3. Show that the homeomorphism $f_{\alpha}: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ constructed in the previous exercise is not ergodic with respect to Lebesgue measure. Deduce that $f_{\alpha}$ cannot be $C^{2}$, or even $C^{1+\mathrm{BV}}$.

Exercise 8.4. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a minimal $C^{1}$ homeomorphism satisfying the following hypothesis. There exist constants $\alpha, K>1$ and $\beta>0$ such that for any given interval $I$ on the circle, we can find (a) two disjoint intervals $J^{\prime}, J^{\prime \prime} \subset I$ with $\left|J^{\prime}\right| \geqslant \alpha\left|J^{\prime \prime}\right|$ and $\left|J^{\prime \prime}\right| \geqslant \beta|I|$; and (b) an iterate of $f$ mapping $J^{\prime}$ diffeomorphically onto $J^{\prime \prime}$ with distortion bounded by $K$. Show that $f$ satisfies the conclusion of Theorem 8.2.

Exercise 8.5. Fill in the missing details of the proof of Lemma 8.1.
Exercise 8.6. Prove Proposition 8.2.
Exercise 8.7. Give a proof of Theorem 8.5 that is independent of Herman's Theorem 7.1.

Exercise 8.8. Divergent Poincaré series. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a multicritical circle map with irrational rotation number, and let $\mu$ be its unique invariant Borel probability measure. For each $s>0$, we define the Poincaré series of $f$ of exponent $s$ to be the function $P_{s, f}: S^{1} \rightarrow[0, \infty]$ given by

$$
P_{s, f}(x)=\sum_{n=0}^{\infty}\left(D f^{n}(x)\right)^{s} .
$$

The main purpose of this exercise is to show that $P_{s, f}$ diverges $\mu$-a.e.
(i) Show that there exists a countable dense set on the circle on which $P_{s, f}$ is finite for all $s>0$.
(ii) Show that the identity

$$
P_{s, f}(x)=1+\left(D f^{n}(x)\right)^{s} P_{s, f}(f(x))
$$

holds for each $x \in S^{1}$.
(iii) Using Theorem 8.6 and the fact that $\mu$ is $f$-invariant, show with the help of Jensen's inequality that

$$
\log \left(\int_{S^{1}}\left(D f^{n}\right)^{s} d \mu\right) \geqslant 0
$$

for each $n \geqslant 0$.
(iv) Deduce from (iii) that

$$
\int_{S^{1}} \sum_{k=0}^{n-1}\left(D f^{q_{k}}\right)^{s} d \mu \geqslant n
$$

for each $n \geqslant 1$ (where, as usual, $\left\{q_{k}\right\}_{k \geqslant 0}$ is the sequence of return times associated with the rotation number $\rho(f)$ ).
(v) Now let $A=\left\{x \in \boldsymbol{S}^{1}: P_{s, f}(x)=\infty\right\}$. Show that $A$ is Borel measurable and, using (ii), that $A$ is $f$-invariant.
(vi) For each $m \geqslant 1$, let

$$
X_{m}=\left\{x \in S^{1}: P_{s, f}(x) \leqslant m\right\}
$$

Show that if $\mu(A)=0$, then $\lim _{m \rightarrow \infty} \mu\left(X_{m}\right)=1$. Combine this fact with (iv) to arrive at a contradiction.
(vii) From (v), (vi) and the fact that $\mu$ is ergodic, deduce that $\mu(A)=1$.

Exercise 8.9. Existence of automorphic measures. Let $f: \boldsymbol{S}^{1} \rightarrow S^{1}$ be a multicritical circle map with irrational rotation number. Fix $s>0$, let $P_{s, f}$ be the corresponding Poincaré series, and consider the set $A$ defined in Exercise 8.8. Fix $x \in A$, and for each $n \geqslant 1$, let

$$
S_{n}(x)=\sum_{i=0}^{q_{n}-1}\left(D f^{i}(x)\right)^{s}
$$

Consider the atomic probability measure

$$
\mu_{s, x, n}=\frac{1}{S_{n}(x)} \sum_{i=0}^{q_{n}-1}\left(D f^{i}(x)\right)^{s} \delta_{f^{i}(x)}
$$

(i) Show that there exist a probability measure $\mu_{s, x} \in \mathscr{P}\left(\boldsymbol{S}^{1}\right)$ and a monotone sequence $\left(n_{k}\right) \subseteq \mathbb{N}$ such that, for all $\varphi \in C^{0}\left(\boldsymbol{S}^{1}\right)$,

$$
\int_{\boldsymbol{S}^{1}} \varphi d \mu_{s, x, n_{k}} \longrightarrow \int_{\boldsymbol{S}^{1}} \varphi d \mu_{s, x}
$$

(ii) Let $K=\sup \left\|D f^{q_{n}}\right\|_{C^{0}\left(\boldsymbol{S}^{1}\right)}$ and recall from the real bounds that $K<\infty$. Show that for each $k \geqslant 1$ we have

$$
\left|\int_{\boldsymbol{S}^{1}}\left[\varphi-(\varphi \circ f)(D f)^{s}\right] d \mu_{s, x, n_{k}}\right| \leqslant \frac{1}{S_{n_{k}}(x)}\|\varphi\|_{\boldsymbol{C}^{0}\left(\boldsymbol{S}^{1}\right)}\left(1+K^{s}\right)
$$

(iii) Deduce from (i) and (ii) that $\mu_{s, x}$ is an $s$-automorphic measure for $f$.

## Orbit Flexibility

In this chapter we study the geometric structure of individual orbits of a multicritical circle map with irrational rotation number.

From the dynamical standpoint, a minimal circle homeomorphism $f: \boldsymbol{S}^{1} \rightarrow$ $\boldsymbol{S}^{1}$ is topologically very homogeneous: all orbits look topologically the same. But are such orbits geometrically the same? In order to turn this somewhat vague question into a mathematically meaningful one, we need to properly define the underlying concept of geometric equivalence. We also need to assume that $f$ has some reasonable degree of smoothness.

Let us agree to say that the orbits $\mathscr{O}_{f}(x)$ and $\mathscr{O}_{f}(y)$ of two points $x, y \in$ $\boldsymbol{S}^{1}$ are geometrically equivalent if there exists a self-conjugacy $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ $(h \circ f=f \circ h)$ which is a quasisymmetric homeomorphism carrying $\mathscr{O}_{f}(x)$ to $\mathscr{O}_{f}(y)$. So let us ask that question again: are two given orbits $\mathscr{O}_{f}(x)$ and $\mathscr{O}_{f}(y)$ geometrically equivalent?

The answer is easily seen to be yes if $f$ is smoothly conjugate to a rotation. For instance, when $f$ is a smooth diffeomorphism with Diophantine rotation number, the rigidity results discussed in Section 4.5 imply that $f$ is smoothly conjugate to a rotation - and all orbits under a rigid rotation are not just merely geometrically equivalent, they are isometric. By contrast, our purpose in the present chapter is to explain that the answer to the above question is almost always no when $f$ is a crit-
ical circle map. Precise statements will be given in due time. The entire exposition here is extracted from our own recent work, de Faria and Guarino [2022b].

### 9.1 Geometric equivalence of orbits

Ideally, we would like to classify orbits of a (reasonably smooth) minimal homeomorphism of the circle up to quasisymmetric equivalence.

As we have seen in Chapter 7, quasisymmetry can be regarded as a very weak form of geometric regularity. Indeed, it is so weak that one might guess, for instance, that every conjugacy between two critical circle maps is quasisymmetric. This guess is reinforced by Theorem 7.1, which, we recall, states that every multicritical circle map whose rotation number is an irrational of bounded type is quasisymmetrically conjugate to the corresponding rotation.

However, the above guess is unfortunately wrong. Our purpose in the present chapter is to explain that a conjugacy between two critical circle maps is almost never quasisymmetric. We will first identify a mechanism which forces the breakdown of quasisymmetry for a topological conjugacy (see Lemma 9.4 in Section 9.6), and then we will show that this mechanism is abundant, both from the topological and measure-theoretical viewpoints (see Theorem 9.6 in Section 9.2). The precise statements will be given below - see Theorems 9.1 to 9.3 .

### 9.1.1 Orbit-flexibility

Some of these results can be stated in the light of the complementary concepts of orbit-rigidity and orbit-flexibility, which we presently describe.

Definition 9.1. We say that a minimal circle homeomorphism $f$ is quasisymmetrically orbit-rigid if for any pair of points $x, y$ on the circle there exists a quasisymmetric homeomorphism $h_{x, y}$ which conjugates $f$ to itself and maps $x$ to $y$. If $f$ is not quasisymmetrically orbit-rigid, we say that $f$ is quasisymmetrically orbit-flexible.

Example 1. Every rotation is quasisymmetrically orbit-rigid, and the equivalence between orbits is in fact given by an isometry.

Example 2. Every sufficiently smooth circle diffeomorphism with Diophantine rotation number is quasisymmetrically orbit-rigid. This follows from the HermanYoccoz theorems of Section 4.5.

For multicritical circle maps, we have the following simple consequence of Theorem 7.1.

Proposition 9.1. Every multicritical circle map $f$ with rotation number $\alpha=\rho(f)$ of bounded type is quasisymmetrically orbit-rigid.

Proof. Let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a quasisymmetric conjugacy between $f$ and the rotation $R_{\alpha}$, whose existence is guaranteed by Theorem 7.1. Given $x, y \in \boldsymbol{S}^{1}$, let $R$ be the circle rotation with $R(x)=h^{-1}(y)$. Then $\varphi=h \circ R$ is a quasisymmetric homeomorphism, and since any two rotations commute, we have

$$
\varphi^{-1} \circ f \circ \varphi=(h \circ R)^{-1} \circ f \circ(h \circ R)=R^{-1} \circ R_{\alpha} \circ R=R_{\alpha} .
$$

Therefore $\varphi$ conjugates $f$ to $R_{\alpha}$, and since $\varphi(x)=y$, it maps the orbit of $x$ onto the orbit of $y$.

By contrast, we will show in Theorem 9.1 that (uni)critical circle maps whose rotation numbers belong to a certain full-measure set are quasisymmetrically orbitflexible (see also Proposition 9.2). In particular, the centralizers of such maps in the group of all homeomorphisms of the circle contain non-quasisymmetric elements (see Section 9.1.4 below).

### 9.1.2 Statement for unicritical maps

In the unicritical case we have the following coexistence phenomenon.
Theorem 9.1. There exists a full Lebesgue measure set $\boldsymbol{R}_{A} \subset[0,1]$ of irrational numbers with the following property. Let $f$ and $g$ be two $C^{3}$ circle homeomorphisms with a single (non-flat) critical point (say, $c_{f}$ and $c_{g}$ respectively) and with $\rho(f)=\rho(g) \in \boldsymbol{R}_{A}$. For any given $x \in \boldsymbol{S}^{1}$ let $h_{x} \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ be the topological conjugacy between $f$ and $g$ determined by $h_{x}(x)=c_{g}$. Let $\mathscr{A}$ be the set of points $x \in \boldsymbol{S}^{1}$ such that the homeomorphism $h_{x}$ is quasisymmetric, and let $\mathscr{B}=\boldsymbol{S}^{\mathbf{1}} \backslash \mathscr{A}$ be its complement in the unit circle (that is, $\mathscr{B}$ is the set of points $x \in S^{1}$ such that the homeomorphism $h_{x}$ is not quasisymmetric). Then $\mathscr{A}$ is dense in $\boldsymbol{S}^{1}$, while $\mathscr{B}$ contains a residual set (in the sense of Baire) and it has full $\mu_{f}$-measure, where $\mu_{f}$ denotes the unique $f$-invariant probability measure.

Remark 9.1. A somewhat related coexistence phenomenon occurs in the context of Lorenz maps, and also in the context of circle maps with flat intervals (see Martens, Palmisano, and Winckler [2018] and references therein).

Remark 9.2. The proof of Theorem 9.1, to be given in Section 9.6, still works if one of the two maps has more than one critical point.

Let us pose two questions that arise from Theorem 9.1.
Question 9.1. Denote by BT $\subset(0,1)$ the set of irrational numbers of bounded type. Corollary 7.3 implies that $\boldsymbol{R}_{A}$ is disjoint from BT (since, in this case, all conjugacies are quasisymmetric). Is it true that $\boldsymbol{R}_{A}=[0,1] \backslash(\mathbb{Q} \cup B T)$ ? Is it true, at least, that $\boldsymbol{R}_{A}$ contains a residual subset of $[0,1]$ ?
Question 9.2. Note that both sets $\mathscr{A}$ and $\mathscr{B}$ defined in Theorem 9.1 are $f$-invariant. Indeed, this follows from the identity $h_{x}=h_{f(x)} \circ f$ and the fact that $f$ itself (hence $f^{n}$ for all $n \in \mathbb{Z}$ ) is a quasisymmetric homeomorphism. By Theorem 7.2, the critical point of $f$ belongs to $\mathscr{A}$ (and then its whole orbit), since $h_{c_{f}}$ is always a quasisymmetric homeomorphism. It could be the case that $\mathscr{A}=\left\{f^{n}\left(c_{f}\right): n \in\right.$ $\mathbb{Z}\}$. Is it true, at least, that $\mathscr{A}$ is a countable set?

In Section 9.1.4 below we describe more precisely the notion of orbit-flexibility, and state some straightforward consequences of Theorem 9.1. In Section 9.1.5 we state some further consequences of Theorem 9.1, this time involving geometric bounds for dynamical partitions (see Theorem 9.5).

### 9.1.3 Statements for multicritical maps

As usual, we denote by $a_{n}=a_{n}(\rho), n \in \mathbb{N}$, the infinite sequence of partial quotients of the continued fraction development of a given irrational number $\rho$. Let us consider the set $\mathbb{E}_{\infty}$ consisting of all numbers $\rho \in(0,1)$ for which the corresponding $a_{n}$ 's are even and $\lim _{n \rightarrow \infty} a_{n}=\infty$. It is not difficult to see that $\mathbb{E}_{\infty}$ is a meager set whose Lebesgue measure is equal to zero (see Exercise 9.3). Despite being both topologically and measure-theoretically negligible, this set does contain some interesting Diophantine, Liouville and transcendental numbers, see Section 9.5. Our second goal in this chapter is to prove the following result.

Theorem 9.2. There exists a set $\mathscr{G} \subset[0,1]^{2}$, which contains a residual set (in the Baire sense) and has full Lebesgue measure, for which the following holds. Let $f$ and $g$ be two $C^{3}$ multicritical circle maps with the same irrational rotation number $\rho$ and such that the map $f$ has exactly one critical point $c_{0}$, whereas the map $g$ has exactly two critical points $c_{1}$ and $c_{2}$. Denote by $\alpha$ and $1-\alpha$ the $\mu_{g}$-measures of the two connected components of $\boldsymbol{S}^{1} \backslash\left\{c_{1}, c_{2}\right\}$, where $\mu_{g}$ denotes the unique invariant probability measure of $g$. If $(\rho, \alpha)$ belongs to $\mathscr{G}$, then the topological conjugacy between $f$ and $g$ that takes $c_{0}$ to $c_{1}$ is not quasisymmetric. Moreover,
the set of rotation numbers $\boldsymbol{R}_{B}=\{\rho:(\rho, \alpha) \in \mathscr{G}$ for some $\alpha\}$ contains the set $\mathbb{E}_{\infty}$ defined above.

The proofs of both Theorem 9.1 and Theorem 9.2 will be given in Section 9.6. The following auxiliary result, a complete proof of which can be found in de Faria and Guarino [2022b], will be discussed in Section 9.7.
The $C^{\infty}$ Realization Lemma. For any given $(\rho, \alpha) \in([0,1] \backslash \mathbb{Q}) \times(0,1)$ there exists a $C^{\infty}$ bi-critical circle map with rotation number $\rho$, a unique invariant Borel probability measure $\mu$ and with exactly two critical points $c_{1}$ and $c_{2}$ such that the two connected components of $\boldsymbol{S}^{1} \backslash\left\{c_{1}, c_{2}\right\}$ have $\mu$-measures equal to $\alpha$ and $1-\alpha$ respectively.
Remark 9.3. It is possible to prove a similar Analytic Realization Lemma using the results of Zakeri [1999, Section 7].

Together with Theorem 9.2, the $C^{\infty}$ Realization Lemma implies the following result.

Theorem 9.3. There exists a set $\boldsymbol{R}_{C} \subset[0,1]$ of irrational numbers, which contains a residual set (in the Baire sense), has full Lebesgue measure and contains $\mathbb{E}_{\infty}$, for which the following holds. For each $\rho \in \boldsymbol{R}_{C}$, there exist two $C^{\infty}$ multicritical circle maps $f, g: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ with the following properties:

1. Both maps have the same rotation number $\rho$;
2. The map $f$ has exactly one critical point $c_{0}$, whereas the map $g$ has exactly two critical points $c_{1}$ and $c_{2}$;
3. The topological conjugacy between $f$ and $g$ that takes $c_{0}$ to $c_{1}$ is not quasisymmetric.

### 9.1.4 Centralizers

Following Yoccoz [1984a, 1995a], we denote by $Z_{0}(f)=\left\{h \in \operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)\right.$ : $h \circ f=f \circ h\}$ the centralizer of $f$ in $\operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{1}\right)$. We also denote by $\operatorname{QS}\left(\boldsymbol{S}^{1}\right)$ the subgroup of Diff ${ }_{+}^{0}\left(\boldsymbol{S}^{1}\right)$ consisting of those homeomorphisms of the circle that are quasisymmetric. In this language, Theorem 9.1 has the following immediate consequence.
Theorem 9.4. If $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{\mathbf{1}}$ is a unicritical circle map with $\rho(f) \in \boldsymbol{R}_{A}$, then $f$ is quasisymmetrically orbit-flexible. In particular, $Z_{0}(f) \backslash \mathrm{QS}\left(\boldsymbol{S}^{1}\right) \neq \varnothing$.

See also Avila, Cheraghi, and Eliad [2022, Section 4] for recent results on the centralizers of some analytic circle maps. In fact, much more can be obtained from Theorem 9.1. First, we need a definition. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a minimal circle homeomorphism.

Definition 9.2. If $x, y \in \boldsymbol{S}^{1}$, we say that $x$ is $f$-equivalent to $y$, and write $x \sim_{f} y$, if there exists a quasisymmetric homeomorphism $h \in Z_{0}(f)$ such that $h(x)=y$.

It is clear that $\sim_{f}$ is an equivalence relation, so we can consider the set of equivalence classes $X_{f}=\boldsymbol{S}^{1} / \sim_{f}$. Below, in the proof of Proposition 9.2, we will use the following observation.

## Lemma 9.1. All equivalence classes are homeomorphic to each other.

Proof. Let us mark some point $c \in \boldsymbol{S}^{1}$. For any given $x \in \boldsymbol{S}^{1}$ consider $F_{x}$ : $\boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ defined as follows: given $y \in \boldsymbol{S}^{1}$ let $h_{x, y} \in Z_{0}(f)$ be determined by $h_{x, y}(x)=y$, and then let $F_{x}(y)$ be defined by $h_{x, y}\left(F_{x}(y)\right)=c$. It not difficult to prove that $F_{x}$ is a circle homeomorphism which identifies the class of $x$ with the class of $c$. In particular, given $x, y \in S^{1}$, the homeomorphism $F_{y}^{-1} \circ F_{x}$ identifies the class of $x$ with the class of $y$.

Note that if $f$ is either a diffeomorphism or a $\left(C^{3}\right)$ multicritical circle map, then points in the same $f$-orbit are $f$-equivalent. More generally, for such $f$ 's, if $x \sim_{f} y$ then for each $x^{\prime} \in \mathscr{O}_{f}(x)$ and each $y^{\prime} \in \mathscr{O}_{f}(y)$ we have $x^{\prime} \sim_{f} y^{\prime}$. This happens because, in the cases considered, $f$ itself (hence $f^{n}$ for all $n \in \mathbb{Z}$ ) is a quasisymmetric homeomorphism. Note that, being $f$-invariant, all equivalence classes are dense in the unit circle.

In the language introduced before, if $X_{f}$ reduces to a single point, then $f$ is quasisymmetrically orbit-rigid, whereas if $X_{f}$ has more than one point, then $f$ is quasisymmetrically orbit-flexible. Now we can state the following simple consequence of Theorem 9.1.

Proposition 9.2. If $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is a unicritical circle map whose rotation number belongs to the set $\boldsymbol{R}_{A}$ of Theorem 9.1, then all its equivalence classes are meagre (in the sense of Baire). In particular $X_{f}$ is uncountable.

Proof. By definition, the set $\mathscr{A}$ given by Theorem 9.1 (applied to the particular case $g=f$ ) is the equivalence class of $c_{f}$, the critical point of $f$. Being disjoint from the residual set $\mathscr{B}$, the set $\mathscr{A}$ is meagre. By Lemma 9.1, all classes are meagre, and therefore, by Baire's theorem, their number is uncountable.

As already explained, if $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is an irrational rotation or a smooth diffeomorphism whose rotation number is Diophantine, then $X_{f}$ is a single point. By Proposition 9.1, the same happens with any multicritical circle map with rotation number of bounded type.

### 9.1.5 Unbounded geometry

Let $f$ be a $C^{3}$ multicritical circle map with irrational rotation number. Just as in Section 8.2.3, we say that $f$ has bounded geometry at $x \in \boldsymbol{S}^{1}$ if there exists $K>1$ such that for all $n \in \mathbb{N}$ and for every pair $I, J$ of adjacent atoms of $\mathscr{P}_{n}(x)$ we have

$$
K^{-1}|I| \leqslant|J| \leqslant K|I|,
$$

where $\left\{\mathscr{P}_{n}(x)\right\}_{n \in \mathbb{N}}$ is the standard sequence of dynamical partitions of the circle associated to $x \in S^{1}$ (see Section 6.3.1). With this at hand, consider the set

$$
\mathscr{A}=\mathscr{A}(f)=\left\{x \in S^{1}: f \text { has bounded geometry at } x\right\} .
$$

The relation between bounded geometry and quasisymmetric homeomorphisms is given by the following result.

Proposition 9.3. Let $f$ be a multicritical circle map with irrational rotation number, and let $x \in \mathscr{A}(f)$. As before, for any given $y \in S^{1}$ let $h_{x, y} \in Z_{0}(f)$ be determined by $h_{x, y}(x)=y$. Then

$$
y \in \mathscr{A}(f) \Leftrightarrow h_{x, y} \in \operatorname{QS}\left(\boldsymbol{S}^{1}\right) .
$$

Proof. For the "if" implication suppose, by contradiction, that $y \notin \mathscr{A}$. This means that there exists a sequence $\left\{n_{k}\right\}_{k \in \mathbb{N}} \subset \mathbb{N}$ such that for each $k \in \mathbb{N}$ we can find a pair $I_{k}, J_{k}$ of adjacent atoms of $\mathscr{P}_{n_{k}}(y)$ satisfying $\lim _{k}\left|I_{k}\right| /\left|J_{k}\right|=+\infty$. However, both intervals $h_{x, y}^{-1}\left(I_{k}\right)$ and $h_{x, y}^{-1}\left(J_{k}\right)$ are adjacent and belong to $\mathscr{P}_{n_{k}}(x)$, and since $x \in \mathscr{A}$, the ratios $\left|h_{x, y}^{-1}\left(I_{k}\right)\right| / / h_{x, y}^{-1}\left(J_{k}\right) \mid$ are bounded. But this implies that the quasisymmetric homeomorphism $h_{x, y}$ does not have weakly bounded crossratio distortion, which is impossible by Corollary 7.1. For the "only if" implication we refer the reader to Exercise 9.2.

An immediate consequence of Proposition 9.3 is that the set $\mathscr{A}$ is $f$-invariant, since $f$ itself (hence $f^{n}$ for all $n \in \mathbb{Z}$ ) is a quasisymmetric homeomorphism. As it follows from the real bounds (Theorem 6.3), all critical points of $f$ belong to $\mathscr{A}$. Being $f$-invariant and non-empty, the set $\mathscr{A}$ is dense in the unit circle. However, the following consequence of Theorem 9.1 shows that $\mathscr{A}$ can be rather small.

Theorem 9.5. Let $\boldsymbol{R}_{A} \subset(0,1)$ be the full Lebesgue measure set given by Theorem 9.1, and let $f$ be a $C^{3}$ critical circle map with a single (non-flat) critical point and rotation number $\rho \in \boldsymbol{R}_{A}$. Then the set $\mathscr{A}(f)$ is meagre (in the sense of Baire) and it has zero $\mu_{f}$-measure.

To prove Theorem 9.5, note first that Proposition 9.3 is saying that the set $\mathscr{A}(f)$ is an equivalence class for the $\sim_{f}$ relation and then, by Proposition 9.2 , we already know that it is meagre. Moreover, since the critical point of $f$ belongs to $\mathscr{A}$ (by Theorem 6.3), we deduce that $\mathscr{A}(f)$ is precisely the equivalence class of the critical point. With this observation at hand, Theorem 9.5 follows at once from Theorem 9.1, just by considering the particular case $g=f$.

By contrast, recall that if $f$ has bounded combinatorics, then the set $\mathscr{A}(f)$ is the whole circle: $f$ has bounded geometry at any point in the unit circle.

### 9.2 Renormalization trails and ancestors

Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be an orientation preserving circle homeomorphism with irrational rotation number $\rho=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$. Let us fix some point $x$ in the unit circle, and for each $n \geqslant 0$ let us consider the interval $I_{n}=I_{n}(x)$ having $x$ and $f^{q_{n}}(x)$ as its endpoints ${ }^{1}$. Suppose we are given another point on the circle, say $y$. Looking at the past of $y$, i.e., at its negative orbit $\mathscr{O}_{f}^{-}(y)$, we see that for each $n \geqslant 0$ there exists in $\mathscr{O}_{f}^{-}(y)$ a most recent visitor to $I_{n} \cup I_{n+1}$; this point is called the $n$-th generation ancestor of $y$ (with respect to $x$ and $f$ ).

Let us be a bit more formal. Consider the rectangle $R=[0,1] \times[-1,1]$ in $\mathbb{R}^{2}$, and let $M=([0,1] \backslash \mathbb{Q}) \times[-1,1] \subset R$. For any given $y$ in $S^{1}$, we will define/construct in what follows a sequence of pairs $\left(\rho_{n}, \alpha_{n}\right) \in M$, called renormalization trail (see Definition 9.4 below) of $y$ with respect to $x$ and $f$. Let us define simultaneously the initial cases $n=0$ and $n=1$. First, let $\rho_{0}=\rho=$ $\left[a_{0}, a_{1}, a_{2}, \ldots\right] \in[0,1] \backslash \mathbb{Q}$ and $\rho_{1}=G(\rho)=\left[a_{1}, a_{2}, \ldots\right] \in[0,1] \backslash \mathbb{Q}$, where $G:[0,1] \rightarrow[0,1]$ is the Gauss map (recall Chapter 1, see also Appendix A). To define $\alpha_{0}$ and $\alpha_{1}$ consider both intervals

$$
I_{0}=(x, f(x)] \quad \text { and } \quad I_{1}=\left(f^{a_{0}}(x), x\right]
$$

[^26]If $y$ belongs to the short interval $I_{1}$ we define

$$
\alpha_{0}=\mu((x, y)) \in\left[0,1-a_{0} \rho_{0}\right] \quad \text { and } \quad \alpha_{1}=-\frac{\mu((x, y))}{\mu\left(I_{1}\right)} \in[-1,0]
$$

Otherwise, there exist $y_{0}$ in the long interval $I_{0}$ and $i \in\left\{0,1, \ldots, a_{0}-1\right\}$ such that $f^{i}\left(y_{0}\right)=y$, in which case we define

$$
\alpha_{0}=1-\left[\mu\left(\left(x, y_{0}\right)\right)+i \rho_{0}\right]=1-\mu((x, y)) \quad \text { and } \quad \alpha_{1}=\frac{\mu\left(\left(x, y_{0}\right)\right)}{\mu\left(I_{0}\right)}
$$

Note that $\alpha_{0} \in\left[1-a_{0} \rho_{0}, 1\right]$, whereas $\alpha_{1} \in[0,1]$. It should be noted also that, in the definition of $\alpha_{0}$, we are measuring arcs in the counterclockwise sense: in the first case, we measure $\mu((x, y))$ considering the arc determined by $x$ and $y$ which is contained in $I_{1}$, while in the second case we measure $\mu\left(\left(x, y_{0}\right)\right)$ considering the arc determined by $x$ and $y_{0}$ which is contained in $I_{0}$. In this way we obtain the first two terms of the sequence of pairs $\left(\rho_{n}, \alpha_{n}\right) \in M=([0,1] \backslash \mathbb{Q}) \times[-1,1]$. After the first $n$ terms are defined, let $\rho_{n+1} \in[0,1] \backslash \mathbb{Q}$ be given by

$$
\rho_{n+1}=G^{n+1}(\rho)=G^{n+1}\left(\left[a_{0}, a_{1}, \ldots\right]\right)=\left[a_{n+1}, a_{n+2}, \ldots\right]
$$

If $y$ belongs to the long interval $f^{i}\left(I_{n}\right)$ for some $i \in\left\{0,1, \ldots, q_{n+1}-1\right\}$, let $y_{n} \in I_{n}$ be such that $f^{i}\left(y_{n}\right)=y$. Otherwise, $y$ belongs to the short interval $f^{j}\left(I_{n+1}\right)$ for some $j \in\left\{0,1, \ldots, q_{n}-1\right\}$, and then let $y_{n} \in I_{n+1}$ be given by $f^{j}\left(y_{n}\right)=y$. In the first case, see Figure 9.1, we define

$$
\alpha_{n+1}=\frac{\mu\left(\left(x, y_{n}\right)\right)}{\mu\left(I_{n}\right)} \in[0,1]
$$

while in the second case we define

$$
\alpha_{n+1}=-\frac{\mu\left(\left(y_{n}, x\right)\right)}{\mu\left(I_{n+1}\right)} \in[-1,0]
$$

We can now formally define the notion of ancestor.
Definition 9.3. The points $y_{n}, n \geqslant 0$, defined above are called the renormalization ancestors (or simply the ancestors) of $y$ with respect to $x$ and $f$.

We are in fact more interested in the sequence of pairs $\left(\rho_{n}, \alpha_{n}\right) \in M=([0,1] \backslash$ $\mathbb{Q}) \times[-1,1]$. Accordingly, we formulate the following definition.


Figure 9.1: Calculating renormalization trails.

Definition 9.4. The sequence $\left\{\left(\rho_{n}, \alpha_{n}\right)\right\}_{n \geqslant 0} \subset M$ is called the renormalization trail, or simply the trail, of the point $y$ with respect to $x$ and $f$.

In Section 9.4, we will prove the following result.
Theorem 9.6. There exists a full Lebesgue measure set $\boldsymbol{R} \subset[0,1]$ of irrational numbers with the following property: given a minimal circle homeomorphism $f$ with $\rho(f) \in \boldsymbol{R}$ and given any point $x \in \boldsymbol{S}^{1}$ there exists a set $\mathscr{B}_{x} \subset \boldsymbol{S}^{1}$ which is residual (in the Baire sense) and has full $\mu_{f}$-measure such that for all $y \in \mathscr{B}_{x}$ the renormalization trail $\left\{\left(\rho_{n}, \alpha_{n}\right)\right\}$ of $y$ (with respect to $x$ and $f$ ) is dense in the rectangle $[0,1] \times[-1,1]$.

Being dense in $[0,1]$, the orbit under the Gauss map of any element of $\boldsymbol{R}$ accumulates at the origin. In particular, $\boldsymbol{R}$ is disjoint from the set $\mathrm{BT} \subset[0,1]$ of bounded type numbers. Note also that $\mathscr{B}_{x}$ is disjoint from $\mathscr{O}_{f}^{+}(x)=\{x, f(x)$, $\left.f^{2}(x), \ldots\right\}$, since for $n \geqslant 0$ the second coordinate of the renormalization trail of $f^{n}(x)$ with respect to $x$ and $f$ eventually becomes constant equal to 0 .

### 9.3 The skew product

In this section we construct a skew product (see Section 9.3 .2 below) that will be crucial in order to prove Theorem 9.6 (its proof will be given in Section 9.4) and
also to prove Theorem 9.2 (see Section 9.6).

### 9.3.1 The fiber maps

For any given $\rho \in[0,1] \backslash \mathbb{Q}$ consider the piecewise affine dynamical system $T_{\rho}$ : $[-1,1] \rightarrow[-1,1]$ given by

$$
T_{\rho}(\alpha)= \begin{cases}-\alpha & \text { for } \alpha \in[-1,0] \\ -\frac{\alpha}{\rho G(\rho)} & \text { for } \alpha \in[0, \rho G(\rho)] \\ \left\{\frac{1-\alpha}{\rho}\right\} & \text { for } \alpha \in(\rho G(\rho), 1]\end{cases}
$$

where $G$ is, as before, the Gauss map. Each $T_{\rho}$ is a Markov map, its graph is depicted in Figure 9.2.

### 9.3.2 The skew product

As before (see Section 9.2) we consider the rectangle $R=[0,1] \times[-1,1]$ in $\mathbb{R}^{2}$, and let $M=([0,1] \backslash \mathbb{Q}) \times[-1,1] \subset R$. Consider the skew product $T: M \rightarrow M$ given by

$$
T(\rho, \alpha)=\left(G(\rho), T_{\rho}(\alpha)\right)
$$

where $G$ is the Gauss map, and where the fiber maps $T_{\rho}$ were introduced in the previous section (Section 9.3.1). The main dynamical property of the skew product $T$ that we will need here is the following.

Proposition 9.4. There exists a set $\mathscr{G}_{0} \subset[0,1] \times[-1,1]$, which is residual (in the Baire sense) and has full Lebesgue measure, such that any initial condition in $\mathscr{G}_{0}$ has a positive orbit under $T$ which is dense in $[0,1] \times[-1,1]$.

The set $\mathscr{G}_{0}$ given by Proposition 9.4 will be crucial in the proof of Theorem 9.6 (which will be given in Section 9.4 below), and also in the proof of Theorem 9.2 (see Section 9.6). In Section 9.7 we will also need the following fact.

Lemma 9.2 (Topologically Exactness). Let $U$ be a subset of the rectangle $R$ with non-empty interior. Then there exists $n \in \mathbb{N}$ such that $T^{n}(U \cap M)=M$.

We postpone the proofs of Proposition 9.4 and Lemma 9.2 until Appendix C.


Figure 9.2: The fiber map $T_{\rho}$; here, $\hat{\rho}_{j}=(G(\rho)+j) \rho$ for each $0 \leqslant j \leqslant a_{0}$, where $a_{0}=\left\lfloor\frac{1}{\rho}\right\rfloor$.

### 9.4 Proof of Theorem 9.6

Just as before, let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be an orientation preserving circle homeomorphism with irrational rotation number $\rho$. With Proposition 9.4 at hand, Theorem 9.6 will be a straightforward consequence of the following fact:

Lemma 9.3. Given $x$ and $y$ in $\boldsymbol{S}^{1}$ we have

$$
\left(\rho_{n}, \alpha_{n}\right)=T^{n}\left(\rho_{0}, \alpha_{0}\right) \quad \text { for all } n \in \mathbb{N}
$$

where $\left\{\left(\rho_{n}, \alpha_{n}\right)\right\}$ is the renormalization trail of $y$ with respect to $x$ and $f$, as defined in Section 9.2, and $T: M \rightarrow M$ is the skew product constructed in Section 9.3.2.

Throughout the proof of Lemma 9.3 we will make repeated use of the formula $\mu\left(I_{n}\right)=\prod_{j=0}^{n} G^{j}(\rho)$ (recall Exercise 6.2).
Proof. By our definition of renormalization trails, $\rho_{n}=G^{n}(\rho)$ for all $n \in \mathbb{N}$, which coincides with the first coordinate $T^{n}\left(\rho_{0}, \alpha_{0}\right)$, as we can see directly from the definition of our skew product $T$. So we only need to deal with the second coordinate of the trails.

Let us treat first the cases $n=0$ and $n=1$. If on one hand $y$ belongs to the short interval $I_{1}=\left(f^{a_{0}}(x), x\right]$, we have $\alpha_{0} \in\left[0, \rho_{0} G\left(\rho_{0}\right)\right]$ and then

$$
T_{\rho_{0}}\left(\alpha_{0}\right)=T_{\rho_{0}}(\mu((x, y)))=-\frac{\mu((x, y))}{\rho_{0} G\left(\rho_{0}\right)}=-\frac{\mu((x, y))}{\mu\left(I_{1}\right)}=\alpha_{1} .
$$

On the other hand, if $y \notin I_{1}$ then there exist $y_{0}$ in the long interval $I_{0}=(x, f(x)]$ and $i \in\left\{0,1, \ldots, a_{0}-1\right\}$ such that $f^{i}\left(y_{0}\right)=y$, in which case we have $\alpha_{0} \in$ $\left[\rho_{0} G\left(\rho_{0}\right), 1\right]$ and then

$$
\begin{aligned}
T_{\rho_{0}}\left(\alpha_{0}\right) & =T_{\rho_{0}}\left(1-\mu\left(\left(x, y_{0}\right)\right)-i \rho_{0}\right)=\left\{\frac{\mu\left(\left(x, y_{0}\right)\right)+i \rho_{0}}{\rho_{0}}\right\} \\
& =\left\{\frac{\mu\left(\left(x, y_{0}\right)\right)}{\rho_{0}}\right\}=\frac{\mu\left(\left(x, y_{0}\right)\right)}{\rho_{0}}=\frac{\mu\left(\left(x, y_{0}\right)\right)}{\mu\left(I_{0}\right)}=\alpha_{1}
\end{aligned}
$$

In any case, $\alpha_{1}=T_{\rho_{0}}\left(\alpha_{0}\right)$ and then $\left(\rho_{1}, \alpha_{1}\right)=T\left(\rho_{0}, \alpha_{0}\right)$, as desired.
In order to prove the desired result for the remaining values of $n$, we have three cases to consider.
(i) If $y_{n} \in I_{n+2}$, we have

$$
0 \leqslant \alpha_{n+1}=\frac{\mu\left(\left(x, y_{n}\right)\right)}{\mu\left(I_{n}\right)} \leqslant \frac{\mu\left(I_{n+2}\right)}{\mu\left(I_{n}\right)}=\rho_{n+1} G\left(\rho_{n+1}\right)
$$

and then

$$
T_{\rho_{n+1}}\left(\alpha_{n+1}\right)=-\frac{\alpha_{n+1}}{\rho_{n+1} G\left(\rho_{n+1}\right)}=-\frac{\alpha_{n+1} \mu\left(I_{n}\right)}{\mu\left(I_{n+2}\right)}=-\frac{\mu\left(\left(x, y_{n}\right)\right)}{\mu\left(I_{n+2}\right)}=\alpha_{n+2}
$$

(ii) If $y_{n} \in I_{n} \backslash I_{n+2}$, we have

$$
\frac{\mu\left(I_{n+2}\right)}{\mu\left(I_{n}\right)}<\alpha_{n+1} \leqslant 1
$$

which implies $\alpha_{n+1} \in\left(\rho_{n+1} G\left(\rho_{n+1}\right), 1\right]$, and then

$$
T_{\rho_{n+1}}\left(\alpha_{n+1}\right)=\left\{\frac{1-\alpha_{n+1}}{\rho_{n+1}}\right\}
$$

Consider the fundamental domains $\Delta_{j, n} \subset I_{n}$ for $f^{q_{n+1}}$ given by

$$
\Delta_{j, n}=f^{j q_{n+1}+q_{n}}\left(I_{n+1}\right)=\left(f^{(j+1) q_{n+1}+q_{n}}(x), f^{j q_{n+1}+q_{n}}(x)\right]
$$

for $j \in\left\{0,1, \ldots, a_{n+1}-1\right\}$, and let $\ell_{n} \in\left\{0,1, \ldots, a_{n+1}-1\right\}$ be defined by $y_{n} \in \Delta_{\ell_{n}, n}$. We claim that $\ell_{n}=\left\lfloor\frac{1-\alpha_{n+1}}{\rho_{n+1}}\right\rfloor$. Indeed, since $\mu\left(\Delta_{j, n}\right)=$ $\mu\left(I_{n+1}\right)$ for all $j \in\left\{0,1, \ldots, a_{n+1}-1\right\}$, it follows that

$$
\ell_{n} \mu\left(I_{n+1}\right) \leqslant\left(1-\alpha_{n+1}\right) \mu\left(I_{n}\right)<\left(\ell_{n}+1\right) \mu\left(I_{n+1}\right)
$$

Equivalently,

$$
\ell_{n} \leqslant\left(1-\alpha_{n+1}\right) \frac{\mu\left(I_{n}\right)}{\mu\left(I_{n+1}\right)}<\ell_{n}+1
$$

Finally, from

$$
\frac{\mu\left(I_{n}\right)}{\mu\left(I_{n+1}\right)}=\frac{\prod_{j=0}^{n} G^{j}(\rho)}{\prod_{j=0}^{n+1} G^{j}(\rho)}=\frac{1}{G^{n+1}(\rho)}=\frac{1}{\rho_{n+1}}
$$

we deduce that $\ell_{n} \leqslant \frac{1-\alpha_{n+1}}{\rho_{n+1}}<\ell_{n}+1$, which implies the claim. With this at hand we deduce that

$$
\begin{aligned}
T_{\rho_{n+1}}\left(\alpha_{n+1}\right) & =\left\{\frac{1-\alpha_{n+1}}{\rho_{n+1}}\right\} \\
& =\frac{1-\alpha_{n+1}}{\rho_{n+1}}-\ell_{n} \\
& =\frac{\mu\left(I_{n}\right)-\alpha_{n+1} \mu\left(I_{n}\right)}{\mu\left(I_{n+1}\right)}-\ell_{n} \\
& =\frac{\mu\left(I_{n}\right)-\left[\mu\left(\left(x, y_{n}\right)\right)+\ell_{n} \mu\left(I_{n+1}\right)\right]}{\mu\left(I_{n+1}\right)}=\alpha_{n+2}
\end{aligned}
$$

(iii) Whenever $y_{n}$ belongs to the short interval $I_{n+1}$, we have $\alpha_{n+1} \in[-1,0)$ and then $T_{\rho_{n+1}}\left(\alpha_{n+1}\right)=-\alpha_{n+1}=\alpha_{n+2}$, since $y_{n+1}=y_{n}$ belongs now to the long interval $I_{n+1}$.

This finishes the proof of Lemma 9.3.
Proof of Theorem 9.6. Let $\mathscr{G}_{0} \subset R$ be given by Proposition 9.4. By Fubini's theorem, there exists a full Lebesgue measure set $\boldsymbol{R} \subset[0,1]$ such that for each $\rho \in \boldsymbol{R}$, the set $\boldsymbol{R}_{\rho}=\left\{\alpha \in[-1,1]:(\rho, \alpha) \in \mathscr{G}_{0}\right\}$ has full Lebesgue measure in $[-1,1]$. In particular, $\boldsymbol{R}_{\rho}$ is also residual ${ }^{2}$ in $[-1,1]$ for all $\rho \in \boldsymbol{R}$. Given a minimal circle homeomorphism $f$ with $\rho(f) \in \boldsymbol{R}$ and given any point $x \in \boldsymbol{S}^{1}$, the map that sends $\alpha \in(0,1)$ to the point $y \in S^{1} \backslash\{x\}$ which satisfies $\mu_{f}([x, y])=\alpha$ (and note that such point is unique if we fix, say, the counterclockwise orientation) is a homeomorphism that, by definition, identifies the Lebesgue measure in $(0,1)$ with the probability measure $\mu_{f}$ in $\boldsymbol{S}^{1} \backslash\{x\}$. By combining Proposition 9.4 with Lemma 9.3, we deduce that it is enough to take $\mathscr{B}_{x}$ as the image (under the homeomorphism described above) of $\boldsymbol{R}_{\rho} \cap(0,1)$.

### 9.5 Even-type rotation numbers

Let us now present a result concerning trails for maps whose rotation number belongs to the special class appearing in the statements of Theorem 9.2 and Theorem 9.3. We denote by $\mathbb{E}$ the set of those irrationals $0<\theta<1$ all of whose partial quotients $a_{n}(\theta)$ are even (in particular $a_{n}(\theta) \geqslant 2$ for all $n$ ). We also consider the subset $\mathbb{E}_{\infty}=\left\{\theta \in \mathbb{E}: \lim _{n \rightarrow \infty} a_{n}(\theta)=\infty\right\}$.

Remark 9.4. We note en-passant that $\mathbb{E}_{\infty}$ contains some Diophantine numbers: for example, the number $\theta=\left[a_{1}, a_{2}, \ldots, a_{n}, \ldots\right]$ with $a_{n}=2^{n}$ is Diophantine, and it clearly belongs to $\mathbb{E}_{\infty}$. The set $\mathbb{E}_{\infty}$ also contains many Liouville numbers: for instance, any $\theta=\left[a_{1}, a_{2}, \ldots, a_{n}, \ldots\right]$ with $a_{n}$ even and $a_{n}>e^{n^{n}}$ for all $n \in$ $\mathbb{N}$ belongs to $\mathbb{E}_{\infty}$. Finally, note that the transcendental number $\lambda=(e-1) /(e+1)$ also belongs to $\mathbb{E}_{\infty}$; indeed, its continued fraction expansion has $a_{n}=4 n-2$ for all $n \geqslant 1$, i.e., $\lambda=[2,6,10,14, \ldots]-$ this is a special case of an old identity due to Euler and Lambert ${ }^{3}$.

Proposition 9.5. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a minimal circle homeomorphism with $\rho(f)=\rho$. Given $x, y \in \boldsymbol{S}^{1}$ distinct, let $\left\{\left(\rho_{n}, \alpha_{n}\right)\right\}_{n \geqslant 0}$ be the renormalization

[^27]trail of $y$ with respect to $x$ and $f$. If $\rho \in \mathbb{E}$ and $\alpha_{0}=\frac{1}{2}$, then for all $n \geqslant 1$ we have $\rho_{n}<\frac{1}{2}$, and
\[

\alpha_{n}= $$
\begin{cases}\frac{\rho_{n}}{2} & \text { if } n \text { is odd }  \tag{9.1}\\ \frac{1}{2}+\rho_{n} & \text { ifn is even }\end{cases}
$$
\]

In particular, if $\rho \in \mathbb{E}_{\infty}$, then there exists a subsequence $n_{i} \rightarrow \infty$ such that $\alpha_{n_{i}} \rightarrow \frac{1}{2}$.

Proof. First note that, if $a_{0}, a_{1}, a_{2}, \ldots$ are the partial quotients of the continued fraction expansion of $\rho_{0}$, then by hypothesis $a_{n} \geqslant 2$ for all $n$, and this already implies that $\rho_{n}<\frac{1}{a_{n}} \leqslant \frac{1}{2}$ for all $n \geqslant 1$. This takes care of the first assertion in the statement. In order to prove the second assertion, we will use Lemma 9.3 and induction on $n$.
(1) Base of induction. We have $\alpha_{0}=\frac{1}{2}$, and since $\alpha_{0}>\rho_{0} G\left(\rho_{0}\right)=\rho_{0} \rho_{1}$, Lemma 9.3 tells us that

$$
\alpha_{1}=T_{\rho_{0}}\left(\alpha_{0}\right)=\left\{\frac{1-\alpha_{0}}{\rho_{0}}\right\}=\left\{\frac{1}{2 \rho_{0}}\right\}
$$

But $\rho_{0}^{-1}=a_{0}+\rho_{1}$, where $a_{0} \geqslant 2$ is even. Therefore

$$
\alpha_{1}=\left\{\frac{1}{2}\left(a_{0}+\rho_{1}\right)\right\}=\frac{\rho_{1}}{2} .
$$

This verifies (9.1) for $n=1$. Let us now look at $\alpha_{2}$. We have $\alpha_{1}>\rho_{1} G\left(\rho_{1}\right)=$ $\rho_{1} \rho_{2}$. Hence, using Lemma 9.3 and the fact that $\rho_{1}^{-1}=a_{1}+\rho_{2}$, we see that

$$
\begin{aligned}
\alpha_{2}=T_{\rho_{1}}\left(\alpha_{1}\right) & =\left\{\frac{1-\alpha_{1}}{\rho_{1}}\right\} \\
& =\left\{\frac{1}{\rho_{1}}-\frac{1}{2}\right\} \\
& =\left\{a_{1}+\rho_{2}-\frac{1}{2}\right\} \\
& =\left\{\rho_{2}-\frac{1}{2}\right\} \\
& =\frac{1}{2}+\rho_{2}
\end{aligned}
$$

This verifies (9.1) for $n=2$. Summarizing, we have established the base of the induction.
(2) Induction step. Suppose (9.1) holds for $n$. In order to show that this assertion holds for $n+1$, there are two cases to consider, according to whether $n$ is odd or even.
(i) If $n$ is odd, then we are assuming that $\alpha_{n}=\frac{1}{2} \rho_{n}$. In particular, we have $\alpha_{n}>\rho_{n} \rho_{n+1}=\rho_{n} G\left(\rho_{n}\right)$, so Lemma 9.3 tells us that

$$
\alpha_{n+1}=T_{\rho_{n}}\left(\alpha_{n}\right)=\left\{\frac{1-\alpha_{n}}{\rho_{n}}\right\}=\left\{\frac{1}{\rho_{n}}-\frac{1}{2}\right\}
$$

Using here that $\rho_{n}^{-1}=a_{n}+\rho_{n+1}$, we get

$$
\alpha_{n+1}=\left\{a_{n}+\rho_{n+1}-\frac{1}{2}\right\}=\frac{1}{2}+\rho_{n+1}
$$

This establishes the induction step when $n$ is odd.
(ii) If $n$ is even, then we are assuming that $\alpha_{n}=\frac{1}{2}+\rho_{n}$, by the induction hypothesis. Hence we have $\alpha_{n}>\frac{1}{2}>\rho_{n} \rho_{n+1}=\rho_{n} G\left(\rho_{n}\right)$, and therefore from Lemma 9.3 we deduce that

$$
\begin{align*}
\alpha_{n+1}=T_{\rho_{n}}\left(\alpha_{n}\right) & =\left\{\frac{1-\alpha_{n}}{\rho_{n}}\right\} \\
& =\left\{\frac{1}{2 \rho_{n}}-1\right\} \\
& =\left\{\frac{1}{2 \rho_{n}}\right\} . \tag{9.2}
\end{align*}
$$

Again, using that $\rho_{n}^{-1}=a_{n}+\rho_{n+1}$, we see that

$$
\alpha_{n+1}=\left\{\frac{1}{2} a_{n+1}+\frac{1}{2} \rho_{n+1}\right\}=\frac{\rho_{n+1}}{2}
$$

where in the last equality we have at last used the fact that $a_{n}$ is an even integer! This establishes the induction step when $n$ is even, and completes the proof of the second assertion.

Finally, the last assertion in the statement is easily proved: if $\rho \in \mathbb{E}_{\infty}$, then $\rho_{n} \rightarrow 0$ as $n \rightarrow \infty$. Hence by (9.1) we see that $\alpha_{2 i} \rightarrow \frac{1}{2}$ as $i \rightarrow \infty$. This concludes the proof.

Remark 9.5. The above proof still works if only the odd partial quotients $a_{2 k+1}$ are required to be even (but still requiring $a_{n} \neq 1$ for all $n$ ). The resulting class of numbers with this property is a bit larger than $\mathbb{E}$, but still has zero Lebesgue measure.

### 9.6 Proofs of Theorems 9.1 and 9.2

In this section we prove our first two main results, namely Theorem 9.1 and Theorem 9.2. We first recall the setup for both theorems, and fix some notation.

Let $f, g: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be two $C^{3}$ (multi)critical circle maps with the same irrational rotation number $\rho=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$. Let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a topological conjugacy between $f$ and $g$ mapping orbits of $f$ to orbits of $g$ (i.e.,,, such that $h \circ f=g \circ h$ ). Let $x, z \in \boldsymbol{S}^{1}$ be such that $h(x)=z$. Suppose also that $w \in S^{1}, w \neq z$, is a critical point for $g$. Assume one of the following two scenarios (which correspond to the situations in Theorem 9.1 and Theorem 9.2, respectively).

Scenario $A$. Both $f$ and $g$ are uni-critical circle maps, with critical points at $x$ and $w$, respectively.

Scenario B. The map $f$ is uni-critical with critical point at $x$, whereas the map $g$ is bi-critical with critical points at $z$ and $w$.

In either scenario, let $y=h^{-1}(w)$ and let $y_{n}, n \geqslant 0$, be the renormalization ancestors of $y$ (with respect to $x$ and $f$ ). Likewise, let $w_{n}=h\left(y_{n}\right), n \geqslant 0$, denote the renormalization ancestors of $w=h(y)$ (with respect to $z$ and $g$ ). Finally, let $\left(\rho_{n}, \alpha_{n}\right), n \geqslant 0$, be the renormalization trail of $y$ (with respect to $x$ and $f$ ) - which is also the renormalization trail of $w$ (with respect to $z$ and $g$ ).

Both Theorem 9.1 and Theorem 9.2 will be straightforward consequences of the following result.

Lemma 9.4. In either of the two scenarios above, suppose that there exists a subsequence $n_{i} \rightarrow \infty$ such that $\rho_{n_{i}+1} \rightarrow 0$ as $i \rightarrow \infty$, and $\left|\alpha_{n_{i}+1}-\frac{1}{2}\right|<\frac{1}{4}$ for all $i$. Then the conjugacy $h$ is not quasisymmetric.


Figure 9.3: The distortion of cross-ratios is large.

The proof of this lemma, in turn, depends on the fact that, inside every interval of the form $I_{n}(x)$, critical spots are large. We have seen this already (in Chapter 7), but for convenience we repeat the statement here.

Lemma 9.5. Let $0 \leqslant k<a_{n+1}$ be such that the interval

$$
\Delta_{k, n}=f^{q_{n}+k q_{n+1}}\left(I_{n+1}(x)\right) \subset I_{n}(x)
$$

contains a critical point of $f^{q_{n+1}}$. Then $\left|\Delta_{k, n}\right| \asymp\left|I_{n}(x)\right|$.
Proof. The proof is outlined in Section 7.4.3, Exercise 7.9; the reader is invited to fill in the details.

Proof of Lemma 9.4. The idea is to show that $h$ has unbounded distortion of crossratios: once this is proved, then Corollary 7.1 implies that the homeomorphism $h$ is not quasisymmetric. Passing to a subsequence if necessary, we may assume that either (a) $y_{n_{i}} \in I_{n_{i}}$ for all $i$; or (b) $y_{n_{i}} \in I_{n_{i}+1}$ for all $i$. We give the proof assuming that case (a) holds. The proof in case (b) is the same, mutatis mutandis.

By restricting our attention to sufficiently large $i$, we may assume that $\rho_{n_{i}+1}<$ $\frac{1}{9}$, which implies that $a_{n_{i}+1}>8$. Then we must have $y_{n_{i}} \in I_{n_{i}} \backslash I_{n_{i}+2}$. Indeed,
if $y_{n_{i}} \in I_{n_{i}+2}$, then $\alpha_{n_{i}+1} \leqslant \mu\left(I_{n_{i}+2}\right) / \mu\left(I_{n_{i}}\right)<\frac{1}{9}$, which contradicts the hypothesis. Since the intervals

$$
\Delta^{(j)}=f^{q_{n_{i}}+j q_{n_{i}+1}}\left(I_{n_{i}+1}\right), \quad 0 \leqslant j \leqslant a_{n_{i}+1}-1
$$

constitute a partition of $I_{n_{i}} \backslash I_{n_{i}+2}$ (modulo endpoints), it follows that there exists $0 \leqslant k_{n_{i}} \leqslant a_{n_{i}+1}-1$ such that $y_{n_{i}} \in \Delta_{n_{i}}=\Delta^{\left(k_{n_{i}}\right)}$.

Claim. We have $k_{n_{i}} \asymp a_{n_{i}+1} \asymp a_{n_{i}+1}-k_{n_{i}}$.
In order to prove this claim, we first recall that

$$
\begin{equation*}
1-\alpha_{n_{i}+1}=\frac{\mu\left(\left[y_{n_{i}}, f^{q_{n_{i}}}(x)\right]\right)}{\mu\left(I_{n_{i}}\right)} \tag{9.3}
\end{equation*}
$$

where as before $\mu$ is the unique Borel probability measure invariant under $f$. Moreover, we have

$$
\begin{equation*}
\bigcup_{j=0}^{k_{n_{i}}-1} \Delta^{(j)} \subseteq\left[y_{n_{i}}, f^{q_{n_{i}}}(x)\right] \subseteq \Delta_{n_{i}} \cup \bigcup_{j=0}^{k_{n_{i}}-1} \Delta^{(j)} \tag{9.4}
\end{equation*}
$$

Since $\mu\left(\Delta^{(j)}\right)=\mu\left(I_{n_{i}+1}\right)$ for all $j$, from (9.3) and (9.4) we get

$$
\begin{equation*}
k_{n_{i}} \frac{\mu\left(I_{n_{i}+1}\right)}{\mu\left(I_{n_{i}}\right)} \leqslant 1-\alpha_{n_{i}+1} \leqslant\left(k_{n_{i}}+1\right) \frac{\mu\left(I_{n_{i}+1}\right)}{\mu\left(I_{n_{i}}\right)} \tag{9.5}
\end{equation*}
$$

Taking into account that

$$
\rho_{n_{i}+1}=\frac{\mu\left(I_{n_{i}+1}\right)}{\mu\left(I_{n_{i}}\right)}
$$

and that, by hypothesis, $\frac{1}{4}<1-\alpha_{n_{i}+1}<\frac{3}{4}$, we deduce from (9.5) that

$$
\frac{1}{4 \rho_{n_{i}+1}}-1<k_{n_{i}}<\frac{3}{4 \rho_{n_{i}+1}}
$$

But $\rho_{n_{i}+1}^{-1}=a_{n_{i}+1}+\rho_{n_{i}+2}$, and $0<\rho_{n_{i}+2}<1$, so

$$
\frac{1}{4}-\frac{1}{a_{n_{i}+1}}<\frac{k_{n_{i}}}{a_{n_{i}+1}}<\frac{3}{4}\left(1+\frac{1}{a_{n_{i}+1}}\right)
$$

and since $\rho_{n_{i}+1}<\frac{1}{9}$ implies $a_{n_{i}+1}>8$, we deduce that

$$
\frac{1}{8}<\frac{k_{n_{i}}}{a_{n_{i}+1}}<\frac{27}{32}
$$

This proves the claim.
Now, provided $n_{i}$ is sufficiently large, the map $f^{q_{n_{i}+1}}$ restricted to the interval $I_{n_{i}} \backslash I_{n_{i}+2}$ is an almost parabolic map (see Definition 7.3 in Section 7.3). Here we need $n_{i}$ large enough so that, restricted to the interval in question, the map $f^{q_{n_{i}+1}}$ is a diffeomorphism with negative Schwarzian derivative, and this is possible by Proposition 8.3. By Yoccoz's inequality (Lemma 7.3) and the above claim, we have

$$
\frac{\left|\Delta_{k_{n_{i}}}\right|}{\left|I_{n_{i}}\right|} \asymp \frac{1}{\min \left\{k_{n_{i}}^{2},\left(a_{n_{i}+1}-k_{n_{i}}\right)^{2}\right\}} \asymp \frac{1}{a_{n_{i}+1}^{2}} .
$$

Letting $L_{n_{i}}$ and $R_{n_{i}}$ denote the left and right components of $I_{n_{i}} \backslash \Delta_{n_{i}}$, we know from the real bounds (Theorem 6.3) that $\left|L_{n_{i}}\right| \asymp\left|I_{n_{i}}\right| \asymp\left|R_{n_{i}}\right|$. Therefore we see that

$$
\begin{equation*}
\left[\Delta_{n_{i}}, I_{n_{i}}\right]=\frac{\left|\Delta_{n_{i}}\right|\left|I_{n_{i}}\right|}{\left|L_{n_{i}}\right|\left|R_{n_{i}}\right|} \asymp \frac{1}{a_{n_{i}+1}^{2}} \tag{9.6}
\end{equation*}
$$

The next step is to estimate the cross-ratio determined by the pair of intervals $h\left(\Delta_{n_{i}}\right)$ and $h\left(I_{n_{i}}\right)$. Here, we first note that $w_{n_{i}}=h\left(y_{n_{i}}\right) \in h\left(\Delta_{n_{i}}\right)$ is a critical point for the map $g^{q_{n_{i}+1}}$; in the terminology of Estevez and de Faria [2018], $h\left(\Delta_{n_{i}}\right)$ is therefore a critical spot of $\left.g^{q_{n_{i}+1}}\right|_{h\left(I_{n_{i}}\right)}$. As we saw in Lemma 9.5, every critical spot of a renormalization return map is comparable to the interval domain of said return map. Hence we have $\left|h\left(\Delta_{n_{i}}\right)\right| \asymp\left|h\left(I_{n_{i}}\right)\right|$. Moreover, by the real bounds for $g$, we have $\left|h\left(L_{n_{i}}\right)\right| \asymp\left|h\left(I_{n_{i}}\right)\right| \asymp\left|h\left(R_{n_{i}}\right)\right|$. These facts show that

$$
\begin{equation*}
\left[h\left(\Delta_{n_{i}}\right), h\left(I_{n_{i}}\right)\right]=\frac{\left|h\left(\Delta_{n_{i}}\right)\right|\left|h\left(I_{n_{i}}\right)\right|}{\left|h\left(L_{n_{i}}\right)\right|\left|h\left(R_{n_{i}}\right)\right|} \asymp 1 . \tag{9.7}
\end{equation*}
$$

Combining (9.6) with (9.7), we finally get an estimate on the cross-ratio distortion of the pair of intervals $\Delta_{n_{i}} \subset I_{n_{i}}$ under $h$, to wit

$$
\operatorname{CrD}\left(h ; \Delta_{n_{i}}, I_{n_{i}}\right)=\frac{\left[h\left(\Delta_{n_{i}}\right), h\left(I_{n_{i}}\right)\right]}{\left[\Delta_{n_{i}}, I_{n_{i}}\right]} \asymp a_{n_{i}+1}^{2} .
$$

But since $\rho_{n_{i}+1} \rightarrow 0$, we have $a_{n_{i}+1} \rightarrow \infty$. This shows that the cross-ratio distortion of $h$ blows up, and so $h$ cannot be quasisymmetric (again, recall Corollary 7.1). The proof of Lemma 9.4 is complete.

Proof of Theorem 9.1. Consider the sets $\boldsymbol{R}$ and $\mathscr{B}_{c_{f}}$ given by Theorem 9.6 (applied to $f$ and $x=c_{f}$ ), and define $\boldsymbol{R}_{A}=\boldsymbol{R}$. Then Lemma 9.4 (applied in the Scenario $A$ case) implies that $\mathscr{B}_{c_{f}} \subset \mathscr{B}$, which proves Theorem 9.1. Remember also that, as explained in Section 9.1.2, the fact that the complement of $\mathscr{B}$ is dense follows from the fact that it is non-empty and invariant under the minimal homeomorphism $f$.

Proof of Theorem 9.2. By Lemma 9.4 (applied in the Scenario $B$ case), it is enough to consider

$$
\mathscr{G}=\mathscr{G}_{0} \cup\left(\mathbb{E}_{\infty} \times\left\{\frac{1}{2}\right\}\right) \subset R,
$$

where $\mathscr{G}_{0}$ is given by Proposition 9.4 , and $\mathbb{E}_{\infty}$ is given by Proposition 9.5 .

### 9.7 The $C^{\infty}$ realization lemma

### 9.7.1 Admissible pairs

We start Section 9.7 with a definition. Remember that $R$ denotes the rectangle $[0,1] \times[-1,1]$ in $\mathbb{R}^{2}$, and $M=([0,1] \backslash \mathbb{Q}) \times[-1,1] \subset R$.

Definition 9.5. A pair $(\rho, \alpha) \in M$ is said to be admissible if there exists a $C^{\infty}$ multicritical circle map $g$ with irrational rotation number $\rho$, a unique invariant measure $\mu$ and with exactly two critical points $c_{1}$ and $c_{2}$ such that the two connected components of $\boldsymbol{S}^{1} \backslash\left\{c_{1}, c_{2}\right\}$ have $\mu$-measures equal to $\alpha$ and $1-\alpha$ respectively.

The set of admissible pairs is denoted by $\mathbb{A}$. Let us examine some of its properties.

Lemma 9.6. Any pair $(\rho, \alpha) \in(0,1)^{2}$ such that $\rho \notin \mathbb{Q}$ and $\rho-2 \alpha=0$ belongs to $\mathbb{A}$.

Proof. Let $f_{0}$ be a $C^{\infty}$ critical circle map with a single critical point $c\left(f_{0}\right)$ and such that $\rho\left(f_{0}\right)=\alpha$ (note that $f_{0}$ can be chosen to be real-analytic, say from the Arnold's family). Let us denote by $\mu$ the unique invariant Borel probability measure of $f_{0}$. Define $g=f_{0}^{2}=f_{0} \circ f_{0}$, and note that $g$ is a real-analytic bi-critical circle map, with irrational rotation number $\rho(g)=2 \rho\left(f_{0}\right)=2 \alpha=\rho$ and with two critical points $c_{1}(g)=c\left(f_{0}\right)$ and $c_{2}(g)=f_{0}^{-1}\left(c\left(f_{0}\right)\right)$. Moreover, the unique invariant Borel probability measure of $g$ is $\mu$, and the two connected components of $\boldsymbol{S}^{1} \backslash\left\{c_{1}, c_{2}\right\}$ have $\mu$-measures equal to $\alpha$ and $1-\alpha$ respectively, since $c_{1}=f_{0}\left(c_{2}\right)$.

Lemma 9.7. The set $\mathbb{A}$ of admissible pairs is forward invariant under $T$, where $T: M \rightarrow M$ is the skew product constructed in Section 9.3.

Proof. Let $(\rho, \alpha) \in \mathbb{A}$ and let $f$ be a $C^{\infty}$ bi-critical circle map, with critical points $c_{1}$ and $c_{2}$, such that $(\rho, \alpha)$ is the initial term of the renormalization trail of $c_{2}$ with respect to $c_{1}$ and $f$. For some fixed $n \in \mathbb{N}$, we want to prove that $T^{n+1}(\rho, \alpha) \in \mathbb{A}$. By Lemma 9.3, $T^{n+1}(\rho, \alpha)$ coincides with the $(n+1)$-th term $\left(\rho_{n+1}, \alpha_{n+1}\right)$ of the renormalization trail of $c_{2}$ (with respect to $c_{1}$ and $f$ ). Recall, from Section 9.2, that $\rho_{n+1}=G^{n+1}(\rho)$ and that if $c_{2}$ belongs to the long interval $f^{i}\left(I_{n}\left(c_{1}\right)\right)$ for some $i \in\left\{0,1, \ldots, q_{n+1}-1\right\}$, we have that

$$
\alpha_{n+1}=\frac{\mu\left(\left(c_{1}, y_{n}\right)\right)}{\mu\left(I_{n}\right)}
$$

where $y_{n} \in I_{n}\left(c_{1}\right)$ is given by $f^{i}\left(y_{n}\right)=c_{2}$. Otherwise, $c_{2}$ belongs to the short interval $f^{j}\left(I_{n+1}\left(c_{1}\right)\right)$ for some $j \in\left\{0,1, \ldots, q_{n}-1\right\}$, and then

$$
\alpha_{n+1}=-\frac{\mu\left(\left(y_{n}, c_{1}\right)\right)}{\mu\left(I_{n+1}\right)},
$$

where $y_{n} \in I_{n+1}\left(c_{1}\right)$ is given by $f^{j}\left(y_{n}\right)=c_{2}$. Let us assume that we are in the first case (the proof for the second one being the same), and note that the iterate $f^{q_{n}}$ restricts to a $C^{\infty}$ homeomorphism (with a critical point at $c_{1}$ ) between the intervals

$$
\begin{gathered}
I_{n+1}\left(c_{1}\right) \cup f^{-q_{n+1}}\left(I_{n+1}\left(c_{1}\right)\right)=\left[f^{q_{n+1}}\left(c_{1}\right), f^{-q_{n+1}}\left(c_{1}\right)\right] \text { and } \\
\Delta_{0, n} \cup f^{-q_{n+1}}\left(\Delta_{0, n}\right)=\left[f^{q_{n+1}+q_{n}}\left(c_{1}\right), f^{-q_{n+1}+q_{n}}\left(c_{1}\right)\right],
\end{gathered}
$$

where $\Delta_{0, n}=f^{q_{n}}\left(I_{n+1}\left(c_{1}\right)\right)=\left(f^{q_{n+1}+q_{n}}\left(c_{1}\right), f^{q_{n}}\left(c_{1}\right)\right]$, as defined in the course of the proof of Lemma 9.3. Identifying points in this way we obtain from the interval

$$
I_{n+1}\left(c_{1}\right) \cup I_{n}\left(c_{1}\right) \cup f^{-q_{n+1}}\left(\Delta_{0, n}\right)=\left[f^{q_{n+1}}\left(c_{1}\right), f^{-q_{n+1}+q_{n}}\left(c_{1}\right)\right]
$$

a compact boundaryless one-dimensional topological manifold $N$. Denote by $\pi: I_{n+1}\left(c_{1}\right) \cup I_{n}\left(c_{1}\right) \cup f^{-q_{n+1}}\left(\Delta_{0, n}\right) \rightarrow N$ the quotient map, and let $\phi: N \rightarrow \boldsymbol{S}^{1}$ be any homeomorphism which is a $C^{\infty}$ diffeomorphism between $N \backslash\left\{\pi\left(c_{1}\right)\right\}$ and $S^{\mathbf{1}} \backslash\left\{\phi\left(\pi\left(c_{1}\right)\right)\right\}$. Note that $\phi \circ \pi$ maps the interior of $I_{n}\left(c_{1}\right)$
$C^{\infty}$-diffeomorphically onto $\boldsymbol{S}^{1} \backslash\left\{\phi\left(\pi\left(c_{1}\right)\right)\right\}$. Let $g: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be given by the identity

$$
g \circ \phi \circ \pi=\phi \circ \pi \circ f^{q_{n+1}} \text { in } I_{n}\left(c_{1}\right)
$$

and note that $g$ is a well-defined $C^{\infty}$ circle homeomorphism, with irrational rotation number equal to $\rho_{n+1}=G^{n+1}(\rho)$. Moreover, $g$ has exactly two critical points in $\boldsymbol{S}^{1}$, given by $\hat{c}_{1}=\phi \circ \pi\left(c_{1}\right)$ and $\hat{c}_{2}=\phi \circ \pi\left(y_{n}\right)$. Finally, note that the unique invariant Borel probability measure $\mu_{g}$ of $g$ in $S^{1}$ is given by

$$
\mu_{g}(\phi \circ \pi(A))=\mu(A) / \mu\left(I_{n}\left(c_{1}\right)\right)=\mu(A) / \prod_{j=0}^{n} G^{j}(\rho)
$$

for any Borel set $A \subset I_{n}\left(c_{1}\right)$. In particular, the two connected components of $S^{1} \backslash\left\{\hat{c}_{1}, \hat{c}_{2}\right\}$ have $\mu_{g}$-measures equal to $\alpha_{n+1}$ and $1-\alpha_{n+1}$ respectively. This finishes the proof of Lemma 9.7.

We remark that the glueing procedure described in the proof of Lemma 9.7 was introduced by Lanford in the eighties, see Section 10.2 and Lanford [1987, 1988] for much more.

Lemma 9.8. The set $\mathbb{A}$ of admissible pairs has non-empty interior in $M$.
We will not prove this result here. For a proof, see the original paper de Faria and Guarino [2022b, Prop. 7.5]. We are now in a position to give a quick proof of the $C^{\infty}$ Realization Lemma, which we restate as follows.

Theorem 9.7 (The $C^{\infty}$ Realization Lemma). Every pair in $M$ is admissible; in other words, $\mathbb{A}=M$.

Proof. Since the set $\mathbb{A}$ of admissible pairs is obviously non-empty (see for instance Lemma 9.6 above), Theorem 9.7 follows by combining Lemma 9.2 and Lemma 9.7 with Lemma 9.8.

Finally, when combined with Theorem 9.2, the $C^{\infty}$ Realization Lemma implies Theorem 9.3. This is left as an exercise to the reader.

## Exercises

Exercise 9.1. Show that if $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ is quasisymmetrically conjugate to a rigid rotation $R_{\alpha}$, then every conjugacy between $f$ and $R_{\alpha}$ is quasisymmetric.

Exercise 9.2. Let $f: S^{1} \rightarrow S^{1}$ be a multicritical circle map, and let $x \in S^{1}$ be such that $f$ has bounded geometry at $x$.
(i) Show that there exists a fine grid $\mathscr{G}_{x}=\left\{\mathscr{Q}_{n}(x)\right\}_{n \geqslant 0}$ with the property that, for every $n \geqslant 0$, each atom $\Delta \in \mathscr{Q}_{n}(x, f)$ is a union of atoms of $\mathscr{P}_{m}(x)$ for some $m \leqslant n+1$. [Hint: imitate the recursive construction used in the proof of Proposition 7.6].
(ii) Let $y \in \boldsymbol{S}^{1}$ be another point such that $f$ has bounded geometry at $y$, and let $h_{x, y} \in Z_{0}(f)$ be the self-conjugacy such that $h_{x, y}(x)=y$. Using (i), prove that $h_{x, y}$ is quasisymmetric.

Exercise 9.3. Prove that the set $\mathbb{E}_{\infty}$ defined in Section 9.1.3 is uncountable. Prove also that $\mathbb{E}_{\infty}$ is a set of first category of Baire (i.e., it is meager) and that its Lebesgue measure is equal to zero. [Hint: see Appendix A.]
Exercise 9.4. Let $f$ be a smooth bi-critical circle map with irrational rotation number $\rho_{f}$, unique invariant measure $\mu_{f}$ and critical points $c_{1}$ and $c_{2}$. Say that the two connected components of $\boldsymbol{S}^{1} \backslash\left\{c_{1}, c_{2}\right\}$ have $\mu_{f}$-measures equal to $\alpha_{f}$ and $1-\alpha_{f}$ respectively. As we know from Corollary 2.1, the rotation number $\rho_{f}$ is continuous under $C^{0}$ perturbations. Show that $\alpha_{f}$ is continuous under smooth perturbations. More precisely, prove the following statement, borrowed from de Faria and Guarino [2022b, Lem. 7.6]: given $\varepsilon>0$ there exists $\delta=\delta(\varepsilon, f)>0$ such that if $g$ is a smooth bi-critical circle map with irrational rotation number $\rho_{g}$ satisfying $d_{C^{1}}(f, g)<\delta$, then $\left|\rho_{f}-\rho_{g}\right|<\varepsilon$ and $\left|\alpha_{f}-\alpha_{g}\right|<\varepsilon$ [Hint: recall Theorem 3.3, the Denjoy-Koksma inequality].

Exercise 9.5. Deduce Theorem 9.3 from Theorem 9.2 and the $C^{\infty}$ Realization Lemma.

## Part IV

## Renormalization Theory

## Smooth Rigidity and <br> Renormalization

In recent years, the main new tool introduced in dynamics to understand the finescale structure of a low-dimensional system is renormalization. The notion of renormalization stems from statistical mechanics and field theory, and was introduced in the context of one-dimensional dynamics - more precisely, in the study of bifurcations of one-parameter families of unimodal maps - more than four decades ago, through the numerical observations and conjectures formulated by Coullet and Tresser [1978] and independently by Feigenbaum [1978].

In a nutshell, to renormalize a (smooth) dynamical system around some point of interest (usually a critical point) means to consider a small, dynamically defined neighborhood of that point in phase space, and to take the first return map to that neighborhood, linearly rescaling it to unit size. If this can be done for a sequence of smaller and smaller neighborhoods of the special point, then we say that the system is infinitely renormalizable at that point. Now, if two systems are topologically equivalent, and are infinitely renormalizable, it makes sense to compare their successive renormalizations around corresponding special points. If these corresponding successive renormalizations get closer and closer together (say in the $C^{0}$ sense), this points to both systems having the same asymptotic geometric
structure near their special points - and we expect this to happen at all points in the forward orbits of the special points. In other words, the general ansatz is that the convergence of successive renormalizations implies a form of geometric rigidity. This is the rosy picture, but the reality is rather thorny, as we shall see.

Our goal in the present chapter is to explain the interplay between rigidity and renormalization convergence in the specific context of (multi)critical circle maps. We shall see that, when correctly interpreted, the above ansatz is true most of the time (Section 10.3), but not always (Section 10.5).

### 10.1 Smooth rigidity

The notion of smooth rigidity first appeared in hyperbolic geometry in the sixties, through the seminal work of Mostow, who showed that the fundamental group (the topology) of a complete, finite-volume hyperbolic manifold of dimension greater than two completely determines its geometry. In dynamical systems, smooth rigidity means that a finite number of dynamical invariants determines the fine scale structure of orbits. More precisely, maps that are topologically conjugate and share these invariants are in fact smoothly conjugate. Numerical observations by Feigenbaum, Kadanoff, and Shenker [1982], Ostlund et al. [1983], and Shenker [1982] suggested in the early eighties that this was the case for $C^{3}$ critical circle maps with a single critical point and with irrational rotation number of bounded type. This was posed as a conjecture in several works by Feigenbaum, Kadanoff, and Shenker [1982], Lanford [1987, 1988], Ostlund et al. [1983], Rand [1987, 1988, 1992], and Shenker [1982] among others. We proceed to state the most recent results in this area, namely Theorems 10.1 and 10.2 below.

Theorem 10.1. Let $f$ and $g$ be two $C^{4}$ circle homeomorphisms with the same irrational rotation number and with a unique critical point of the same odd integer criticality. Let $h$ be the unique topological conjugacy between $f$ and $g$ that maps the critical point of $f$ to the critical point of $g$. Then:

## 1. $h$ is a $C^{1}$ diffeomorphism.

2. $h$ is $C^{1+\alpha}$ at the critical point of $f$ for a universal $\alpha>0$.
3. There exists a full Lebesgue measure set of rotation numbers (containing those of bounded type) for which the conjugacy $h$ is a global $C^{1+\alpha}$ diffeomorphism.

Recall that an irrational number $\rho=\left[a_{0}, a_{1}, \ldots\right]$ is of bounded type if $\sup \left\{a_{n}\right\}$ is finite (see Chapter 4 and Appendix A). By Theorem 6.2, the rotation number is the unique invariant of the $C^{0}$ conjugacy classes of critical circle maps with no periodic orbits. Theorem 10.1 is saying that, inside each topological class, the order of the critical point is the unique invariant of the $C^{1}$ conjugacy classes! This is what we call rigidity.

A delicate problem is to precisely determine "how smooth" the conjugacy $h$ is. By comparing with the material presented in Chapter 4 we see that, on the one hand, the presence of the critical point gives us more rigidity than in the case of diffeomorphisms: a smooth conjugacy is obtained for all irrational rotation numbers, with no need of a Diophantine condition. On the other hand, in Section 10.5 we will construct examples where the conjugacy $h$ is not globally $C^{1+\alpha}$. It might be possible, but probably quite difficult, to obtain a sharp arithmetical condition on the rotation number that would allow us to decide whether the conjugacy is "better than $C^{1 "}$.

Theorem 10.2. Any two $C^{3}$ critical circle maps with a single critical point, with the same irrational rotation number of bounded type and with the same odd integer criticality are conjugate to each other by a $C^{1+\alpha}$ circle diffeomorphism, for some $\alpha>0$.

This fourth and last part of the present book is entirely devoted to explaining the proof of these two fundamental results; deep tools coming from Renormalization Theory and Holomorphic Dynamics will be introduced along the way. As it will be clear to the reader (specially in Chapter 14), the ideas of Dennis Sullivan, Curtis McMullen and Mikhail Lyubich (conceived in the context of unimodal maps of the interval) were crucial to develop the rigidity theory of critical circle maps (for an overview of Sullivan's major contributions to the area of Dynamical Systems, we refer the reader to the recent expository paper by de Faria and van Strien [2023]).

We remark that the statement of Theorem 10.2 is the precise statement of the rigidity conjecture mentioned above. Together, Theorems 10.1 and 10.2 can be regarded as the state of the art concerning rigidity of critical circle maps with a single critical point of integer criticality (see also the recent paper by Gorbovickis and Yampolsky [2020], where rigidity is obtained for real-analytic unicritical circle maps of bounded combinatorics, with non-integer criticalities which are close enough to an odd integer). As it will be explained in the next chapters, both results were first proved for real-analytic unicritical circle maps, mainly as a combination of works by the first named author together with de Melo, and by Yampolsky (see de Faria [1999], de Faria and de Melo [1999, 2000], Khanin and Teplin-
sky [2007], Khmelev and Yampolsky [2006], and Yampolsky [1999, 2001, 2002, 2003]). In the current form (i.e., for $C^{r}$ maps), Theorem 10.1 was proved by Guarino, Martens, and de Melo [2018], while Theorem 10.2 was proved by Guarino and de Melo [2017]. In both cases, the main task is to reduce the rigidity problem for $C^{r}$ unicritical circle maps to the real-analytic case. This reduction will be discussed in detail in Chapter 13.

What about dynamics with more critical points? Let $f$ be a $C^{3}$ multicritical circle map with irrational rotation number $\rho \in(0,1)$, unique invariant Borel probability measure $\mu$ and $N \geqslant 1$ critical points $c_{i}$, for $0 \leqslant i \leqslant N-1$. As before, all critical points are assumed to be non-flat: in $C^{3}$ local coordinates around $c_{i}$, the map $f$ can be written as $t \mapsto t|t|^{d_{i}-1}$ for some $d_{i}>1$ (Definition 5.1). Moreover, just as in Chapter 6 (recall Definition 6.2), we define the signature of $f$ to be the $(2 N+2)$-tuple

$$
\left(\rho ; N ; d_{0}, d_{1}, \ldots, d_{N-1} ; \delta_{0}, \delta_{1}, \ldots, \delta_{N-1}\right),
$$

where $d_{i}$ is the criticality of the critical point $c_{i}$, and $\delta_{i}=\mu\left[c_{i}, c_{i+1}\right.$ ) (with the convention that $c_{N}=c_{0}$ ).

Now consider two multicritical circle maps, say $f$ and $g$, with the same irrational rotation number. By Theorem 6.2, they are topologically conjugate to each other. By elementary reasons, if $f$ and $g$ have the same signature there exists a circle homeomorphism $h$, which is a topological conjugacy between $f$ and $g$, identifying each critical point of $f$ with a corresponding critical point of $g$ having the same criticality. As proved in Chapter 7, such conjugacy $h$ is a quasisymmetric homeomorphism (Theorem 7.2).

Question 10.1. Is this conjugacy a smooth diffeomorphism?
Of course, only such an $h$ conjugating $f$ and $g$ has the chance of being smooth (in fact, as explained in Chapter 9, for Lebesgue almost every rotation number most conjugacies between $f$ and $g$ fail to be even quasisymmetric). The following result follows by combining the recent papers Estevez and Guarino [2023], Estevez, Smania, and Yampolsky [2022], and Yampolsky [2019].

Theorem 10.3. Let $f$ and $g$ be real-analytic bi-critical circle maps with the same irrational rotation number, both critical points of cubic type and with the same signature. If their common rotation number is of bounded type, then the topological conjugacy $h$ is a $C^{1+\alpha}$ diffeomorphism.

To the best of our knowledge, Theorem 10.3 is the first rigidity statement available for maps with more than one critical point. In other words, Question 10.1 remains wide open (but see the recent preprint Gorbovickis and Yampolsky [2021]).

As stated in the introduction to this chapter, the main tool to study rigidity problems in low dimensional dynamics is renormalization theory. Renormalization of a dynamical system with a marked point (usually a critical point) means a (suitably rescaled) first return map to a neighborhood of such point. Thus, renormalization can be thought as a supra dynamical system, acting on an infinite dimensional phase space made up by the original dynamics (see Section 10.2 for the precise definition of renormalization of multicritical circle maps). In the context of one dimensional dynamics, the renormalization program was initiated by Dennis Sullivan in the eighties (Sullivan [1986, 1992]), and then carried out by mathematicians such as Yoccoz, Douady, Hubbard, Shishikura, McMullen, Lyubich, Martens, de Melo, Yampolsky, van Strien and Avila among others.

A fundamental principle in this theory states that exponential convergence of renormalization orbits implies rigidity: topological conjugacies are actually smooth (when restricted to the attractors of the original systems). We refer the reader to de Melo and van Strien [1993, Section VI.9] for the seminal case of unimodal maps with bounded combinatorics (specifically, see Theorem 9.4 on page 552).

Let us be more precise: by Yoccoz's Theorem 6.2, two multicritical circle maps $f$ and $g$ with the same irrational rotation number are topologically conjugate to the corresponding rigid rotation, and in particular to each other. To obtain a smooth conjugacy between $f$ and $g$, we need to assume the existence of a topological conjugacy $h$ that identifies their critical sets, while preserving corresponding criticalities. In other words, $f$ and $g$ need to have the same signature (recall Definition 6.2). It turns out that for Lebesgue almost every rotation number, such conjugacy $h$ is a $C^{1+\alpha}$ diffeomorphism, provided the successive renormalizations of $f$ and $g$ (around critical points identified under $h$ ) converge together exponentially fast in the $C^{1}$ topology (see the recent paper by Estevez and Guarino [2023]). For unicritical circle maps, it is sufficient to have exponential convergence of renormalizations in the $C^{0}$ topology, and this is the main theorem that we will prove in this chapter (see Theorem 10.4 in Section 10.3 below). Our proof will follow very closely the original source, de Faria and de Melo [1999].

Thus, the main step to obtain rigidity, as in Section 10.1 above, is to establish geometric contraction of the successive renormalizations of multicritical circle maps with the same signature. The dynamics of renormalization, however, is usually difficult to understand. To begin with, its phase space is neither bounded
nor locally compact. Therefore, no recurrence is given a priori. This makes some basic dynamical questions, such as existence of attractors and periodic orbits, quite difficult to solve. ${ }^{1}$ In particular, proving exponential contraction is a challenging problem. In the case of a single critical point and real-analytic dynamics, exponential contraction was obtained in de Faria and de Melo [2000] for rotation numbers of bounded type, and extended in Khmelev and Yampolsky [2006] to cover all irrational rotation numbers (Theorem 13.1). Both papers lean heavily on complex dynamics techniques (to be discussed in Chapters 11 and 14), and therefore an additional hypothesis is required: the criticality at both critical points has to be an odd integer. These results have been recently extended in at least two directions: in Gorbovickis and Yampolsky [2020], exponential contraction is obtained for real-analytic critical circle maps of bounded combinatorics, with non-integer criticalities which are close enough to an odd integer, while in Guarino, Martens, and de Melo [2018] and Guarino and de Melo [2017], exponential contraction is established for critical circle maps with a finite degree of smoothness, (but still with odd integer criticalities, see Theorems 13.2 and 13.3). Finally, in the case of two critical points, it is proved in Yampolsky [2019] both the existence of periodic orbits and the hyperbolicity (under renormalization) of those periodic orbits, for real-analytic bi-critical circle maps (with both critical points of cubic type). These results have been recently extended to bounded combinatorics in Estevez, Smania, and Yampolsky [2022]. See Chapter 13 for more details.

### 10.2 Renormalization of commuting pairs

As mentioned before, to renormalize a dynamical system means to consider a first return map around some interesting point, and then to rescale this return map. In the context of circle maps, the first return map to a small neighborhood of a point is always discontinuous. Hence it was already clear from the start (see Feigenbaum, Kadanoff, and Shenker [1982] and Ostlund et al. [1983]) that the natural thing to do is to construct a renormalization operator (see Definition 10.3) acting not on the space of critical circle maps but on a suitable space of critical commuting pairs, whose precise definition is the following.

Definition 10.1. $A C^{r}$ critical commuting pair $\zeta=(\eta, \xi)$ consists of two $C^{r}$ orientation preserving homeomorphisms $\eta: I_{\eta} \rightarrow \eta\left(I_{\eta}\right)$ and $\xi: I_{\xi} \rightarrow \xi\left(I_{\xi}\right)$

[^28]where:

1. $I_{\eta}=[0, \xi(0)]$ and $I_{\xi}=[\eta(0), 0]$ are compact intervals in the real line;
2. $(\eta \circ \xi)(0)=(\xi \circ \eta)(0) \neq 0$;
3. $D \eta(x)>0$ for all $x \in I_{\eta} \backslash\{0\}$ and $D \xi(x)>0$ for all $x \in I_{\xi} \backslash\{0\}$;
4. The origin is a non-flat critical point for both $\eta$ and $\xi$, with the same criticality.
5. The left-derivatives of the composition $\eta \circ \xi$ at the origin coincide with the corresponding right-derivatives of $\xi \circ \eta$ : for each $j \in\{1,2, \ldots, r\}$ we have $D_{-}^{j}(\eta \circ \xi)(0)=D_{+}^{j}(\xi \circ \eta)(0)$.

For a commuting pair as above, both $\eta$ and $\xi$ extend to $C^{r}$ homeomorphisms, defined on interval neighborhoods of their respective domains, which commute around the origin. In other words, the commuting condition (2) in Definition 10.1 actually holds on an open interval. Let us be more precise.

Lemma 10.1. There exist open intervals $V_{-} \supseteq I_{\xi}$ and $V_{+} \supseteq I_{\eta}$ and $C^{r}$ homeomorphic extensions $\widehat{\xi}: V_{-} \rightarrow \widehat{\xi}\left(V_{-}\right) \subset \mathbb{R}$ and $\widehat{\eta}: V_{+} \rightarrow \widehat{\eta}\left(V_{+}\right) \subset \mathbb{R}$ of $\xi$ and $\eta$ respectively, satisfying $(\widehat{\eta} \circ \widehat{\xi})(x)=(\widehat{\xi} \circ \widehat{\eta})(x)$ for all $x$ in the open interval $C$ around the origin given by $C=\left\{x \in V_{-} \cap V_{+}: \widehat{\eta}(x) \in V_{-}\right.$and $\left.\widehat{\xi}(x) \in V_{+}\right\}$.

Proof. Since the origin is a non-flat critical point of odd criticality, there exists an open interval $C$ around it on which we can extend both $\eta$ and $\xi$ to $C^{r}$ homeomorphisms $\widehat{\eta}: C \rightarrow A$ and $\widehat{\xi}: C \rightarrow B$, where $A$ is an open interval around $\eta(0)$ and $B$ is an open interval around $\xi(0)$ (we may suppose that $A, B$ and $C$ are pairwise disjoint). Moreover, since the criticality of both $\widehat{\eta}$ and $\widehat{\xi}$ at the origin is the same odd integer, the composition $\widehat{\xi} \circ \widehat{\eta}^{-1}: A \rightarrow B$ is actually a $C^{r}$ diffeomorphism.

Let $V_{-}=A \cup I_{\xi} \cup C$, which is an open interval where $I_{\xi}$ is compactly contained, and in the same way let $V_{+}=C \cup I_{\eta} \cup B$.

Since the composition $\eta \circ \xi$ is already defined at the left part of $C$, the extension of $\eta$ defined above (given by the non-flatness of the critical point) allows us to extend $\xi$ to the left part of $A$ in the following way: for any $y \in A$ there exists a unique $x \in C$ such that $\widehat{\eta}(x)=y$ (since $A=\widehat{\eta}(C)$ and $\widehat{\eta}: C \rightarrow A$ is invertible) and then we define $\widehat{\xi}: A \rightarrow \mathbb{R}$ as $\widehat{\xi}(y)=\eta(\xi(x))=\left(\eta \circ \xi \circ \widehat{\eta}^{-1}\right)(y)$ if $y<\eta(0)$ and $\widehat{\xi}(y)=\xi(y)$ if $y \geqslant \eta(0)$.

By Condition (5) in Definition 10.1, the left-derivatives of the composition $\eta \circ \xi \circ \widehat{\eta}^{-1}$ at the point $\eta(0)$ coincide with the corresponding right-derivatives of $\xi$ at $\eta(0)$, that is, $\widehat{\xi}$ is of class $C^{r}$ at the point $\eta(0)$ (and therefore on the whole domain $\left.V_{-}\right)$. Note also that $\widehat{\xi}$ has no critical points on $V_{-} \backslash\{0\}$ since $\widehat{\xi} \circ \widehat{\eta}^{-1}: A \rightarrow B$ is a $C^{r}$ diffeomorphism and $\eta$ has no critical points in $B \cap I_{\eta}$ by Condition (3).

In the same way, since the composition $\xi \circ \eta$ is already defined at the right part of $C$ and since $\xi$ is also defined on $C$, we extend $\eta$ to the right part of $B$ by imposing the commuting condition $\widehat{\eta} \circ \widehat{\xi}=\widehat{\xi} \circ \widehat{\eta}$ on $C$ as before.

The following construction was introduced by Lanford (see Lanford [1987, 1988]), and it is known as the glueing procedure (recall also the proof of Lemma 9.7 in the previous chapter). It follows from Lemma 10.1 that the map $\xi$ extends to a diffeomorphism from a neighborhood of $\eta(0)$ onto a neighborhood of $\xi \circ \eta(0)$. Identifying those points in this way, we obtain from the interval $[\eta(0), \xi \circ \eta(0)]$ a smooth, compact one-dimensional manifold $M$ without boundary. The discontinuous piecewise smooth map

$$
f_{\zeta}(t)= \begin{cases}\xi \circ \eta(t) & \text { for } t \in[\eta(0), 0) \\ \eta(t) & \text { for } t \in[0, \xi \circ \eta(0)]\end{cases}
$$

projects to a smooth homeomorphism on the quotient manifold $M$. Choosing any diffeomorphism $\psi: M \rightarrow \boldsymbol{S}^{1}$, we obtain a multicritical circle map in $\boldsymbol{S}^{1}$ simply by conjugating with $\psi$. Although there is no canonical choice for the diffeomorphism $\psi$, any two different choices give rise to smoothly-conjugate multicritical circle maps in $\boldsymbol{S}^{1}$. Therefore any critical commuting pair represents a whole smooth conjugacy class of multicritical circle maps. In particular, this procedure allows us to define the rotation number of a commuting pair.

On the other hand, any critical circle map $f$ with irrational rotation number $\rho$ gives rise to a sequence of critical commuting pairs in a natural way: let $F$ be the lift of $f$ to the real line (for the canonical covering $t \mapsto e^{2 \pi i t}$ ) satisfying $D F(0)=0$ and $0<F(0)<1$. For each $n \geqslant 1$ let $\widehat{I}_{n}$ be the closed interval in the real line, adjacent to the origin, that projects under $t \mapsto e^{2 \pi i t}$ to $I_{n}$. Let $T: \mathbb{R} \rightarrow$ $\mathbb{R}$ be the translation $x \mapsto x+1$, and define $\eta: \widehat{I}_{n} \rightarrow \mathbb{R}$ and $\xi: \widehat{I}_{n+1} \rightarrow \mathbb{R}$ as:

$$
\eta=T^{-p_{n+1}} \circ F^{q_{n+1}} \quad \text { and } \quad \xi=T^{-p_{n}} \circ F^{q_{n}},
$$

where $\left\{p_{n} / q_{n}\right\}$ is the sequence of convergents associated to $\rho$, as defined in Chapter 1. It is not difficult to check that $\left(\left.\eta\right|_{\hat{I}_{n}},\left.\xi\right|_{\hat{I}_{n+1}}\right)$ is a critical commuting pair, usually denoted by $\left(\left.f^{q_{n+1}}\right|_{I_{n}},\left.f^{q_{n}}\right|_{I_{n+1}}\right)$.


Figure 10.1: A critical commuting pair and its underlying interval exchange.

For a commuting pair $\zeta=(\eta, \xi)$ we denote by $\widetilde{\zeta}$ the pair $\left.\widetilde{\eta}{\widetilde{I_{n}}}, \widetilde{\xi}{\widetilde{T_{\xi}}}^{\xi}\right)$, where
tilde means rescaling by the linear factor $1 /\left|I_{\xi}\right|$. In other words, $\left|\widetilde{I}_{\xi}\right|=1$ and the length of $\widetilde{I}_{\eta}$ equals the ratio between those of $I_{\eta}$ and $I_{\xi}$.

Given two critical commuting pairs $\zeta_{1}=\left(\eta_{1}, \xi_{1}\right)$ and $\zeta_{2}=\left(\eta_{2}, \xi_{2}\right)$ let $A_{1}$ and $A_{2}$ be the Möbius transformations such that for $i=1,2$ :

$$
A_{i}\left(\eta_{i}(0)\right)=-1, \quad A_{i}(0)=0 \quad \text { and } \quad A_{i}\left(\xi_{i}(0)\right)=1 .
$$

Definition 10.2. For any $0 \leqslant r<\infty$ define the $C^{r}$ metric on the space of $C^{r}$ critical commuting pairs in the following way:

$$
d_{r}\left(\zeta_{1}, \zeta_{2}\right)=\max \left\{\left|\frac{\xi_{1}(0)}{\eta_{1}(0)}-\frac{\xi_{2}(0)}{\eta_{2}(0)}\right|,\left\|A_{1} \circ \zeta_{1} \circ A_{1}^{-1}-A_{2} \circ \zeta_{2} \circ A_{2}^{-1}\right\|_{r}\right\}
$$

where $\|\cdot\|_{r}$ is the $C^{r}$-norm for maps in $[-1,1]$ with one discontinuity at the origin, and $\zeta_{i}$ is the piecewise map defined by $\eta_{i}$ and $\xi_{i}$ :
$\zeta_{i}: I_{\xi_{i}} \cup I_{\eta_{i}} \rightarrow I_{\xi_{i}} \cup I_{\eta_{i}}$ such that $\left.\quad \zeta_{i}\right|_{I_{\xi_{i}}}=\xi_{i} \quad$ and $\left.\quad \zeta_{i}\right|_{I_{n_{i}}}=\eta_{i}$
When we are dealing with real analytic critical commuting pairs, we consider the $C^{\omega}$-topology defined in the usual way: we say that $\left(\eta_{n}, \xi_{n}\right) \rightarrow(\eta, \xi)$ if there exist two open sets $U_{\eta} \supset I_{\eta}$ and $U_{\xi} \supset I_{\xi}$ in the complex plane and $n_{0} \in \mathbb{N}$ such that $\eta$ and $\eta_{n}$ for $n \geqslant n_{0}$ extend continuously to $\overline{U_{\eta}}$, are holomorphic in $U_{\eta}$ and we have $\left\|\eta_{n}-\eta\right\|_{C^{0}\left(\overline{U_{\eta}}\right)} \rightarrow 0$, and such that $\xi$ and $\xi_{n}$ for $n \geqslant n_{0}$ extend continuously to $\overline{U_{\xi}}$, are holomorphic in $U_{\xi}$ and we have $\left\|\xi_{n}-\xi\right\|_{C^{0}\left(\overline{\left.U_{\xi}\right)}\right.} \rightarrow 0$. We say that a set $\mathscr{C}$ of real analytic critical commuting pairs is closed if every time we have $\left\{\zeta_{n}\right\} \subset \mathscr{C}$ and $\left\{\zeta_{n}\right\} \rightarrow \zeta$, we have $\zeta \in \mathscr{C}$. This defines a Hausdorff topology, stronger than the $C^{r}$-topology for any $0 \leqslant r \leqslant \infty$ (in particular any $C^{\omega}$-compact set of real analytic critical commuting pairs is certainly $C^{r}$-compact also, for any $0 \leqslant r \leqslant \infty)$.

Note that $d_{r}$ is not a metric but rather a pseudo-metric, since it assigns distance zero to any pair of commuting pairs that are conjugate by a homothety: if $\alpha$ is a positive real number, $H_{\alpha}(t)=\alpha t$ and $\zeta_{1}=H_{\alpha} \circ \zeta_{2} \circ H_{\alpha}^{-1}$, then $d_{r}\left(\zeta_{1}, \zeta_{2}\right)=0$. In order to have a metric, we simply need to restrict to normalized critical commuting pairs, as defined above.

Let $\zeta=(\eta, \xi)$ be a critical commuting pair according to Definition 10.1, and recall that $(\eta \circ \xi)(0)=(\xi \circ \eta)(0) \neq 0$. Let us suppose that $(\xi \circ \eta)(0) \in I_{\eta}$ (see Figure 10.1) and define the height $\chi(\zeta)$ of $\zeta$ as $a \in \mathbb{N}$ if

$$
\eta^{a+1}(\xi(0))<0 \leqslant \eta^{a}(\xi(0)),
$$

and $\chi(\zeta)=\infty$ if no such $a$ exists. Thus, the height of the commuting pair $\left(\left.f^{q_{n+1}}\right|_{I_{n}},\left.f^{q_{n}}\right|_{I_{n+1}}\right)$ induced by a critical circle map $f$ is exactly $a_{n+1}$, where $\rho(f)=\left[a_{0}, a_{1}, \ldots\right]$. Now, for $\zeta=(\eta, \xi)$ with $(\xi \circ \eta)(0) \in I_{\eta}$ and $\chi(\zeta)=a<\infty$, the pair

$$
\left(\left.\eta\right|_{\left[0, \eta^{a}(\xi(0))\right]},\left.\eta^{a} \circ \xi\right|_{I_{\xi}}\right)
$$

is again a commuting pair, and if $\zeta$ is induced by a critical circle map, i.e.,

$$
\zeta=\left(\left.f^{q_{n+1}}\right|_{I_{n}},\left.f^{q_{n}}\right|_{I_{n+1}}\right),
$$

then we have

$$
\left(\left.\eta\right|_{\left[0, \eta^{a}(\xi(0))\right]},\left.\eta^{a} \circ \xi\right|_{I_{\xi}}\right)=\left(\left.f^{q_{n+1}}\right|_{I_{n+2}},\left.f^{q_{n+2}}\right|_{I_{n+1}}\right) .
$$

This motivates the following definition.
Definition 10.3. Let $\zeta=(\eta, \xi)$ be a critical commuting pair with $(\xi \circ \eta)(0) \in I_{\eta}$. We say that $\zeta$ is renormalizable if $\chi(\zeta)=a<\infty$. In this case, we define the pre-renormalization of $\zeta$ as the critical commuting pair

$$
p \mathscr{R}(\zeta)=\left(\left.\eta\right|_{\left[0, \eta^{a}(\xi(0))\right]},\left.\eta^{a} \circ \xi\right|_{I_{\xi}}\right),
$$

and we define the renormalization of $\zeta$ as the normalization of $p \mathscr{R}(\zeta)$; that is,

$$
\mathscr{R}(\zeta)=\widetilde{p \mathscr{R}(\zeta)}=\left(\left.\widetilde{\eta}\right|_{\left.\left[0, \eta^{a} \widetilde{(\xi}(0)\right)\right]},\left.\widetilde{\eta^{a} \circ \xi}\right|_{I_{\xi}}\right) .
$$

A critical commuting pair is a special case of a generalized interval exchange map of two intervals, and the renormalization operator defined above is just the restriction of the Zorich accelerated version of the Rauzy-Veech renormalization for interval exchange maps (see for instance Yoccoz [2006]). However, we keep in this book the classical terminology for critical commuting pairs.

If $\chi\left(\mathscr{R}^{j}(\zeta)\right)<\infty$ for $j \in\{0,1, \ldots, n-1\}$ we say that $\zeta$ is $n$-times renormalizable, and if $\chi\left(\mathscr{R}^{j}(\zeta)\right)<\infty$ for all $j \in \mathbb{N}$ we say that $\zeta$ is infinitely renormalizable. The space of all infinitely renormalizable commuting pairs is the natural phase-space for renormalization. For such a pair, the irrational number whose continued fraction expansion equals

$$
\left[\chi(\zeta), \chi(\mathscr{R}(\zeta)), \ldots, \chi\left(\mathscr{R}^{n}(\zeta)\right), \chi\left(\mathscr{R}^{n+1}(\zeta)\right), \ldots\right]
$$

is, by definition, the rotation number of the critical commuting pair $\zeta$ (note that if $\zeta$ is induced by a critical circle map with irrational rotation number, then it is infinitely renormalizable and both definitions of rotation number coincide).

To understand the action of renormalization on the rotation number of a commuting pair, recall that the Gauss map $G:[0,1] \rightarrow[0,1]$ is given by

$$
G(\rho)=\left\{\frac{1}{\rho}\right\} \text { for } \rho \neq 0, \text { and } G(0)=0 .
$$

If $\rho=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ belongs to $(1 /(k+1), 1 / k)$, then $1 / \rho=a_{0}+\left[a_{1}, a_{2}, \ldots\right]$ and then $a_{0}=\left\lfloor\frac{1}{\rho}\right\rfloor=k$ and $G(\rho)=\left[a_{1}, a_{2}, \ldots\right]$. This shows that the Gauss map acts as a left shift on the continued fraction expansion of $\rho$, and therefore the action of the renormalization operator on the rotation number is given by

$$
\begin{equation*}
\rho(\mathscr{R}(\zeta))=G(\rho(\zeta))=\sigma\left(\left[a_{0}, a_{1}, a_{2}, \ldots\right]\right)=\left[a_{1}, a_{2} \ldots\right] . \tag{10.1}
\end{equation*}
$$

In particular, the way the renormalization operator $\mathscr{R}$ acts on (infinitely renormalizable) critical commuting pairs is by sending topological classes to topological classes.

### 10.3 A fundamental principle

Recall that, by Yoccoz's Theorem 6.2, two $C^{3}$ multicritical circle maps, say $f$ and $g$, with the same irrational rotation number are topologically conjugate to each other. If $f$ and $g$ have the same signature (Definition 6.2) there exists a homeomorphism $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$, which is a topological conjugacy between $f$ and $g$, identifying each critical point of $f$ with a critical point of $g$ having the same criticality. By Theorem 7.2, $h$ is a quasisymmetric homeomorphism. Such an $h$, mapping critical points to critical points and preserving criticalities, is the only hope of a smooth conjugacy between $f$ and $g$ (as explained in Chapter 9, it turns out that for almost every rotation number most conjugacies between $f$ and $g$ fail to be quasisymmetric).

### 10.3.1 Main theorem

The following result, originally proved by de Faria and de Melo [1999, First Main Theorem], is the main result of this chapter.

Theorem 10.4. There exists a set $\mathbb{A}$ of rotation numbers, having full Lebesgue measure and containing all numbers of bounded type, for which the following holds. Let $f$ and $g$ be topologically conjugate $C^{3}$ critical circle maps, and let $h$ be the
conjugacy between $f$ and $g$ that maps the critical point of $f$ to the critical point of $g$. If their common rotation number belongs to $\mathbb{A}$, and if their renormalizations converge together exponentially fast in the $C^{0}$-topology, then $h$ is $C^{1+\alpha}$ for some $\alpha>0$.

This theorem has been recently extended by Estevez and Guarino [2023] to cover the multicritical case. Here, one needs to assume, of course, that both maps have the same signature, and the hypothesis of exponential convergence in the $C^{0}$-topology has to be replaced by exponential convergence in the $C^{1}$-topology. Indeed, contraction of the first derivatives is needed in order to control the relative position of the various critical points for the return maps. As mentioned in the introduction of this chapter, proving exponential contraction of renormalization is a challenging problem, to be discussed in Chapter 13.

The set $\mathbb{A} \subset(0,1)$ of rotation numbers considered in the statement of Theorem 10.4 was introduced in de Faria and de Melo [1999, Section 4.4]. Its precise definition is the following.

Definition 10.4. Let $\mathbb{A} \subset(0,1)$ be the set of irrational numbers $\rho=\left[a_{0}, a_{1}, \ldots\right]$ satisfying:

1. $\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{j=0}^{n-1} \log a_{j}<\infty$,
2. $\lim _{n \rightarrow \infty} \frac{1}{n} \log a_{n}=0$,
3. $\frac{1}{n} \sum_{j=k+1}^{k+n} \log a_{j} \leqslant \omega\left(\frac{n}{k}\right)$,
for all $0<n \leqslant k$, where $\omega$ is a monotone function (that depends on $\rho$ ) such that $\omega(t)>0$ for all $t>0$, and such that $t \omega(t) \rightarrow 0$ as $t \rightarrow 0$.

The set $\mathbb{A}$ has full Lebesgue measure in $(0,1)$, and a proof of this fact will be given in Appendix A (see Corollary A. 1 and Lemma A.3). Obviously, all bounded type numbers satisfy the three conditions above. The number whose partial quotients are given by $a_{n}=k$ if $n=2^{k}$ with $k \geqslant 1$ and $a_{n}=1$ otherwise is an explicit element of $\mathbb{A}$ that is not of bounded type. This number satisfies (3) with $\omega(t)=1 / \sqrt{t}$.

Still in the unicritical case, if one asks for the conjugacy to be only $C^{1}$, rather than $C^{1+\alpha}$, we have the following result obtained by Khanin and Teplinsky [2007, Th. 2].

Theorem 10.5. Let $f$ and $g$ be $C^{3}$ unicritical circle maps with the same irrational rotation number. If the renormalizations of $f$ and $g$ converge together exponentially fast in the $C^{2}$ topology, then $f$ and $g$ are conjugate to each other by a $C^{1}$ diffeomorphism.

This theorem will not be proved here; we refer the reader to their original paper. Let us mention that it would be important, for the rigidity problem for multicritical circle maps discussed in Section 10.1 (recall Question 10.1), to adapt their approach to the multicritical case. In other words, to prove that exponential convergence of renormalization orbits implies $C^{1}$ rigidity for multicritical circle maps with arbitrary irrational rotation numbers. To the best of our knowledge, this has not yet been established.

The proof of Theorem 10.4 to be given here is the same proof given in de Faria and de Melo [1999]. In addition to the real bounds from Chapter 6 (Theorems 6.3 and 6.4), several tools from Chapter 7, such as the notion of fine grids (Definition 7.2), the criterion for smoothness given by Proposition 7.3, and Yoccoz's lemma on almost parabolic maps (Definition 7.3 and Lemma 7.3), will be used in the proof.
Remark 10.1. As pointed out in de Faria and de Melo [ibid., Prop. 2.2], the real bounds imply that exponential convergence of renormalizations is preserved under conjugacy by a smooth diffeomorphism. In other words, if two $C^{r}$ maps are $C^{r}$ conjugate, then the $C^{r-1}$ distance between their successive renormalizations goes to zero exponentially fast. This is true even in the general multicritical case: see Exercise 10.1.

### 10.3.2 Comparing orbits of two almost parabolic maps

The following consequence of Yoccoz's inequality will be need in the proof of Theorem 10.4.

Proposition 10.1. Let $\phi$ and $\psi$ be two almost parabolic maps with the same length $\ell$ defined on the same interval. Then for all $x \in J_{1}(\phi) \cap J_{1}(\psi)$ and for all $0 \leqslant$ $k \leqslant \ell / 2$, we have

$$
\begin{equation*}
\left|\phi^{k}(x)-\psi^{k}(x)\right| \leqslant C k^{3}\|\phi-\psi\|_{C^{0}} . \tag{10.2}
\end{equation*}
$$

Proof. First note, using the mean-value theorem, that

$$
\begin{aligned}
\left|\phi^{k}(x)-\psi^{k}(x)\right| & =\left|\sum_{j=0}^{k-1}\left(\phi^{k-j-1}\left(\phi\left(\psi^{j}(x)\right)\right)-\phi^{k-j-1}\left(\psi^{j+1}(x)\right)\right)\right| \\
& \leqslant \sum_{j=0}^{k-1}\left|D \phi^{k-j-1}\left(\xi_{j}\right)\right|\left|\phi\left(\psi^{j}(x)\right)-\psi\left(\psi^{j}(x)\right)\right|
\end{aligned}
$$

where $\xi_{j}$ lies between $\phi\left(\psi^{j}(x)\right)$ and $\psi^{j+1}(x)$. Hence we have

$$
\begin{equation*}
\left|\phi^{k}(x)-\psi^{k}(x)\right| \leqslant\|\phi-\psi\|_{0} \sum_{j=0}^{k-1}\left|D \phi^{k-j-1}\left(\xi_{j}\right)\right| \tag{10.3}
\end{equation*}
$$

Let us estimate each summand in the right-hand side of (10.3). Let $m=m(j)$ be such that $\xi_{j} \in \Delta_{j+m}(\phi)$, and assume also that $j+m \leqslant a / 2$. This last condition is always satisfied if the central fundamental domain of $\psi$ lies to the left of the central fundamental domain of $\phi$ (if this is not the case, then reverse the roles of $\phi$ and $\psi$ in (10.3) and throughout). Using Yoccoz's Lemma 7.3, we see that

$$
\begin{equation*}
\left|D \phi^{k-j-1}\left(\xi_{j}\right)\right| \asymp \frac{(j+m)^{2}}{(a-k-m+1)^{2}} \leqslant\left(\frac{j+m}{j+1}\right)^{2} \tag{10.4}
\end{equation*}
$$

Hence, it suffices to estimate $m$ as a function of $j$. For this purpose, let $n=n(j)$ be such that $\psi^{j+1}(x) \in\left[\phi^{j+n-1}(x), \phi^{j+n}(x)\right]$. We claim that $m \leqslant n+1$. There are two possibilities. The first is that $\phi\left(\psi^{j}(x)\right) \geqslant \psi^{j+1}(x)$ : in this case we see easily that

$$
\xi_{j} \in\left[\psi^{j+1}(x), \phi\left(\psi^{j}(x)\right)\right] \subseteq\left[\phi^{j+n-1}(x), \phi^{j+n+1}(x)\right]
$$

and so $m \leqslant n+1$. The second is that $\phi\left(\psi^{j}(x)\right)<\psi^{j+1}(x)$. In this case we have $\xi_{j}<\psi^{j+1}(x)<\phi^{j+n}(x) \in \Delta_{j+n+1}(\phi)$, so once again $m \leqslant n+1$. This proves our claim.

So now we must bound $n$ as a function of $j$. Again, there are two cases to consider.
(a) We have $\left[\psi^{j+1}(x), \psi^{j+2}(x)\right] \subseteq\left[\phi^{j+n-1}(x), \phi^{j+n}(x)\right]$ (as depicted in Figure 10.2(a)). In this case, Yoccoz's Lemma gives us

$$
\frac{1}{j^{2}} \leqslant \frac{C}{(j+n)^{2}}
$$

which implies $n \leqslant C j$.
(b) We have $\psi^{j+2}(x)>\phi^{j+n}(x)$. In this case, $\phi^{j+n}(x)$ is the first point in the $\phi$-orbit of $x$ that lands inside the interval $\Delta=\left[\psi^{j+1}(x), \psi^{j+2}(x)\right]$ (see Figure 10.2(b)). Let $p$ be such that $\phi^{j+n+i}(x) \in \Delta$ for $i=0,1, \ldots, p-1$ but $\phi^{j+n+p}(x) \notin \Delta$. Then we have $\Delta \subseteq\left[\phi^{j+n-1}(x), \phi^{j+n+p}(x)\right]$, and this time Yoccoz's Lemma gives us

$$
\frac{1}{j^{2}} \leqslant C\left(\frac{1}{(j+n)^{2}}+\frac{1}{(j+n+1)^{2}}+\cdots+\frac{1}{(j+n+p)^{2}}\right) \leqslant \frac{C}{j+n}
$$

Therefore $n \leqslant C j^{2}$ in this case.
In either case we see that $m \leqslant C j^{2}$. Carrying this information back to (10.4), we deduce that

$$
\begin{equation*}
\left|D \phi^{k-j-1}\left(\xi_{j}\right)\right| \leqslant C j^{2} \tag{10.5}
\end{equation*}
$$

Substituting (10.5) into (10.3), we arrive at (10.2), and the proof is complete.
(a)

(b)


Figure 10.2: Bounding $n$ in terms of $j$.

Remark 10.2. It is worth pointing out that Proposition 10.1, which as we saw is based on the geometric inequalities given by Yoccoz's Lemma 7.3, will be significantly improved in Chapter 12 (see for instance Lemma 12.11 and Proposition 12.3). Such sharper estimates, although not needed in the present chapter, will be crucial in Chapter 13.

### 10.3.3 Proof of Theorem $\mathbf{1 0 . 4}$

Recall that we are dealing here with unicritical circle maps. There is no loss of generality in assuming that the critical point $c$ is the same for both maps. Let $\left\{\mathscr{Q}_{n}(f)\right\}_{n \geqslant 0}$ be the fine grid for $f$ constructed in Proposition 7.6. The idea of the proof is to show that the conjugacy $h$ and this fine grid satisfy, at each level $n$, the coherence condition

$$
\begin{equation*}
\left|\frac{|I|}{|J|}-\frac{|h(I)|}{|h(J)|}\right| \leqslant C \lambda^{n}, \tag{10.6}
\end{equation*}
$$

for each pair of adjacent atoms $I, J \in \mathscr{Q}_{n}(f)$ and some constants $C>0$ and $0<\beta<1$, and then invoke Proposition 7.3.

First we introduce some notation, to be used throughout the proof. We write $x_{n}=x_{n}(f)=f^{q_{n}}(c)$. Accordingly, we write $I_{n}(f)$ instead of $I_{n}(c, f)$, so that the endpoints of $I_{n}(f)$ are $c$ and $x_{n}(f)$. We denote by $J_{n}(f)$ the interval $I_{n}(f) \cup I_{n+1}(f)$ and by $f_{n}: J_{n}(f) \rightarrow J_{n}(f)$ the first return map to this interval. Finally, we write $\boldsymbol{f}_{n}=\mathscr{R}^{n} f$ for the $n$-th renormalization of $f$ around $c$ (this is just the return map $f_{n}$ linearly rescaled so that $I_{n}(f)$ becomes the unit interval).

Now, the first thing to observe is that, if the renormalizations $\boldsymbol{f}_{n}$ and $\boldsymbol{g}_{n}$ converge together exponentially fast, then $\left|x_{n}(f)-c\right| /\left|x_{n}(g)-c\right|$ converges to a limit exponentially fast also. More precisely, we have the following lemma.

Lemma 10.2. If $\left\|\boldsymbol{f}_{n}-\boldsymbol{g}_{n}\right\|_{0} \leqslant C \mu^{k}$ for some $0<\mu<1$ and all $n \geqslant 0$, then the ratio $\left|x_{n}(f)-c\right| /\left|x_{n}(g)-c\right|$ converges to a limit exponentially fast. Moreover, for all $m, k \geqslant 1$ we have

$$
\begin{equation*}
\left|\frac{\left|I_{m}(f)\right|}{\left|I_{k}(f)\right|}-\frac{\left|I_{m}(g)\right|}{\left|I_{k}(g)\right|}\right| \leqslant C \mu^{\min \{m, k\}} \frac{\left|I_{m}(f)\right|}{\left|I_{k}(f)\right|} \tag{10.7}
\end{equation*}
$$

Proof. The hypothesis tells us that

$$
\left|\frac{\left|I_{n+1}(f)\right|}{\left|I_{n}(f)\right|}-\frac{\left|I_{n+1}(g)\right|}{\left|I_{n}(g)\right|}\right| \leqslant C_{1} \mu^{n}
$$

for all $n \geqslant 1$. Writing $\alpha_{n}=\left|x_{n}(f)-c\right| /\left|x_{n}(g)-c\right|=\left|I_{n}(f)\right| /\left|I_{n}(g)\right|$, and taking into account that $C_{2}^{-1}\left|I_{n}(g)\right| \leqslant\left|I_{n+1}(g)\right| \leqslant C_{2}\left|I_{n}(g)\right|$ by the real bounds (for some $C_{2}>1$ ), we see that the above inequality is equivalent to

$$
\left|\frac{\alpha_{n+1}}{\alpha_{n}}-1\right| \leqslant C_{3} \mu^{n}
$$

This is the same as $\alpha_{n+1}=\left(1+\epsilon_{n}\right) \alpha_{n}$ where $\left|\epsilon_{n}\right| \leqslant C_{3} \mu^{n}$. Therefore $\alpha_{n}=$ $\alpha_{1} \prod_{j=1}^{n-1}\left(1+\epsilon_{j}\right)$, and this shows that $\lim \alpha_{n}$ exists. Finally, note that if $m>k \geqslant 1$ then

$$
\left|\frac{\alpha_{m}}{\alpha_{k}}-1\right| \leqslant\left|\prod_{j=k}^{m-1}\left(1+\epsilon_{j}\right)-1\right| \leqslant C_{4} \sum_{j=k}^{m-1} \epsilon_{j}<C_{5} \mu^{k}
$$

and similarly for $\left|1-\alpha_{k} / \alpha_{m}\right|$, and these facts clearly imply (10.7).
Remark 10.3. Having established this lemma, we may assume, after conjugating one of the maps (say $g$ ) by a suitable smooth diffeomorphism, that the limit of the ratios $\left|I_{n}(f)\right| /\left|I_{n}(g)\right|$ is in fact equal to one. This will be our standing hypothesis from now on (used at the end of the proof of Lemma 10.5 below).

Definition 10.5. Let $f_{m}: J_{m}(f) \rightarrow J_{m}(f)$ be the $m$-th first return map of $f$ and let $k \neq 0$ be an integer such that $|k| \leqslant\left\lceil a_{m+1} / 2\right\rceil$ (where $\lceil x\rceil$ denotes the smallest integer $\geqslant x$ ). The restricted domain of $f_{m}^{k}$, denoted $D_{m, k}$, is defined as follows.

$$
D_{m, k}= \begin{cases}I_{m+1} \cup\left[f_{m}^{\left\lceil\frac{a_{m+1}}{2}\right\rceil-k}\left(x_{m}\right), x_{m}\right], & \text { when } k>0 \\ {\left[f_{m}\left(x_{m+2}\right), f_{m}^{\left\lceil\frac{a_{m+1}}{2}\right\rceil-k}\left(x_{m}\right)\right],} & \text { when } k \leqslant-1\end{cases}
$$

In informal terms, the restricted domain $D_{m, k}$ is the set of points in $J_{m}$ which can be iterated $k$ times by $f_{m}$ without ever going across the central fundamental domain of $f_{m}$ in $J_{m}(f) \backslash J_{m+1}(f)$.

Lemma 10.3. For all $x \in D_{m, k}$ we have $\left|D f_{m}^{k}(x)\right| \leqslant K$, where $K \geqslant 1$ depends only on the real bounds.

Proof. Follows easily from the real bounds and Yoccoz's Lemma 7.3. The details are left to the reader as an exercise.

Lemma 10.4. Let $v$ be a vertex of $\mathscr{P}_{k+p}(f)$ such that $v \in J_{k}(f)$. Then there exist $k \leqslant m \leqslant k+p$ and $1 \leqslant N \leqslant p$ such that $v$ can be represented in the form

$$
v=\phi_{1} \circ \phi_{2} \circ \cdots \circ \phi_{N}\left(x_{m}\right)
$$

where $\phi_{j}=f_{m_{j}}^{k_{j}}$ for some $k \leqslant m_{j} \leqslant k+p$ and $\left|k_{j}\right| \leqslant\left\lceil a_{m_{j}+1} / 2\right\rceil$, and where the point $\phi_{j+1} \circ \cdots \circ \phi_{N}\left(x_{m}\right)$ belongs to the restricted domain of $\phi_{j}$ for each $j$.
Proof. For simplicity of notation, we write $J_{i}=J_{i}(f)$ in this proof. Let $k \leqslant$ $m_{1} \leqslant k+p$ be largest with the property that $v \in J_{m_{1}} \backslash J_{m_{1}+1}$, and let $0<i \leqslant$ $a_{m_{1}+1}$ be such that $f_{m_{1}}^{i}(v) \in J_{m_{1}+1}$. If $i \leqslant\left\lceil a_{m_{1}} / 2\right\rceil$ then let $k_{1}=-i$; otherwise let $k_{1}=a_{m_{1}+1}-i$. We get $\phi_{1}=f_{m_{1}}^{k_{1}}$ and a new vertex $v_{1}=f_{m_{1}}^{-k_{1}}(v) \in J_{m_{1}+1}$. If $v_{1} \in J_{k+p}$ then $v_{1}=f_{k+p}\left(x_{k+p}\right)$ necessarily, and we can stop. On the other hand, if $v_{1} \notin J_{k+p}$, then once again there exists $m_{2}$ in the range $m_{1}<m_{2}<k+p$ such that $v_{1} \in J_{m_{2}} \backslash J_{m_{2}+1}$, and we can proceed inductively. At the end of this process we get sequences $m_{1}<m_{2}<\cdots<m_{N} \leqslant k+p$ (so $N \leqslant p$ ) and $v_{1}, v_{2}, \ldots, v_{N}$ with $v_{j} \in J_{m_{j}} \backslash J_{m_{j}+1}$, and for each $j$ an integer $k_{j}$ with $\left|k_{j}\right| \leqslant\left\lceil a_{m_{j}+1} / 2\right\rceil$ such that $v_{j+1}=f_{m_{j}}^{-k_{j}}\left(v_{j}\right)$. The last vertex $v_{N}$ is necessarily $x_{m}$ for some $m \leqslant k+p$. Hence it suffices to take $\phi_{j}=f_{m_{j}}^{k_{j}}$ to get the desired representation.

From now on, we assume that the corresponding successive renormalizations of $f$ and $g$ approach each other exponentially, in other words $\left\|\boldsymbol{f}_{n}-\boldsymbol{g}_{n}\right\|_{0} \leqslant C \mu^{n}$ for some $0<\mu<1$ and all $n \geqslant 0$, just as stated in the hypothesis of Lemma 10.2.

Lemma 10.5. There exists a constant $0<\mu_{*}<1$ for which the following holds. Let $v \in J_{k}(f)$ be a vertex of $\mathscr{P}_{k+p}(f)$ and let $w=h(v) \in J_{k}(g)$ be the corresponding vertex of $\mathscr{P}_{k+p}(g)$. If $\rho(f)$ satisfies condition (2), then we have

$$
\begin{equation*}
|v-w| \leqslant C\left|J_{k}(f)\right| K^{p} \mu_{*}^{k} \tag{10.8}
\end{equation*}
$$

where $K \geqslant 1$ is the constant of Lemma 4.8.
Proof. By Lemma 10.4 above, there exist points $x_{m}=x_{m}(f), y_{m}=x_{m}(g)$ and a number $N \leqslant p$ such that

$$
|v-w|=\left|\phi_{1} \circ \phi_{2} \circ \cdots \circ \phi_{N}\left(x_{m}\right)-\psi_{1} \circ \psi_{2} \circ \cdots \circ \psi_{N}\left(y_{m}\right)\right|
$$

where $\phi_{j}=f_{m_{j}}^{k_{j}}$ and $\psi_{j}=g_{m_{j}}^{k_{j}}$, with $k \leqslant m_{j} \leqslant k+p$ and $\left|k_{j}\right| \leqslant\left\lceil a_{m_{j}+1} / 2\right\rceil$. For each $i \geqslant 1$, let $\Lambda_{i, f}$ be the affine map $x \mapsto c+\left|I_{i}(f)\right| x$, and define $\Lambda_{i, g}$
in the same way. For each $i \geqslant k$, let $A_{i, f}=\Lambda_{k, f}^{-1} \circ \Lambda_{i, f}$ and $A_{i, g}=\Lambda_{k, g}^{-1} \circ$ $\Lambda_{i, g}$. In order to estimate $|v-w|$, we shall estimate $\left|v^{*}-w^{*}\right|$, where $v^{*}=$ $\Lambda_{k, f}^{-1}(v)$ and $w^{*}=\Lambda_{k, g}^{-1}(w)$. To do this, for each $i \geqslant k$ consider the map $f_{i}^{*}$ : $\Lambda_{k, f}^{-1}\left(J_{i}(f)\right) \rightarrow \Lambda_{k, f}^{-1}\left(J_{i}(f)\right)$ given by

$$
f_{i}^{*}=\Lambda_{k, f}^{-1} \circ f_{i} \circ \Lambda_{k, f}=A_{i, f} \circ f_{i} \circ A_{i, f}^{-1}
$$

and let $g_{i}^{*}$ be similarly defined.
First we claim that for all $x \in \Lambda_{k, f}^{-1}\left(J_{i}(f)\right) \cap \Lambda_{k, g}^{-1}\left(J_{i}(g)\right)$ we have

$$
\begin{equation*}
\left|f_{i}^{*}(x)-g_{i}^{*}(x)\right| \leqslant C_{1} \mu^{k} \frac{\left|I_{i}(f)\right|}{\left|I_{k}(f)\right|} \tag{10.9}
\end{equation*}
$$

To see why, note that by inequality (10.7) of Lemma 10.2 we have, for all $z$ in the domain of both renormalizations $\boldsymbol{f}_{i}$ and $\boldsymbol{g}_{i}$,

$$
\left|A_{i, f}(z)-A_{i, g}(z)\right|=\left|\frac{\left|I_{i}(f)\right|}{\left|I_{k}(f)\right|}-\frac{\left|I_{i}(g)\right|}{\left|I_{k}(g)\right|}\right||z| \leqslant C_{2} \mu^{k} \frac{\left|I_{i}(f)\right|}{\left|I_{k}(f)\right|}
$$

Similarly, for all $x \in \Lambda_{k, f}^{-1}\left(J_{i}(f)\right) \cap \Lambda_{k, g}^{-1}\left(J_{i}(g)\right)$ we have, again by (10.7),

$$
\left|A_{i, f}^{-1}(x)-A_{i, g}^{-1}(x)\right|=\left|\frac{\left|I_{k}(f)\right|}{\left|I_{i}(f)\right|}-\frac{\left|I_{k}(g)\right|}{\left|I_{i}(g)\right|}\right||x| \leqslant C_{3} \mu^{k} \frac{\left|I_{k}(f)\right|}{\left|I_{i}(f)\right|}|x| \leqslant C_{4} \mu^{k} .
$$

Here we have used that $|x| \leqslant\left|J_{i}(f)\right| /\left|I_{k}(f)\right| \leqslant C_{5}\left|I_{i}(f)\right| /\left|I_{k}(f)\right|$ (recall from the real bounds that $\left.\left|J_{i}(f)\right| \asymp\left|I_{i}(f)\right|\right)$. Also, by hypothesis we have $\| f_{i}-$ $\boldsymbol{g}_{i} \|_{0} \leqslant C_{6} \mu^{k}$. Combining these three estimates with a standard telescoping trick, we get (10.9), and the claim is proved.

Now let $\phi_{j}^{*}=A_{m_{j}, f} \circ \phi_{j} \circ A_{m_{j}, f}^{-1}$ and $\psi_{j}^{*}=A_{m_{j}, g} \circ \psi_{j} \circ A_{m_{j}, g}^{-1}$. Applying (10.9) with $i=m_{j}$ and using Proposition 10.1, we have

$$
\begin{equation*}
\left|\phi_{j}^{*}(x)-\psi_{j}^{*}(x)\right| \leqslant C_{7}\left|k_{j}\right|^{3} \mu^{k} \frac{\left|I_{m_{j}}(f)\right|}{\left|I_{k}(f)\right|} \tag{10.10}
\end{equation*}
$$

By the real bounds, there exists $0<\lambda_{1}<1$ such that $\left|I_{m_{j}}(f)\right| /\left|I_{k}(f)\right| \leqslant$ $C_{8} \lambda_{1}^{m_{j}-k}$. Taking $\lambda=\max \left\{\mu, \lambda_{1}\right\}$, we deduce from (10.10) that

$$
\begin{equation*}
\left|\phi_{j}^{*}(x)-\psi_{j}^{*}(x)\right| \leqslant C_{9} a_{m_{j}+1}^{3} \lambda^{m_{j}} . \tag{10.11}
\end{equation*}
$$

We can at last start our estimate of $\left|v^{*}-w^{*}\right|$. First, note that $x_{m}=\Lambda_{m, f}(1)$ and $y_{m}=\Lambda_{m, g}(1)$. Writing $x_{m}^{*}=\Lambda_{k, f}^{-1}\left(x_{m}\right)$ and $y_{m}^{*}=\Lambda_{k, g}^{-1}\left(y_{m}\right)$, we see after a simple computation that $\left|x_{m}^{*}-y_{m}^{*}\right| \leqslant C_{10} \lambda^{m}$. Combining this fact with (10.11) and using Lemma 10.3, we get

$$
\begin{aligned}
\left|\phi_{N}^{*}\left(x_{m}^{*}\right)-\psi_{N}^{*}\left(y_{m}^{*}\right)\right| & \leqslant\left|\phi_{N}^{*}\left(x_{m}^{*}\right)-\psi_{N}^{*}\left(x_{m}^{*}\right)\right|+\left|\psi_{N}^{*}\left(x_{m}^{*}\right)-\psi_{N}^{*}\left(y_{m}^{*}\right)\right| \\
& \leqslant C_{9} a_{m_{N}+1}^{3} \lambda^{m_{N}}+C_{10} K \lambda^{m}
\end{aligned}
$$

From this, and since

$$
\begin{aligned}
& \left|\phi_{N-1}^{*}\left(\phi_{N}^{*}\left(x_{m}^{*}\right)\right)-\psi_{N-1}^{*}\left(\psi_{N}^{*}\left(y_{m}^{*}\right)\right)\right| \leqslant \\
& \left|\phi_{N-1}^{*}\left(\phi_{N}^{*}\left(x_{m}\right)\right)-\psi_{N-1}^{*}\left(\phi_{N}^{*}\left(x_{m}^{*}\right)\right)\right|+\left|\psi_{N-1}^{*}\left(\phi_{N}^{*}\left(x_{m}^{*}\right)\right)-\psi_{N-1}^{*}\left(\psi_{N}^{*}\left(y_{m}^{*}\right)\right)\right|
\end{aligned}
$$

we deduce that

$$
\begin{aligned}
&\left|\phi_{N-1}^{*}\left(\phi_{N}^{*}\left(x_{m}^{*}\right)\right)-\psi_{N-1}^{*}\left(\psi_{N}^{*}\left(y_{m}^{*}\right)\right)\right| \leqslant \\
& C_{9}\left(a_{m_{N-1}+1}^{3} \lambda^{m_{N-1}}+K a_{m_{N}+1}^{3} \lambda^{m_{N}}\right)+C_{10} K^{2} \lambda^{m}
\end{aligned}
$$

Proceeding inductively in this fashion, we get in the end

$$
\left|v^{*}-w^{*}\right| \leqslant C_{9} \sum_{j=1}^{N} K^{j-1} a_{m_{j}+1}^{3} \lambda^{m_{j}}+C_{10} K^{N} \lambda^{m}
$$

Using that $N \leqslant p$ and taking $C_{11}=\max \left\{C_{9}, C_{10}\right\}$, we arrive at

$$
\begin{equation*}
\left|v^{*}-w^{*}\right| \leqslant C_{11} K^{p}\left(\lambda^{m}+\sum_{j=1}^{N} a_{m_{j}+1}^{3} \lambda^{m_{j}}\right) \tag{10.12}
\end{equation*}
$$

We have of course $\lambda^{m} \leqslant \lambda^{k}$. Moreover, since $k \leqslant m_{j}<m_{j+1}$ for all $j$, we have

$$
\sum_{j=1}^{N} a_{m_{j}+1}^{3} \lambda^{m_{j}}<\sum_{n=k}^{\infty} a_{n}^{3} \lambda^{n}
$$

But since $\left(a_{n}\right)$ satisfies condition (2), we know that $\lim \left(a_{n}^{3}\right)^{1 / n}=1$. In particular, if $\varepsilon>0$ is such that $(1+\varepsilon) \sqrt{\lambda}=1$, there exists $C_{12}=C_{12}(\varepsilon)>0$ such that $a_{n}^{3}<C_{12}(1+\varepsilon)^{n}$ for all $n$. Therefore

$$
\sum_{n=k}^{\infty} a_{n}^{3} \lambda^{n}<C_{12} \sum_{n=k}^{\infty}(\sqrt{\lambda})^{n}=\frac{C_{12}}{1-\sqrt{\lambda}}(\sqrt{\lambda})^{k}
$$

Taking this back to (10.12) yields $\left.\left|v^{*}-w^{*}\right| \leqslant C_{13} K^{p}\right](\sqrt{\lambda})^{k}$. Therefore, noting that under the assumption given in the remark after Lemma 10.2 we have

$$
|v-w|=\left|\Lambda_{k, f}\left(v^{*}\right)-\Lambda_{k, g}\left(w^{*}\right)\right| \leqslant\left|I_{k}(f)\right|\left(\left|v^{*}-w^{*}\right|+C_{14} \mu^{k}\right)
$$

and taking $\mu_{*}=\sqrt{\lambda}$, we get (10.8) as desired.
Lemma 10.6. There exists a constant $M>0$ depending only on the real bounds such that if $\Delta^{*} \in \mathscr{P}_{k}(f)$ and $\Delta \in \mathscr{P}_{k+p}(f)$ is contained in $\Delta^{*}$, then

$$
|\Delta| \geqslant \frac{M^{p}}{\left(a_{k+1} a_{k+2} \cdots a_{k+p}\right)^{2}}\left|\Delta^{*}\right|
$$

Proof. This again follows from Yoccoz's Lemma 7.3 and a simple inductive argument.

Let us now consider the fine grid $\left\{\mathscr{Q}_{n}(f)\right\}_{n \geqslant 0}$ constructed before. It will be convenient to use the following terminology.

Definition 10.6. The level of an atom $\Delta \in \mathscr{Q}_{n}(f)$, denoted $\ell(\Delta)$, is the largest $m \leqslant n$ such that $\Delta$ is contained in an atom of $\mathscr{P}_{m}(f)$.

Lemma 10.7. If $\mathscr{Q}_{n}(f)$ contains an atom of level $m$, then

$$
\begin{equation*}
n \leqslant c_{0} \sum_{j=1}^{m} \log \left(1+a_{j+1}\right) \tag{10.13}
\end{equation*}
$$

for some absolute constant $c_{0}>0$. In particular, if the partial quotients of $\rho(f)$ satisfy (1), then $m \geqslant c_{1} n$ for some constant $0<c_{1}<1$ that depends only on $\rho(f)$.

Proof. Let $\Delta \in \mathscr{Q}_{n}(f)$ be an atom of level $m$. Let $\Delta_{1} \supseteq \Delta_{2} \supseteq \cdots \supseteq \Delta_{n}=\Delta$ be such that $\Delta_{k} \in \mathscr{Q}_{k}(f)$, and note that $1=\ell\left(\Delta_{1}\right) \leqslant \ell\left(\Delta_{2}\right) \leqslant \cdots \leqslant \ell\left(\Delta_{n}\right)=m$. Given $1 \leqslant l \leqslant m$, let $i$ and $s$ (maximal) be such that

$$
\ell\left(\Delta_{i+1}\right)=\ell\left(\Delta_{i+2}\right)=\cdots=\ell\left(\Delta_{i+s}\right)=l
$$

Then there exists $I \in \mathscr{P}_{l}(f)$ such that each $\Delta_{j}$ with $i+1 \leqslant j \leqslant i+s$ is a union of atoms of $\mathscr{P}_{l+1}(f)$ inside $I$. From the very construction of the partitions $\mathscr{Q}_{j}(f)$
(Proposition 4.5), we see that the number of atoms of $\mathscr{P}_{l+1}(f)$ inside $\Delta_{j}$ is at least twice the number of such atoms inside $\Delta_{j+1}$, for each $i+1 \leqslant j \leqslant i+s-1$. Moreover, $\Delta_{i+s}$ contains at least two such atoms, otherwise its level would be $l+1$. Since the total number of atoms of $\mathscr{P}_{l+1}(f)$ that lie inside $I$ is at most $1+a_{l+1}$, it follows that $2^{s} \leqslant 1+a_{l+1}$, whence $s \leqslant \log _{2}\left(1+a_{l+1}\right)$. This proves (10.13) with $c_{0}=1 / \log 2$.

Now, if $\rho(f)$ satisfies (1), then there exists $B>0$ depending on $\rho(f)$ such that $\sum_{j=1}^{m} \log a_{j+1} \leqslant B m$. Therefore

$$
n \leqslant c_{0} \sum_{j=1}^{m} \log \left(1+a_{j+1}\right) \leqslant c_{0}(B+\log 2) m,
$$

which proves the last assertion, with $c_{1}=c_{0}^{-1}(B+\log 2)^{-1}$.
Lemma 10.8. If $\rho(f)$ satisfies (2) and (3) then there exists $0<\beta<1$ with the following property. If $L$ and $R$ are adjacent atoms of $\mathscr{Q}_{n}(f)$ and we have $\ell(L) \geqslant m$ and $\ell(R) \geqslant m$, then

$$
\begin{equation*}
\left|\frac{|L|}{|R|}-\frac{|h(L)|}{|h(R)|}\right| \leqslant C \beta^{m} . \tag{10.14}
\end{equation*}
$$

Proof. Write $m=k+p$ with $p=\lceil\sigma k\rceil$ where $\sigma>0$ is a small constant (its size will be determined in the course of the argument). We may assume that $L \cup R$ is contained in a single atom $\Delta$ of $\mathscr{P}_{k}(f)$. There are two cases to consider.
(a) If $L \cup R \subseteq J_{k}(f)$, then the required coherence estimate (10.14) follows from Lemma 10.5 and Lemma 10.6. To see this, let $v_{1}, v_{2}, v_{3} \in \mathscr{P}_{k+p}(f)$ be the endpoints of $L$ and $R, v_{2}$ being their common endpoint. Let $w_{1}, w_{2}$, $w_{3}$ be the corresponding endpoints of $h(L)$ and $h(R)$. Then by Lemma 10.5 we have $\left|v_{i}-w_{i}\right| \leqslant C_{0}\left|J_{k}(f)\right| \theta^{k}$, where $\theta=K^{\sigma} \mu_{*}<1$ if $\sigma$ is small enough. On the other hand, condition (3) tells us that

$$
a_{k+1} a_{k+2} \cdots a_{k+p} \leqslant \exp \{p \omega(p / k)\} \leqslant \exp \{p \omega(\sigma)\}
$$

Combining this fact with Lemma 10.6, we get

$$
\left|v_{1}-v_{2}\right| \geqslant \frac{M^{p}}{\left(a_{k+1} a_{k+2} \cdots a_{k+p}\right)^{2}}\left|J_{k}(f)\right| \geqslant \frac{M^{p}}{e^{2 p \omega(\sigma)}}\left|J_{k}(f)\right| .
$$

The same lower bound holds for $\left|v_{2}-v_{3}\right|$. From these facts, we deduce after some simple computations that

$$
\begin{aligned}
\left|\frac{|L|}{|R|}-\frac{|h(L)|}{|h(R)|}\right| & =\left|\frac{\left|v_{1}-v_{2}\right|}{\left|v_{2}-v_{3}\right|}-\frac{\left|w_{1}-w_{2}\right|}{\left|w_{2}-w_{3}\right|}\right| \\
& \leqslant C_{1} \frac{\theta^{k} e^{2 p \omega(\sigma)}}{M^{p}} \leqslant C_{2}\left(\frac{\theta e^{2 \sigma \omega(\sigma)}}{M^{\sigma}}\right)^{k} \leqslant C_{3} \beta_{1}^{m}
\end{aligned}
$$

where $\beta_{1}=\left(\theta e^{2 \sigma \omega(\sigma)} / M^{\sigma}\right)^{1 /(1+\sigma)}$. Since $\theta<1$ and $\sigma \omega(\sigma) \rightarrow 0$ as $\sigma \rightarrow 0$, we see that $\beta_{1}<1$ if $\sigma$ is small enough.
(b) If $L \cup R$ is not contained in $J_{k}(f)$, there exists $j<q_{k+1}$ such that $f^{j}$ is a diffeomorphism on an interval containing $\Delta$ and its two neighbors in $\mathscr{P}_{k}(f)$ and such that $f^{j}(\Delta) \subseteq J_{k}(f)$. By the Koebe principle and the real bounds, the distortion of $f^{j}$ on $L \cup R$ is bounded by $\exp \left(C_{4} \mu_{0}^{p}\right)$ (where $0<\mu_{0}<1$ is the beau constant of Theorem 3.1). Therefore we have

$$
\begin{equation*}
\left|\frac{|L|}{|R|}-\frac{\left|f^{j}(L)\right|}{\left|f^{j}(R)\right|}\right| \leqslant C_{5} \mu_{0}^{p} \leqslant C_{6} \mu_{1}^{m} \tag{10.15}
\end{equation*}
$$

where $\mu_{1}=\mu_{0}^{\sigma /(1+\sigma)}$. Working similarly with $h(L), h(R) \in \mathscr{Q}_{n}(g)$, we get also

$$
\begin{equation*}
\left|\frac{|h(L)|}{|h(R)|}-\frac{\left|g^{j}(h(L))\right|}{\left|g^{j}(h(R))\right|}\right| \leqslant C_{7} \mu_{1}^{m} \tag{10.16}
\end{equation*}
$$

Putting (10.15) and (10.16) together and using (a) we get inequality (10.14) with the constant $\beta=\max \left\{\mu_{1}, \beta_{1}\right\}$.

Hence in both cases (10.14) is established, and we are done.

The proof of Theorem 10.4 is now almost complete. If $L$ and $R$ are adjacent atoms of $\mathscr{Q}_{n}(f)$ as above, then combining Lemma 10.7 with Lemma 10.8 we deduce that the coherence condition (10.6) is satisfied with $\lambda=\beta^{c_{1}}$. Therefore by Proposition 7.3 the conjugacy $h$ is indeed $C^{1+\alpha}$ for some $\alpha>0$.

### 10.4 The $C^{m}$-Approximation Lemma

Our purpose in this section is to present a technical lemma extracted from de Faria and de Melo [1999, App. A]. This lemma will be used in the proof of Proposition 10.2, but it can be applied to many other one-dimensional situations, so it is of some independent interest.

We will use the following notation. Let $m \geqslant 1$ be a fixed integer and let $I, J \subseteq \mathbb{R}$ be fixed closed intervals. We denote by $C^{m}(I)$ the Banach space of $C^{m}$-mappings $f: I \rightarrow \mathbb{R}$ with the norm $\|f\|_{m}=\max \left\{\left\|D^{i} f\right\|_{0}: 0 \leqslant i \leqslant m\right\}$, where $\|\phi\|_{0}=\sup _{x \in I}|\phi(x)|$. If the need arises to emphasize the domain of $f$, we sometimes write $\|f\|_{I, m}$ instead of $\|f\|_{m}$. We consider also the closed, convex subset $C^{m}(I, J) \subseteq C^{m}(I)$ consisting of those $f$ 's such that $f(I) \subseteq J$.

The reader will undoubtedly be familiar with Leibnitz's formula for the $k$-th derivative of a product of two functions, to wit

$$
D^{k}(u v)=\sum_{j=0}^{k}\binom{k}{j} D^{j} u D^{k-j} v
$$

from which it is clear that

$$
\begin{equation*}
\|u v\|_{m} \leqslant 2^{m}\|u\|_{m}\|v\|_{m} \tag{10.17}
\end{equation*}
$$

whenever $u, v \in C^{m}(I)$. Perhaps less familiar to the reader is the fact that something similar holds for the composition of two $C^{m}$ mappings. Namely, we have Faa-di-Bruno's formula (cf. Herman [1979, p. 42]), which reads

$$
D^{k}(f \circ g)=\sum_{j=1}^{k} B_{j, k}\left(D^{1} g, D^{2} g, \ldots, D^{j} g\right) D^{k-j+1} f \circ g
$$

where each $B_{j, k}$ is a homogeneous polynomial of degree $k-j+1$ on $j$ variables whose coefficients are non-negative numbers depending only on $k$ and $j$. It readily follows from this formula that if $\psi \in C^{m}(I, J)$ and $\phi \in C^{m}(J)$ then

$$
\begin{equation*}
\|\phi \circ \psi\|_{m} \leqslant A(m)\|\phi\|_{m} \sum_{k=1}^{m}\|\psi\|_{m}^{k} \tag{10.18}
\end{equation*}
$$

where $A(m)=\max _{1 \leqslant k \leqslant m} \max _{1 \leqslant j \leqslant k} B_{j, k}(1,1, \ldots, 1)$.

Another well-known fact we will need below is the following. Suppose $m>1$ and consider the composition operator $(f, g) \mapsto f \circ g$ as a map $\Theta: C^{m}(J) \times$ $C^{m-1}(I, J) \rightarrow C^{m-1}(I)$. Then $\Theta$ is $C^{1}$ and its Fréchet derivative is given by

$$
\begin{equation*}
D \Theta(f, g)(u, v)=u \circ g+v D f \circ g \tag{10.19}
\end{equation*}
$$

Note that $C^{m}(J) \times C^{m-1}(I, J) \subseteq C^{m}(J) \times C^{m-1}(I)$; we consider this last product endowed with the norm

$$
|(f, g)|_{I, J, m}=\max \left\{\|f\|_{J, m},\|g\|_{I, m-1}\right\}
$$

Lemma 10.9. For each $M>0$, there exists $c(M)>0$ with the following property. If $f_{1}, g_{1} \in C^{m}(J)$ and $f_{2}, g_{2} \in C^{m-1}(I, J)$ and if $\left|\left(f_{1}, f_{2}\right)\right|_{I, J, m}<M$ and $\left|\left(g_{1}, g_{2}\right)\right|_{I, J, m}<M$, then

$$
\left\|f_{1} \circ f_{2}-g_{1} \circ g_{2}\right\|_{m-1} \leqslant c(M)\left|\left(f_{1}-g_{1}, f_{2}-g_{2}\right)\right|_{I, J, m}
$$

Proof. By the mean value theorem,

$$
\left\|f_{1} \circ f_{2}-g_{1} \circ g_{2}\right\|_{m-1} \leqslant \sup _{(\phi, \psi)}\|D \Theta(\phi, \psi)\|\left|\left(f_{1}-g_{1}, f_{2}-g_{2}\right)\right|_{I, J, m}
$$

where the supremum is taken over all $(\phi, \psi)$ in the line segment joining $\left(f_{1}, f_{2}\right)$ to $\left(g_{1}, g_{2}\right)$ inside $C^{m}(J) \times C^{m-1}(I, J)$, and where

$$
\|D \Theta(\phi, \psi)\|=\sup \left\{\|D \Theta(\phi, \psi)(u, v)\|_{m-1}:|(u, v)|_{I, J, m} \leqslant 1\right\}
$$

is the operator-norm of $D \Theta(\phi, \psi)$. Using (10.19), and then (10.17) and (10.18), we have

$$
\begin{aligned}
& \|D \Theta(\phi, \psi)(u, v)\|_{m-1} \leqslant\|u \circ \psi\|_{m-1}+\|v D \phi \circ \psi\|_{m-1} \leqslant \\
& \leqslant A(m-1)\left(\|u\|_{m-1}+2^{m-1}\|v\|_{m-1}\|D \phi\|_{m-1}\right) \sum_{k=1}^{m-1}\|\psi\|_{m-1}^{k}
\end{aligned}
$$

From this, and taking into account that $\|u\|_{m-1} \leqslant\|u\|_{m} \leqslant|(u, v)|_{I, J, m}$ as well as $\|v\|_{m-1} \leqslant|(u, v)|_{I, J, m}$, we deduce that

$$
\|D \Theta(\phi, \psi)\| \leqslant A(m-1)\left(1+2^{m-1}\|D \phi\|_{m-1}\right) \sum_{k=1}^{m-1}\|\psi\|_{m-1}^{k}
$$

Finally, since $\|D \phi\|_{m-1} \leqslant\|\phi\|_{m}$ and $|(\phi, \psi)|_{I, J, m}<M$, we get

$$
\sup _{(\phi, \psi)}\|D \Theta(\phi, \psi)\| \leqslant A(m-1)\left(1+2^{m-1} M\right) \sum_{k=1}^{m-1} M^{k}=c(M)
$$

Let us denote by $\boldsymbol{B}^{m}(I ; M)$ the ball of radius $M$ centered at the origin in $C^{m}(I)$.

Lemma 10.10 (The $C^{m}$-Approximation Lemma). For each $M>0$, there exist constants $\varepsilon_{M}>0$ and $C_{M}>0$ such that the following holds for all $\varepsilon \leqslant \varepsilon_{M}$. Let $\Delta_{1}, \Delta_{2}, \ldots, \Delta_{n+1}$ be closed intervals on the line or on the circle, and for each $1 \leqslant i \leqslant n$ let $f_{i}, g_{i} \in C^{m}\left(\Delta_{i}, \Delta_{i+1}\right)$ be such that
(a) For all $1 \leqslant j \leqslant k \leqslant n$, we have $f_{k} \circ f_{k-1} \circ \cdots \circ f_{j} \in \boldsymbol{B}^{m}\left(\Delta_{j} ; M\right)$;
(b) We have $\sum_{i=1}^{n}\left\|f_{i}-g_{i}\right\|_{m}<\varepsilon$.

Then for all $k \leqslant n$ we have $g_{k} \circ g_{k-1} \circ \cdots \circ g_{1} \in \boldsymbol{B}^{m-1}\left(\Delta_{1} ; 2 M\right)$, and moreover

$$
\left\|f_{k} \circ f_{k-1} \circ \cdots \circ f_{1}-g_{k} \circ g_{k-1} \circ \cdots \circ g_{1}\right\|_{m-1} \leqslant C_{M} \sum_{j=1}^{k}\left\|f_{j}-g_{j}\right\|_{m}
$$

Proof. Using the notation of Lemma 10.9, let us write

$$
C_{M}=\max \{1, c(2 M), c(2 M) c(3 M)\}
$$

and $\varepsilon_{M}=M / C_{M}$. We proceed by induction on $k$. When $k=1$, we have $\left\|f_{1}-g_{1}\right\|_{m} \leqslant \varepsilon$ and there is nothing to prove. Suppose the assertion is valid for all $j<k$, and write (omitting the composition symbols)

$$
\begin{align*}
& \left\|f_{k} f_{k-1} \cdots f_{1}-g_{k} g_{k-1} \cdots g_{1}\right\|_{m-1} \leqslant \\
& \leqslant \sum_{j=1}^{k}\left\|f_{k} \cdots f_{j+1} g_{j} g_{j-1} \cdots g_{1}-f_{k} \cdots f_{j+1} f_{j} g_{j-1} \cdots g_{1}\right\|_{m-1} \tag{10.20}
\end{align*}
$$

Since $\left|\left(f_{j}, g_{j-1} \circ \cdots \circ g_{1}\right)\right|_{\Delta_{1}, \Delta_{j}, m}<2 M$ and also $\left|\left(g_{j}, g_{j-1} \circ \cdots \circ g_{1}\right)\right|_{\Delta_{1}, \Delta_{j}, m}<$ $2 M$, it follows from Lemma 10.9 that

$$
\left\|f_{j} g_{j-1} \cdots g_{1}-g_{j} g_{j-1} \cdots g_{1}\right\|_{m-1} \leqslant c(2 M)\left\|f_{j}-g_{j}\right\|_{m}
$$

for $j=1, \ldots, k$. In particular, by the induction hypothesis, we have for all $1 \leqslant j \leqslant k-1$

$$
\left\|f_{j} g_{j-1} \cdots g_{1}\right\|_{m-1} \leqslant\left\|g_{j} g_{j-1} \cdots g_{1}\right\|_{m-1}+\varepsilon_{M} c(2 M)<3 M
$$

Taking this back to (10.20) and applying once again Lemma 10.9, we get

$$
\begin{aligned}
\| f_{k} f_{k-1} \cdots f_{1} & -g_{k} g_{k-1} \cdots g_{1} \|_{m-1} \\
& \leqslant c(2 M)\left\|f_{k}-g_{k}\right\|_{m}+c(2 M) c(3 M) \sum_{j=1}^{k-1}\left\|f_{j}-g_{j}\right\|_{m} \\
& \leqslant C_{M} \sum_{j=1}^{k}\left\|f_{j}-g_{j}\right\|_{m}
\end{aligned}
$$

and this shows also that $\left\|g_{k} g_{k-1} \cdots g_{1}\right\|_{m-1} \leqslant M+\varepsilon_{M} C_{M}<2 M$, thereby completing the induction.

### 10.5 Counterexamples to $C^{1+\alpha}$ rigidity

As explained in Section 10.1, two $C^{4}$ critical circle maps with the same irrational rotation number and with a single critical point of the same odd integer criticality are conjugate to each other by a $C^{1}$ diffeomorphism. Moreover, this conjugacy is in fact a $C^{1+\alpha}$ diffeomorphism for Lebesgue almost every rotation number (Theorem 10.1). These results immediately raise the question of whether such conjugacy is always $C^{1+\alpha}$. The following result, obtained by Avila [2013], says that the above conjecture is not true, even if we restrict ourselves to the analytic category.

Theorem 10.6. There exist real-analytic critical circle maps $f$ and $g$ with the same irrational rotation number and with a single critical point (of the same criticality) such that if $h$ is the topological conjugacy between $f$ and $g$ identifying critical points, then $h$ is not $C^{1+\alpha}$ for any $\alpha>0$.

The first examples of this kind were obtained by de Faria and de Melo [1999, Second Main Theorem] in the $C^{\infty}$ category. Our goal in this section is to present a detailed construction of such $C^{\infty}$ examples (see Theorem 10.7 below). To achieve
this goal, we will consider critical circle maps whose rotation number $\rho(f)=$ $\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$ satisfies

$$
\left\{\begin{array}{l}
\lim \sup \frac{1}{n} \log a_{n}=\infty  \tag{10.21}\\
a_{n} \geqslant 2 \text { for all } n
\end{array}\right.
$$

The class of all rotation numbers satisfying (10.21) will be denoted by $\mathbb{B}$. It can be shown that the Hausdorff dimension of $\mathbb{B}$ is less than or equal to $1 / 2$, see Good [1941].

Theorem 10.7. For every $\rho \in \mathbb{B}$ there exist $C^{\infty}$ critical circle maps $f, g$ with $\rho(f)=\rho(g)=\rho$ such that $f$ and $g$ are not $C^{1+\alpha}$ conjugate for any $\alpha>0$.

The proof will make use of a $C^{\infty}$ surgery procedure that we explain below. These counterexamples have one additional feature: their successive renormalizations do converge together at an exponential rate. This follows from general results, such as Theorem 13.3 below, but it will also be clear from the construction.

### 10.5.1 Saddlle-node surgery

Given $f$ as above and a fixed $n \geqslant 1$, let $J_{n}=J_{n}(f)=\left[f^{q_{n+1}}(c), f^{q_{n}}(c)\right] \subseteq \boldsymbol{S}^{1}$ be the $n$-th renormalization interval of $f$. When $n$ is very large, the first return map $f_{n}: J_{n} \rightarrow J_{n}$ is an almost parabolic map of length $a_{n+1}$.

Let $\Delta_{1}^{(n)}$ be the fundamental domain of this almost parabolic map which is adjacent to $x_{n}=f^{q_{n}}(c)$, and let $\Delta_{j}^{(n)}=f_{n}^{j-1}\left(\Delta_{1}^{(n)}\right)$, for all $j \leqslant a_{n+1}$. Let $z_{n} \in \Delta_{1}^{(n)}$ be the point such that $f_{n}^{a_{n+1}}\left(z_{n}\right)=x_{n+3}=f^{q_{n+3}}(c)$, that is, $z_{n}=f^{q_{n+3}-a_{n+1} q_{n+1}}(c)$. Note that since $a_{n+1} \geqslant 2, x_{n+3}$ is not an endpoint of $f_{n}^{a_{n+1}}\left(\Delta_{1}^{(n)}\right)$, and so by the real bounds it splits $f_{n}^{a_{n+1}}\left(\Delta_{1}^{(n)}\right)$ into two intervals of comparable lengths. Hence the same holds for $z_{n}$. Namely, $z_{n}$ splits $\Delta_{1}^{(n)}$ into two intervals $L_{n}, R_{n}$ with $\left|L_{n}\right| \asymp\left|R_{n}\right|$. In particular we have $\tau\left|\Delta_{1}^{(n)}\right| \leqslant\left|L_{n}\right| \leqslant$ $(1-\tau)\left|\Delta_{1}^{(n)}\right|$ (and similarly for $R_{n}$ ) for some constant $\tau$ depending on the real bounds. We use this fact in the proof of Proposition 10.2 below.

Consider now another critical circle map $\tilde{f}$ with the same rotation number as $f$, the interval $\widetilde{J}_{n}=J_{n}(\tilde{f})$, the first return map $\tilde{f}_{n}: \widetilde{J}_{n} \rightarrow \widetilde{J}_{n}$, the point
 $N_{n}=\left\lceil a_{n+1} / 2\right\rceil$.

## Definition 10.7. The number

$$
\left|\frac{\left|f_{n}^{N_{n}-1}\left(L_{n}\right)\right|}{\left|f_{n}^{N_{n}-1}\left(R_{n}\right)\right|}-\frac{\left|\widetilde{f}_{n}^{N_{n}-1}\left(\tilde{L}_{n}\right)\right|}{\left|\widetilde{f}_{n}^{N_{n}-1}\left(\widetilde{R}_{n}\right)\right|}\right|
$$

is called the n-th order discrepancy between $f$ and $\tilde{f}$.
Proposition 10.2. Given a $C^{\infty}$ critical circle map $f$ with $\rho(f) \in \mathbb{B}$, consider a function $\sigma(n) \rightarrow \infty$ such that

$$
\lim \sup \frac{1}{n \sigma(n)} \log a_{n+1}=\infty
$$

Then for all $n \geqslant 1$, there exists a critical circle map $\tilde{f}=F(n ; f)$ with the same rotation number and critical point as $f$ and having the following properties.
(a) We have $\tilde{f}^{j}(c)=f^{j}(c)$ for $0 \leqslant j \leqslant q_{n+1}$; in particular, $J_{n}(\tilde{f})=J_{n}=$ $J_{n}(f)$.
(b) We have $\tilde{f}=\Phi \circ f$, where $\Phi$ is a $C^{\infty}$ diffeomorphism such that

$$
\left\|\Phi^{ \pm 1}-\operatorname{Id}_{\boldsymbol{S}^{1}}\right\|_{C^{k}} \leqslant B_{k}\left|J_{n}\right|^{\sigma(n)-k+1}
$$

for all $k$, where $B_{k}>0$ is constant depending only on $k$.
(c) The $n$-th order discrepancy between $f$ and $\tilde{f}$ is $\geqslant C\left|J_{n}\right|^{2 \sigma(n)}$.
(d) We have $J_{n+1}(\tilde{f})=J_{n+1}(f)$ and $\tilde{f}_{n+1}=f_{n+1}$; in particular, $m$-th order discrepancy between $f$ and $\tilde{f}$ is equal to zero for all $m>n$.
Proof. We modify $f$ inside $f^{-1}\left(\Delta_{1}^{(n)}\right)$ using a $C^{\infty}$ bump function so as to move $z_{n}$ by a distance $\geqslant C\left|\Delta_{1}^{(n)}\right|^{1+\sigma(n)}$ inside $\Delta_{1}^{(n)}$. This we do as follows.

Let $\varphi:[0,1] \rightarrow[0,1]$ be a $C^{\infty}$ perturbation of the identity such that $\mid \varphi(x)-$ $x\left|\geqslant\left|\Delta_{1}^{(n)}\right|^{\sigma(n)}\right.$ for all $\tau \leqslant x \leqslant 1-\tau$ (and $\tau$ as above), and such that $| D^{k} \varphi(x) \mid \leqslant$ $B_{k}\left|\Delta_{1}^{(n)}\right|^{\sigma(n)}$ for all $0 \leqslant x \leqslant 1$ and all $k \geqslant 2$. Define $\phi_{n}: \Delta_{1}^{(n)} \rightarrow \Delta_{1}^{(n)}$ by $\phi_{n}=A_{n} \circ \varphi \circ A_{n}^{-1}$ where $A_{n}$ is the affine orientation-preserving map that carries $[0,1]$ onto $\Delta_{1}^{(n)}$. Note that $\left|\phi_{n}\left(z_{n}\right)-z_{n}\right| \geqslant\left|\Delta_{1}^{(n)}\right|^{1+\sigma(n)}$. Moreover, since $D^{k} \phi_{n}=\left|\Delta_{1}^{(n)}\right|^{1-k} D^{k} \varphi$, we have

$$
\left\|\phi_{n}^{ \pm 1}-\mathrm{Id}_{\Delta_{1}^{(n)}}\right\|_{C^{k}} \leqslant B_{k}\left|\Delta_{1}^{(n)}\right|^{\sigma(n)-k+1}
$$

for all $k$. Define $\psi_{n}: \Delta_{a_{n+1}}^{(n)} \rightarrow \Delta_{a_{n+1}}^{(n)}$ as the conjugate of $\phi_{n}^{-1}$ by the diffeomorphism $f_{n}^{a_{n+1}-1}: \Delta_{1}^{(n)} \rightarrow \Delta_{a_{n+1}}^{(n)}$, namely

$$
\begin{equation*}
\psi_{n}=f_{n}^{a_{n+1}-1} \circ \phi_{n}^{-1} \circ\left(f_{n}^{a_{n+1}-1}\right)^{-1} . \tag{10.22}
\end{equation*}
$$

Using the $C^{m}$ Approximation Lemma 10.10, we see from (10.22) that

$$
\left\|\psi_{n}^{ \pm 1}-\operatorname{Id}_{\Delta_{a_{n}}^{(n)}}\right\|_{C^{k-1}} \leqslant C\left\|\phi_{n}^{ \pm 1}-\mathrm{Id}_{\Delta_{1}^{(n)}}\right\|_{C^{k}} \leqslant B_{k}\left|\Delta_{1}^{(n)}\right|^{\sigma(n)-k+1}
$$

Define $\Phi: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ to be equal to $\phi_{n}$ on $\Delta_{1}^{(n)}$, to $\psi_{n}$ on $\Delta_{a_{n}}^{(n)}$ and to the identity everywhere else. The critical circle map we look for is $\tilde{f}=\Phi \circ f$. Note that $\left\|\Phi^{ \pm 1}-\operatorname{Id}_{S^{1}}\right\|_{C^{k}} \leqslant B_{k}\left|\Delta_{1}^{(n)}\right|^{\sigma(n)-k+1}$ for all $k$; since $\left|\Delta_{1}^{(n)}\right| \asymp\left|J_{n}\right|$ by the real bounds, this proves (b). It is also clear from the construction that property (a) holds too. It follows in particular that the first $n+1$ partial quotients of the rotation number of $\tilde{f}$ agree with those of $f$. More remarkable is that, because what $\phi_{n}$ does is undone by $\psi_{n}$, we have

$$
\left\{\begin{array}{l}
\tilde{f}^{q_{n}}\left|I_{n+1}=f^{q_{n}}\right| I_{n+1} \\
\tilde{f}^{q_{n+1}}\left|I_{n}=f^{q_{n+1}}\right| I_{n} .
\end{array}\right.
$$

In other words, $\tilde{f_{n}}=f_{n}$, the $n$-th renormalizations agree. Therefore all subsequent renormalizations agree as well. This shows that $\rho(\tilde{f})=\rho(f)$ and also proves (d).

It remains to prove ( $c$ ), so we estimate the $n$-th order discrepancy between $f$ and $\tilde{f}$ from below. Since $\left|z_{n}-\widetilde{z}_{n}\right| \geqslant\left|\Delta_{1}^{(n)}\right|^{1+\sigma(n)}$, a simple calculation yields

$$
\begin{equation*}
\left|\frac{\left|L_{n}\right|}{\left|R_{n}\right|}-\frac{\left|\widetilde{L}_{n}\right|}{\left|\widetilde{R}_{n}\right|}\right| \geqslant C\left|\Delta_{1}^{(n)}\right|^{\sigma(n)} \geqslant C\left|J_{n}\right|^{2 \sigma(n)}, \tag{10.23}
\end{equation*}
$$

provided $n$ is sufficiently large. Since, by the real bounds, the map $f_{n}^{N-1}$ : $\Delta_{1}^{(n)} \rightarrow \Delta_{N_{n}}^{(n)}$ has bounded distortion, and since $\widetilde{f_{n}}=f_{n}$, inequality (10.23) gives us

$$
\left|\frac{\left|f_{n}^{N_{n}-1}\left(L_{n}\right)\right|}{\left|f_{n}^{N_{n}-1}\left(R_{n}\right)\right|}-\frac{\left|\tilde{f}_{n}^{N_{n}-1}\left(\tilde{L}_{n}\right)\right|}{\left|\tilde{f}_{n}^{N_{n}-1}\left(\widetilde{R}_{n}\right)\right|}\right| \geqslant C\left|J_{n}\right|^{2 \sigma(n)},
$$

and this proves $(c)$.

### 10.5.2 The counterexamples

We now iterate the procedure given by Proposition 10.2 to prove Theorem 10.7.
Proof of Theorem 10.7. We start with a $C^{\infty}$ map $f$ with $\rho(f) \in \mathbb{B}$ as before and select $n_{1}<n_{2}<\cdots$ such that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \frac{1}{n_{i} \sigma\left(n_{i}\right)} \log a_{n_{i}+1}=\infty \tag{10.24}
\end{equation*}
$$

where $\sigma(n)$ is as in Proposition 10.2. Now generate a sequence $g_{0}, g_{1}, \ldots, g_{i}, \ldots$ recursively, starting with $g_{0}=f$, and taking, for all $i \geqslant 0, g_{i+1}=F\left(n_{i+1}, g_{i}\right)$, where $F(\cdot, \cdot)$ is as given in Proposition 10.2. Each $g_{i}$ is a $C^{\infty}$ critical circle map with $\rho\left(g_{i}\right)=\rho(f)$, and $g_{i+1}=\Phi_{i+1} \circ g_{i}$, where $\Phi_{i+1}$ is a $C^{\infty}$ diffeomorphism with

$$
\begin{equation*}
\left\|\Phi_{k+1}^{ \pm 1}-\operatorname{Id}_{\boldsymbol{S}^{1}}\right\|_{C^{k}} \leqslant B_{k} \theta^{n_{i}\left(\sigma\left(n_{i}\right)-k+1\right)} \tag{10.25}
\end{equation*}
$$

for all $k$, where $0<\theta<1$ is a constant depending only on the real bounds. From (10.25) it follows that $\Phi=\lim \Phi_{i} \circ \cdots \circ \Phi_{1}$ exists as a $C^{\infty}$ diffeomorphism, and therefore so does $g=\lim g_{i}=\Phi \circ f$ as a critical circle map.

Using properties $(c)$ and $(d)$ of Proposition 10.2 for each $g_{i}$, we deduce that the $n_{i}$-th order discrepancy between $f$ and $g$ satisfies

$$
\begin{equation*}
\left|\frac{\left|f_{n_{i}}^{N_{i}-1}\left(L_{n_{i}}\right)\right|}{\left|f_{n_{i}}^{N_{i}-1}\left(R_{n_{i}}\right)\right|}-\frac{\left|g_{n_{i}}^{N_{i}-1}\left(\widetilde{L}_{n_{i}}\right)\right|}{\left|g_{n_{i}}^{N_{i}-1}\left(\widetilde{R}_{n_{i}}\right)\right|}\right| \geqslant C\left|J_{n_{i}}\right|^{2 \sigma\left(n_{i}\right)} \tag{10.26}
\end{equation*}
$$

where $N_{i}=\left\lceil a_{n_{i}+1} / 2\right\rceil$, etc.
Now, let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be the conjugacy between $f$ and $g$ mapping the critical point $c$ to itself. Suppose $h$ were $C^{1+\beta}$ for some $\beta>0$. Then the left-hand side of (10.26) would be $\leqslant C\left|f_{n_{i}}^{N_{i}-1}\left(\Delta_{1}^{\left(n_{i}\right)}\right)\right|^{\beta}$, where $\Delta_{1}^{\left(n_{i}\right)}=L_{n_{i}} \cup R_{n_{i}}$. But by Yoccoz's Lemma 7.3, we have

$$
\begin{equation*}
\left|f_{n_{i}}^{N_{i}-1}\left(\Delta_{1}^{\left(n_{i}\right)}\right)\right| \asymp \frac{1}{N_{i}^{2}}\left|J_{n_{i}}\right| \asymp \frac{1}{a_{n_{i}+1}^{2}}\left|J_{n_{i}}\right| \tag{10.27}
\end{equation*}
$$

Combining the above with (10.26) and (10.27), we would get the inequality

$$
a_{n_{i}+1}^{2 \beta}\left|J_{n_{i}}\right|^{2 \sigma\left(n_{i}\right)-\beta} \leqslant C
$$

But by the real bounds $\left|J_{n}\right| \geqslant C \mu^{n}$ for all $n$, where $0<\mu<1$. Therefore, taking logarithms, we would have

$$
\begin{equation*}
\lim \sup \frac{\log a_{n_{i}+1}}{n_{i} \sigma\left(n_{i}\right)} \leqslant \frac{1}{\beta} \log \frac{1}{\mu} \tag{10.28}
\end{equation*}
$$

but this clearly contradicts (10.24).
Remark 10.4. A closer look at the construction performed above, especially at expressions (10.25) and (10.28), reveals that if

$$
\lim \sup \frac{1}{n} \log a_{n}>\frac{k}{\beta_{0}} \log \frac{1}{\mu}
$$

then one can construct a pair of $C^{k}$ critical circle maps (whose renormalizations converge exponentially fast) that are not $C^{1+\beta}$ conjugate for any $\beta \geqslant \beta_{0}$.

## Exercises

Exercise 10.1. Let $f$ be a $C^{r}$ multicritical circle map with critical points labeled $c_{1}, c_{2}, \ldots, c_{N}$, and let $\phi$ a $C^{r}$ circle diffeomorphism. Prove that there exist constants $C=C(f, \phi)>0$ and $0<\mu=\mu(f)<1$ such that, for all $n \in \mathbb{N}$ and each $1 \leqslant i \leqslant N$, we have

$$
d_{r-1}\left(\mathscr{R}_{i}^{n} f, \mathscr{R}_{i}^{n}\left(\phi \circ f \circ \phi^{-1}\right)\right) \leqslant C \mu^{n}
$$

where $\mathscr{R}_{i}^{n}$ denotes the $n$-th renormalization around the $i$-th critical point (i.e., around $c_{i}$ for $f$ and around $\phi\left(c_{i}\right)$ for the conjugated map).
Exercise 10.2. Give a detailed proof of Lemma 10.6
Exercise 10.3. Show that the number $\rho$ whose partial quotients are $a_{n}=2^{2^{n}}$ is Diophantine (recall Chapter 4) and belongs to the set $\mathbb{B}$ defined by (10.21).
Exercise 10.4. Give a detailed proof of the assertion made in Remark 10.4.

## Quasiconformal Deformations

This chapter should be regarded as a second intermezzo (after Chapter 5). Here we briefly review some standard facts about the theory of quasiconformal mappings in the complex plane and the Riemann sphere. In such a short exposition we can hardly do justice to this beautiful and powerful theory. We refer the reader to the books of Ahlfors [2006] and Lehto and Virtanen [1973], which are classical references for the subject. Modern treatments, highlighting connections with Dynamical Systems and Teichmüller theory, can be found in the books of Carleson and Gamelin [1993], Farb and Margalit [2012], de Faria and de Melo [2008], Gardiner [1987], Gardiner and Lakic [2000], Hubbard [2006], McMullen [1994, 1996], and de Melo and van Strien [1993]. Here we limit ourselves to stating some fundamental facts about quasiconformal mappings, and to establishing an approximation result, namely Theorem 11.4 (borrowed from Guarino and de Melo [2017]), that will be a useful tool in the discussions of Chapter 13. Some of the ideas mentioned in this chapter will reappear in Chapter 14, which is fully focused on holomorphic methods.

The use of quasiconformal theory in holomorphic dynamics was initiated by Sullivan [1985]. He applied one of the cornerstones of the theory - the measur-
able Riemann mapping theorem with parameters or Ahlfors-Bers theorem (see Section 11.1) - to solve a long-standing conjecture by Fatou, stating that every component of the complement of the Julia set of a rational map of the Riemann sphere is eventually periodic.

What makes quasiconformal maps so useful in the study of holomorphic dynamical systems is the fact that, unlike analytic maps, they are very flexible. In many arguments in dynamics, say in the study of structural stability, it is sometimes necessary to be able to deform a given system into another nearby, within the same topological class, preserving its smoothness. Deformations using conjugation by $C^{1}$ diffeomorphisms (or better) are usually inadequate, because they preserve the eigenvalues at all periodic points. In the case of holomorphic dynamics, there is an abundance of periodic points in the non-wandering set of the map (which is essentially its Julia set), and the situation is simply too rigid to allow this type of deformation. By contrast, using conjugation by quasiconformal homeomorphisms, one can deform a holomorphic system into another system which is still holomorphic, but has different multipliers at corresponding periodic points. Moreover, the Ahlfors-Bers theorem yields a continuous path of holomorphic systems of the same topological type (known as Beltrami paths, see Chapter 14 below) joining the original system to the deformed one.

In this book, we are interested in the theory of quasiconformal maps only to the extent that it can be applied to the study of critical circle maps. In what follows, we make no attempt at a systematic exposition of this beautiful theory, but simply take stock of the relevant facts that will be needed later.

### 11.1 Quasiconformal homeomorphisms

The notion of quasiconformal homeomorphism was born of the necessity to solve a geometric extremal problem that can be formulated as follows: Given two rectangles in the plane, what is the most nearly conformal homeomorphism mapping one rectangle to the other, sending vertices to vertices? The answer turns out to be the obvious affine map that carries vertices to vertices as specified, but a proof of this fact depends on an inequality established by Grötzsch in 1928. Such affine map will be conformal if and only if the ratios between the "vertical" and "horizontal" sides are the same for both rectangles.

### 11.1.1 The geometric definition

The above extremal problem can be similarly formulated replacing rectangles with round annuli having concentric boundaries. The answer by Grötzsch reveals in particular that a conformal homeomorphism exists between both annuli if and only if the ratios of inner to outer radius are the same for both annuli, i.e., if and only if the have the same modulus, as we proceed to define.

Given $0<r<R \leqslant \infty$, the conformal modulus, or simply modulus, of the round annulus $A_{r, R}=\{z \in \mathbb{C}: r<|z|<R\}$ is defined to be $\bmod \left(A_{r, R}\right)=$ $\log (R / r)$. Now, given any topological annulus in the plane, i.e., any doubly connected region $\Omega \subset \mathbb{C}$ not equal to a punctured disk or plane, it can be shown (as a special case of the famous uniformization theorem, see Exercise 11.9) that there exists a conformal equivalence between $\Omega$ and some round annulus $A_{r, R}$; hence we define $\bmod (\Omega)=\bmod \left(A_{r, R}\right)$.

Thus, the above discussion motivates the following geometric definition of quasiconformality.

Definition 11.1. An orientation-preserving homeomorphism $f: U \rightarrow V$ between two regions $U, V$ in the complex plane (or Riemann sphere) is said to be $K$-quasiconformal, where $K \geqslant 1$ is a given constant, if for every topological annulus $\Omega \subset U$ we have $K^{-1} \bmod (\Omega) \leqslant \bmod (f(\Omega)) \leqslant K \bmod (\Omega)$.

This definition makes it obvious that a composition of a $K_{1}$-quasiconformal homeomorphism with a $K_{2}$-quasiconformal homeomorphism is $K_{1} K_{2}$-quasiconformal, and that the inverse of a $K$-quasiconformal homeomorphism is also $K$ quasiconformal. However, it is not of much practical value when we want to examine quasiconformal maps at the infinitesimal level. For instance, it is far from obvious from this definition that a 1-quasiconformal homeomorphism is in fact conformal (this is known as Weyl's lemma).

### 11.1.2 The analytic definition

Let us first recall the two basic differential operators of complex calculus:

$$
\frac{\partial}{\partial z}=\frac{1}{2}\left(\frac{\partial}{\partial x}-i \frac{\partial}{\partial y}\right) \quad \text { and } \quad \frac{\partial}{\partial \bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right) .
$$

Instead of $\frac{\partial f}{\partial z}$ and $\frac{\partial f}{\partial \bar{z}}$, we will use the more compact notation $\partial f$ and $\bar{\partial} f$ respectively. In other words, if $\Omega$ is a domain in $\mathbb{C}$ and $f: \Omega \rightarrow \mathbb{C}$ is differentiable at
$w \in \Omega$ (in the real sense), then

$$
(D f(w))(z)=\partial f(w) z+\bar{\partial} f(w) \bar{z} \quad \text { for any } z \in \mathbb{C} .
$$

Recall also that a continuous function $h: \mathbb{R} \rightarrow \mathbb{R}$ is absolutely continuous if it is differentiable at Lebesgue almost every point, its derivative is integrable and $h(b)-h(a)=\int_{a}^{b} D h(t) d t$, for any $a$ and $b$ in $\mathbb{R}$. A continuous function $f$ : $\Omega \subset \mathbb{C} \rightarrow \mathbb{C}$ is absolutely continuous on lines in $\Omega$ if its real and imaginary parts are absolutely continuous on Lebesgue almost every horizontal line, and Lebesgue almost every vertical line.

Definition 11.2. Let $\Omega \subset \mathbb{C}$ be a domain and let $K \geqslant 1$. An orientationpreserving homeomorphism $f: \Omega \rightarrow f(\Omega)$ is $K$-quasiconformal if it is absolutely continuous on lines and

$$
|\bar{\partial} f(z)| \leqslant\left(\frac{K-1}{K+1}\right)|\partial f(z)| \quad \text { for a.e. } z \in \Omega .
$$

A proof that Definition 11.1 and Definition 11.2 are equivalent can be found in Ahlfors [2006, Ch. II].

### 11.1.3 Measurable Riemann mapping theorem

Given a $K$-quasiconformal homeomorphism $f: \Omega \rightarrow f(\Omega)$ we define its Beltrami coefficient as the measurable function $\mu_{f}: \Omega \rightarrow \mathbb{D}$ given by

$$
\mu_{f}(z)=\frac{\bar{\partial} f(z)}{\partial f(z)} \quad \text { for a.e. } z \in \Omega .
$$

Note that $\mu_{f}$ belongs to $L^{\infty}(\Omega)$ and satisfies $\left\|\mu_{f}\right\|_{\infty} \leqslant(K-1) /(K+1)<1$. Conversely, any measurable function from $\Omega$ to $\mathbb{C}$ with $L^{\infty}$ norm less than one is the Beltrami coefficient of a quasiconformal homeomorphism. More precisely, we have the following result, which is known as Morrey's theorem or measurable Riemann mapping theorem.
Theorem 11.1. Given any measurable function $\mu: \Omega \rightarrow \mathbb{D}$ such that $|\mu(z)| \leqslant$ $(K-1) /(K+1)<1$ almost everywhere in $\Omega$ for some $K \geqslant 1$, there exists a $K$-quasiconformal homeomorphism $f^{\mu}: \Omega \rightarrow f^{\mu}(\Omega)$ which is a solution of the Beltrami equation

$$
\begin{equation*}
\bar{\partial} f^{\mu}(z)=\partial f^{\mu}(z) \mu(z) \quad \text { for a.e. } z \in \Omega . \tag{11.1}
\end{equation*}
$$

This solution is unique up to post-composition with biholomorphisms. In particular, if $\Omega$ is the entire Riemann sphere, there is a unique solution (called the normalized solution) that fixes 0,1 and $\infty$.

See Ahlfors [ibid., Ch. V, Section B] or Lehto and Virtanen [1973, Ch. V] for the proof. Note that Theorem 11.1 not only assures the existence of a solution of the Beltrami equation, but also the fact that such a solution is a homeomorphism, i.e., injective in $\Omega$.

Remark 11.1. Theorem 11.1 yields a solution to the classical problem of finding local isothermal coordinates on a given Riemannian surface. This problem goes back to Gauss, and in modern language his solution amounts to solving the Beltrami equation in the case when the Beltrami coefficient is a function that can be written as a convergent power series in $z$ and $\bar{z}$. In Exercise 11.10, the reader is invited to find a solution to (11.1) when $\mu$ is a polynomial in $z$ and $\bar{z}$.

Later in this chapter (in the proof of Theorem 11.4) we will need the following fact, whose proof can be found in Ahlfors [2006, Ch. V, Section C].

Proposition 11.1. If $\mu_{n} \rightarrow 0$ in the unit ball of $L^{\infty}(\widehat{\mathbb{C}})$, then the normalized quasiconformal homeomorphisms $f^{\mu_{n}}$ converge to the identity uniformly on compact sets of $\mathbb{C}$. In general, if $\mu_{n} \rightarrow \mu$ almost everywhere in $\widehat{\mathbb{C}}$ and $\left\|\mu_{n}\right\|_{\infty} \leqslant k<1$ for all $n \in \mathbb{N}$, then the normalized quasiconformal homeomorphisms $f^{\mu_{n}}$ converge to $f^{\mu}$ uniformly on compact sets of $\mathbb{C}$.

The Beltrami equation induces therefore a one-to-one correspondence between the space of quasiconformal homeomorphisms of $\widehat{\mathbb{C}}$ that fix 0,1 and $\infty$, and the space of (equivalence classes of) measurable complex-valued functions $\mu$ on $\widehat{\mathbb{C}}$ for which $\|\mu\|_{\infty}<1$. The following deep result expresses the analytic dependence of the solution of the Beltrami equation with respect to $\mu$, and it is known as the Ahlfors-Bers theorem.

Theorem 11.2. Let $\mathscr{U}$ be an open subset of some complex Banach space and consider a map $\mathscr{U} \times \mathbb{C} \rightarrow \mathbb{D}$, denoted by $(\lambda, z) \mapsto \mu_{\lambda}(z)$, satisfying the following properties.

1. For every $\lambda$ the function $\mathbb{C} \rightarrow \mathbb{D}$ given by $z \mapsto \mu_{\lambda}(z)$ is measurable, and $\left\|\mu_{\lambda}\right\|_{\infty} \leqslant k$ for some fixed $k<1$.
2. For Lebesgue almost every $z \in \mathbb{C}$, the function $\mathscr{U} \rightarrow \mathbb{D}$ given by $\lambda \mapsto$ $\mu_{\lambda}(z)$ is holomorphic.

For each $\lambda \in \mathscr{U}$, let $f^{\mu_{\lambda}}$ be the unique quasiconformal homeomorphism of the Riemann sphere that fixes 0,1 and $\infty$, and whose Beltrami coefficient is $\mu_{\lambda}$ ( $f^{\mu_{\lambda}}$ is given by Theorem 11.1). Then $\lambda \mapsto f^{\mu_{\lambda}}(z)$ is holomorphic for all $z \in \mathbb{C}$.

Again, we refer the reader to Ahlfors [2006, Ch. V, Section C] for a proof of Theorem 11.2.

### 11.2 A simple dynamical application

The measurable Riemann mapping theorem and its version with parameters, the Ahlfors-Bers theorem, have countless striking applications to many different areas, such as holomorphic dynamics, Kleinian groups, Riemann surface theory, Teichmüller theory. See the books we mentioned in the introduction to this chapter and references therein.

Here, we would like to discuss a simple application which is more specifically related to critical circle maps. It concerns our old friend, the Arnold family $f_{\alpha}$ : $\mathbb{C}^{*} \rightarrow \mathbb{C}^{*}$, with corresponding lifts $F_{\alpha}: \mathbb{C} \rightarrow \mathbb{C}$ given by

$$
F_{\alpha}(z)=z+\alpha-\frac{1}{2 \pi} \sin 2 \pi z .
$$

The maps $f_{\alpha}: \mathbb{C}^{*} \rightarrow \mathbb{C}^{*}$ are holomorphic branched covering of the cylinder $\mathbb{C}^{*}=\mathbb{C} / \mathbb{Z}$, branched at $z=1$, and the restrictions $f_{\alpha} \mid S^{1}$ are critical circle maps with a unique cubic critical point at $z=1$. We will show here that the elements of this family whose restrictions to $S^{1}$ have irrational rotation number are quasiconformally rigid. This fact will be relevant in our discussion of holomorphic commuting pairs in Chapter 14.

But first, some terminology and general facts. If $f: \mathbb{C}^{*} \rightarrow \mathbb{C}^{*}$ is holomorphic, we denote by $S_{f}$ the set of singular values of $f$, i.e., points in $\mathbb{C}^{*}$ all neighborhoods $U$ of which are such that $f^{-1}(U) \xrightarrow{f} U$ fails to be a covering map. We also write $X_{f}=\mathbb{C}^{*} \backslash S_{f}$ for the set of regular values, so that $f^{-1}\left(X_{f}\right) \xrightarrow{f} X_{f}$ is always a covering map. For example, since $1 \in \partial \mathbb{D}$ is the unique critical point of $f_{\alpha}$, it is easy to see that $S_{f_{\alpha}}=\left\{f_{\alpha}(1)\right\}$; in this case $f_{\alpha}^{-1}\left(X_{f_{\alpha}}\right)$ has an infinite discrete complement in $\mathbb{C}^{*}$. We let $J_{f}$ be the Julia set of $f$ (the closure of the set of repelling periodic points). A theorem due to Keen [1988] asserts that, if $S_{f}$ is finite, then $f$ has no wandering domains, i.e., no connected component of the complement of $J_{f}$ is wandering. This is certainly the case with the maps in the Arnold family.

We will need the following lemma.
Lemma 11.1. The family $\left\{f_{\alpha}\right\}$ is topologically complete, i.e., every symmetric, normalized holomorphic self-map of $\mathbb{C}^{*}$ which is topologically conjugate to a member of the family is a member also.

Proof. Let $f: \mathbb{C}^{*} \rightarrow \mathbb{C}^{*}$ be holomorphic and suppose $h: \widehat{\mathbb{C}} \rightarrow \widehat{\mathbb{C}}$ is an orientation preserving homeomorphism fixing 0 and $\infty$ and satisfying $h \circ f_{\alpha}=$ $f \circ h$. Let $A(z)=\lambda z$, where $\lambda=h \circ f_{\alpha}(1) / f_{\alpha}(1)$. This $A$ is homotopic to $h$ relative to $S_{f_{\alpha}} \cup\{0, \infty\}$, so the covering homotopy theorem yields a holomorphic lift $\widehat{A}: f_{\alpha}^{-1}\left(X_{f_{\alpha}}\right) \rightarrow f^{-1}\left(X_{f}\right)$, which is then homotopic to $h$ relative to $f_{\alpha}^{-1}\left(S_{f_{\alpha}}\right) \cup\{0, \infty\}$. Some easy topology and the removable singularity theorem show that $\widehat{A}$ is Möbius and fixes 0 and $\infty$. In particular, if $f$ is symmetric about $\partial \mathbb{D}$ and is normalized so that its critical point lies at $1 \in \partial \mathbb{D}$, then $\widehat{A}$ is the identity and $|\lambda|=1$, say $\lambda=e^{2 \pi i \theta}$. Therefore $f=A \circ f_{\alpha} \circ \widehat{A}^{-1}=f_{\alpha+\theta}$.

Theorem 11.3. If $\rho\left(f_{\alpha}\right)$ is irrational then $f_{\alpha}$ admits no non-trivial, symmetric, invariant Beltrami differentials entirely supported in its Julia set.

Proof. Now suppose $\mu$ is an $f_{\alpha}$-invariant Beltrami differential in $\widehat{\mathbb{C}}$ with support in $J_{f_{\alpha}}$; assume also that $\mu$ is symmetric about $\partial \mathbb{D}$. For all sufficiently small real $t$, let $h_{t}: \widehat{\mathbb{C}} \rightarrow \widehat{\mathbb{C}}$ be the unique solution to $\bar{\partial} h_{t}=(t \mu) \partial h_{t}$ fixing $\{0,1, \infty\}$ pointwise, and let $f_{t}=h_{t} \circ f_{\alpha} \circ h_{t}^{-1}$. Since $t \mu$ is symmetric and $f_{\alpha}$-invariant, each $f_{t}$ is symmetric and holomorphic, and has a single critical point at $1 \in \partial \mathbb{D}$. Using Lemma 11.1, we have $f_{t}=f_{\alpha_{t}}$ for some $\alpha_{t}$. But then $\rho\left(f_{\alpha_{t}}\right)=\rho\left(f_{\alpha}\right)$ is irrational, so $\alpha_{t}=\alpha$ for all $t$ (because the function $\alpha \mapsto \rho\left(f_{\alpha}\right)$ is a devil staircase; see Lemma 4.7). Therefore, $h_{t}$ commutes with $f_{\alpha}$ for all $t$; in particular $h_{t}$ must permute the elements of $Y_{n}=f_{\alpha}^{-n}(1)$, which is discrete in $\mathbb{C}^{*}$, for each $n \geqslant 0$. Since $h_{0}=\operatorname{Id}_{\widehat{\mathbb{C}}}$ and for each $z \in \widehat{\mathbb{C}}$ the path $t \rightarrow h_{t}(z)$ is continuous by the Ahlfors-Bers theorem, we deduce that $h_{t}$ fixes $Y_{n}$ pointwise for all $n \geqslant 0$, for all $t$. But by Montel's theorem,

$$
J_{f_{\alpha}} \subseteq \overline{\bigcup_{n \geqslant 0} Y_{n}}
$$

so $h_{t}$ agrees with the identity over $J_{f_{\alpha}}$ for all $t$. Since $h_{t}$ is conformal outside $J_{f_{\alpha}}$, it follows that $h_{t} \equiv \operatorname{Id}_{\widehat{\mathbb{C}}}$ for all $t$, and so $\mu \equiv 0$ almost everywhere.

### 11.3 Holomorphic approximation lemma

As already mentioned, our goal in this brief chapter is to prove the following consequence of Theorem 11.2, borrowed from Guarino and de Melo [2017, Prop. 5.5] and Guarino [2012, Prop. 3.3.2].

Theorem 11.4. For any bounded domain $U$ in the complex plane there exists a number $C(U)>0$, with $C(U) \leqslant C(W)$ if $U \subseteq W$, such that the following holds. Let $\left\{G_{n}: U \rightarrow G_{n}(U)\right\}_{n \in \mathbb{N}}$ be a sequence of quasiconformal homeomorphisms satisfying:

- The images $G_{n}(U)$ are uniformly bounded: there exists $R>0$ such that $G_{n}(U) \subset B(0, R)$ for all $n \in \mathbb{N}$;
- $\mu_{n} \rightarrow 0$ in $L^{\infty}$, where $\mu_{n}$ is the Beltrami coefficient of $G_{n}$ in $U$.

Then for any given domain $V$, compactly contained in $U$, there exist $n_{0} \in \mathbb{N}$ and a sequence $\left\{H_{n}: V \rightarrow H_{n}(V)\right\}_{n \geqslant n_{0}}$ of bi-holomorphisms such that

$$
\left\|H_{n}-G_{n}\right\|_{C^{0}(V)} \leqslant C(U)\left(\frac{R}{d(\partial V, \partial U)}\right)\left\|\mu_{n}\right\|_{\infty} \quad \text { for all } n \geqslant n_{0},
$$

where $d(\partial V, \partial U)$ denotes the Euclidean distance between the boundaries of $U$ and $V$.

Proof. For each $n \in \mathbb{N}$ we first extend $\mu_{n}$ to the complement of $U$ in the trivial way:

$$
\mu_{n}(z) \partial G_{n}(z)=\bar{\partial} G_{n}(z) \text { for a.e. } z \in U \text {, and } \mu_{n}(z)=0 \text { for all } z \in \widehat{\mathbb{C}} \backslash U \text {. }
$$

Of course if $\mu_{n} \equiv 0$ we just take $H_{n}=\left.G_{n}\right|_{V}$, so we may assume that $\left\|\mu_{n}\right\|_{\infty}>0$. Fix some small $\varepsilon \in\left(0,1-\left\|\mu_{n}\right\|_{\infty}\right)$ and denote by $\mathscr{B}_{n}$ the open disk $B(0,(1-$ $\varepsilon) /\left\|\mu_{n}\right\|_{\infty}$ ) centred at the origin with radius $(1-\varepsilon) /\left\|\mu_{n}\right\|_{\infty}$ in the complex plane (note that $\overline{\mathbb{D}} \subset \mathscr{B}_{n}$ ). Consider the one-parameter family of Beltrami coefficients $\left\{\mu_{n}(t)\right\}_{t \in \mathscr{B}_{n}}$ defined by

$$
\mu_{n}(t)=t \cdot \mu_{n}
$$

and note that for all $t \in \mathscr{B}_{n}$ we have $\left\|\mu_{n}(t)\right\|_{\infty}<1-\varepsilon<1$. Denote by $f^{\mu_{n}(t)}$ the solution of the Beltrami equation with coefficient $\mu_{n}(t)$, given by Theorem 11.1, normalized to fix 0,1 and $\infty$. Note that $f^{\mu_{n}(0)}$ is the identity for all $n \in \mathbb{N}$ and
that, by uniqueness, there exists a biholomorphism $H_{n}: f^{\mu_{n}(1)}(U) \rightarrow G_{n}(U)$ such that

$$
G_{n}=H_{n} \circ f^{\mu_{n}(1)} \text { in } U
$$

In order to estimate the uniform distance between $G_{n}$ and $H_{n}$, we need to first estimate the distance between $f^{\mu_{n}(1)}$ and the identity. To be more precise, we will prove now that the ratio $\left\|f^{\mu_{n}(1)}-\mathrm{Id}\right\|_{C^{0}(U)} /\left\|\mu_{n}\right\|_{\infty}$ is bounded by a constant only depending on $U$ (thus, independent of $n$ ). Indeed, by Theorem 11.2, we know that for any $z \in \mathbb{C}$ the curve $\left\{f^{\mu_{n}(t)}(z): t \in[0,1]\right\}$ is smooth. Following Ahlfors [2006, Ch. V, Section C], we use the notation

$$
\dot{f}_{n}(z, s)=\lim _{t \rightarrow 0} \frac{f^{\mu_{n}(s+t)}(z)-f^{\mu_{n}(s)}(z)}{t}
$$

The limit exists for every $z \in \mathbb{C}$ and every $s \in[0,1]$, and the convergence is uniform on compact sets of $\mathbb{C}$. Then we have

$$
\left\|f^{\mu_{n}(1)}-\mathrm{Id}\right\|_{C^{0}(U)}=\sup _{z \in U}\left\{\left|f^{\mu_{n}(1)}(z)-z\right|\right\} \leqslant \sup _{z \in U}\left\{\int_{0}^{1}\left|\dot{f}_{n}(z, s)\right| d s\right\} .
$$

Moreover, $\dot{f}_{n}$ has the following integral representation, borrowed from Ahlfors [ibid., Ch. V, Section C, Theorem 5]:

$$
\dot{f}_{n}(z, s)=-\frac{1}{\pi} \iint_{U} \mu_{n}(w) S\left(f^{\mu_{n}(s)}(w), f^{\mu_{n}(s)}(z)\right)\left(\partial f^{\mu_{n}(s)}(w)\right)^{2} d x d y
$$

for every $z \in \mathbb{C}$ and every $s \in[0,1]$, where $w=x+i y$ and

$$
S(w, z)=\frac{1}{w-z}-\frac{z}{w-1}+\frac{z-1}{w}=\frac{z(z-1)}{w(w-1)(w-z)} .
$$

From the well-known formula

$$
\begin{equation*}
\operatorname{det}\left(D f^{\mu_{n}(s)}(w)\right)=\left|\partial f^{\mu_{n}(s)}(w)\right|^{2}-\left|\bar{\partial} f^{\mu_{n}(s)}(w)\right|^{2} \tag{11.2}
\end{equation*}
$$

we obtain

$$
\left|\partial f^{\mu_{n}(s)}(w)\right|^{2}=\frac{1}{1-|s|^{2}\left|\mu_{n}(w)\right|^{2}} \operatorname{det}\left(D f^{\mu_{n}(s)}(w)\right)
$$

and then we deduce that $\left|\dot{f}_{n}(z, s)\right|$ is bounded by

$$
\begin{gathered}
\frac{1}{\pi} \iint_{U} \frac{\left|\mu_{n}(w)\right|}{1-|s|^{2}\left|\mu_{n}(w)\right|^{2}} \operatorname{det}\left(D f^{\mu_{n}(s)}(w)\right)\left|S\left(f^{\mu_{n}(s)}(w), f^{\mu_{n}(s)}(z)\right)\right| d x d y \\
\leqslant \frac{1}{\pi} \frac{\left\|\mu_{n}\right\|_{\infty}}{1-|s|^{2}\left\|\mu_{n}\right\|_{\infty}^{2}} \iint_{U} \operatorname{det}\left(D f^{\mu_{n}(s)}(w)\right)\left|S\left(f^{\mu_{n}(s)}(w), f^{\mu_{n}(s)}(z)\right)\right| d x d y \\
=\frac{1}{\pi} \frac{\left\|\mu_{n}\right\|_{\infty}}{1-|s|^{2}\left\|\mu_{n}\right\|_{\infty}^{2}} \iint_{f^{\mu_{n}(s)}(U)}\left|S\left(w, f^{\mu_{n}(s)}(z)\right)\right| d x d y .
\end{gathered}
$$

Therefore, the length of the curve $\left\{f^{\mu_{n}(t)}(z): t \in[0,1]\right\}$ is bounded by

$$
\begin{aligned}
& \frac{1}{\pi} \int_{0}^{1}\left[\frac{\left\|\mu_{n}\right\|_{\infty}}{1-|s|^{2}\left\|\mu_{n}\right\|_{\infty}^{2}} \iint_{f^{\mu_{n}(s)}(U)}\left|S\left(w, f^{\mu_{n}(s)}(z)\right)\right| d x d y\right] d s \\
& \quad \leqslant \frac{1}{\pi} \frac{\left\|\mu_{n}\right\|_{\infty}}{1-\left\|\mu_{n}\right\|_{\infty}^{2}} \int_{0}^{1}\left[\iint_{f^{\mu_{n}(s)}(U)}\left|S\left(w, f^{\mu_{n}(s)}(z)\right)\right| d x d y\right] d s .
\end{aligned}
$$

Considering

$$
M_{n}(U)=\frac{1}{\pi} \sup _{z \in U}\left\{\int_{0}^{1}\left[\iint_{f^{\mu_{n}(s)}(U)}\left|S\left(w, f^{\mu_{n}(s)}(z)\right)\right| d x d y\right] d s\right\},
$$

we get

$$
\left\|f^{\mu_{n}(1)}-\mathrm{Id}\right\|_{C^{0}(U)} \leqslant \frac{\left\|\mu_{n}\right\|_{\infty}}{1-\left\|\mu_{n}\right\|_{\infty}^{2}} M_{n}(U) .
$$

Recall that, by hypothesis, $\mu_{n} \rightarrow 0$ in $L^{\infty}(U)$. With this at hand, we deduce from Proposition 11.1 that, for any $s \in[0,1]$, the sequence $\left\{f^{\mu_{n}(s)}\right\}$ converges uniformly to the identity in $\bar{U}$. Therefore, the sequence $\left\{M_{n}(U)\right\}$ converges to

$$
\frac{1}{\pi} \sup _{z \in U}\left\{\iint_{U}|S(w, z)| d x d y\right\}<\frac{1}{\pi} \sup _{z \in U}\left\{\iint_{\mathbb{C}}|S(w, z)| d x d y\right\} .
$$

We claim that this supremum is finite. Indeed, for fixed $z \in \mathbb{C}$ we have that $S(w, z)$ is in $L^{1}(\mathbb{C})$, since it has simple poles at 0,1 and $z$, and is $O\left(|w|^{-3}\right)$ near $\infty$. Finiteness follows then from the compactness of $\bar{U}$. With this at hand, we obtain $n_{1} \in \mathbb{N}$ such that for all $n \geqslant n_{1}$ we have

$$
\left\|f^{\mu_{n}(1)}-\mathrm{Id}\right\|_{C^{0}(U)} \leqslant M(U)\left\|\mu_{n}\right\|_{\infty}
$$

with

$$
M(U)=\frac{2}{\pi} \sup _{z \in U}\left\{\iint_{U}|S(w, z)| d x d y\right\}
$$

where we have used the fact that $x \mapsto x /\left(1-x^{2}\right)$ is tangent to the identity at the origin.

Finally, we restrict both $H_{n}$ and $G_{n}=H_{n} \circ f^{\mu_{n}(1)}$ to $V$, and estimate its uniform distance. With this purpose, let $\delta>0$ be the Euclidean distance between the boundaries $\partial V$ and $\partial U$ (which are disjoint compact sets), that is, $\delta=d(\partial V, \partial U)=\min \{|z-w|: z \in \partial V, w \in \partial U\}$. Again by Proposition 11.1, there exists $n_{0} \geqslant n_{1}$ in $\mathbb{N}$ such that for all $n \geqslant n_{0}$ we have $V \subset f^{\mu_{n}(1)}(U)$ and moreover

$$
f^{\mu_{n}(1)}(U) \supseteq B(z, \delta / 2) \quad \text { for all } z \in V
$$

If we consider the restriction of $H_{n}$ to $V$ we have

$$
\begin{aligned}
\left\|H_{n}-G_{n}\right\|_{C^{0}(V)} & \leqslant\left\|H_{n}^{\prime}\right\|_{C^{0}(V)}\left\|f^{\mu_{n}(1)}-\mathrm{Id}\right\|_{C^{0}(U)} \\
& \leqslant\left\|H_{n}^{\prime}\right\|_{C^{0}(V)} M(U)\left\|\mu_{n}\right\|_{\infty}
\end{aligned}
$$

Finally, by Cauchy's standard estimates, we deduce for all $z \in V$

$$
\begin{aligned}
\left|H_{n}^{\prime}(z)\right| & =\left|\frac{1}{2 \pi i} \int_{\partial B(z, \delta / 2)} \frac{H_{n}(w)}{(w-z)^{2}} d w\right| \leqslant \frac{2\left\|H_{n}\right\|_{C^{0}\left(f^{\mu_{n}(1)}(U)\right)}^{\delta}}{\delta} \\
& =\frac{2\left\|G_{n}\right\|_{C^{0}(U)}}{\delta} \leqslant \frac{2 R}{\delta} \quad \text { for all } n \geqslant n_{0}
\end{aligned}
$$

In other words,

$$
\left\|H_{n}^{\prime}\right\|_{C^{0}(V)} \leqslant \frac{2 R}{d(\partial V, \partial U)} \quad \text { for all } n \geqslant n_{0}
$$

and then we obtain for all $n \geqslant n_{0}$ that

$$
\frac{\left\|H_{n}-G_{n}\right\|_{C^{0}(V)}}{\left\|\mu_{n}\right\|_{\infty}} \leqslant \frac{R}{d(\partial V, \partial U)} \frac{4}{\pi} \sup _{z \in U}\left\{\iint_{U}|S(w, z)| d x d y\right\}
$$

Therefore, it is enough to consider

$$
C(U)=\frac{4}{\pi} \sup _{z \in U}\left\{\iint_{U}|S(w, z)| d x d y\right\} .
$$

Theorem 11.4 will be crucial in Chapter 13, in order to shadow renormalization orbits of $C^{3}$ critical circle maps with suitable $C^{\omega}$ critical commuting pairs (see Theorem 13.4). We remark that Theorem 11.4 is applicable to many other situations - see for example the recent paper Clark and Trejo [2020, Section 5.5].

## Exercises

Exercise 11.1. We start with an elementary but important fact. Consider an ellipse in the complex plane centered at the origin, whose major axis makes an angle $\theta$ with the (positive) real axis. Let $L$ be the length of this major axis, and let $\ell$ be the length of the minor one. If

$$
z \mapsto w_{1} z+w_{2} \bar{z}
$$

is an $\mathbb{R}$-linear transformation that maps the given ellipse onto a round circle, consider

$$
\mu=\frac{w_{2}}{w_{1}}
$$

and note that $\mu$ is well defined, since the pair $w_{1}, w_{2}$ is unique up to multiplication by a nonzero constant. Show that the eccentricity of the ellipse, i.e., the ratio $L / \ell \in[1,+\infty)$, equals

$$
\frac{1+|\mu|}{1-|\mu|}
$$

and that the angle $\theta$ coincides with $\pi / 2+\arg (\mu) / 2$ (Hint: Take $w_{1}=e^{-i \theta}\left(L^{-1}+\right.$ $\left.\ell^{-1}\right)$ and $w_{2}=e^{i \theta}\left(L^{-1}-\ell^{-1}\right)$, so that $\left.\mu=e^{(2 \theta-\pi) i} \frac{L / \ell-1}{L / \ell+1}\right)$.

Let $U, V, W$ be domains in the complex plane. In the next four exercises, the reader may assume that $f: V \mapsto W$ and $g: U \mapsto V$ are $K$-quasiconformal $C^{1}$ diffeomorphisms.

Exercise 11.2. Conclude from Exercise 11.1 that, for every $z \in U$, the differential of $g$ at $z$ maps each ellipse centered at the origin with eccentricity

$$
\frac{1+\left|\mu_{g}(z)\right|}{1-\left|\mu_{g}(z)\right|} \leqslant K
$$

and whose major axis makes an angle $\pi / 2+\arg \left(\mu_{g}(z)\right) / 2$ with the (positive) real axis, onto a round circle ${ }^{1}$.

Exercise 11.3. Prove the identity (11.2).
Exercise 11.4. Prove that

$$
\begin{aligned}
\mu_{f \circ g}(z) & =\frac{\mu_{g}(z)+\mu_{f}(g(z)) \overline{\partial g(z)} / \partial g(z)}{1+\mu_{f}(g(z)) \partial \bar{g}(z) / \partial g(z)} \\
& =\frac{\mu_{g}(z)+\mu_{f}(g(z)) \overline{\partial g(z)} / \partial g(z)}{1+\overline{\mu_{g}(z)} \mu_{f}(g(z)) \overline{\partial g(z)} / \partial g(z)}
\end{aligned}
$$

for every $z \in U$.
Exercise 11.5. Using the previous exercise, show that if $f$ is holomorphic, then $\mu_{f \circ g}=\mu_{g}$ (note that this is consistent with the fact that postcomposing $g$ with a conformal map $f$ does not change which ellipse gets mapped to a circle). On the other hand, if $g$ is holomorphic, show that

$$
\mu_{f} \circ g=\left(\frac{g^{\prime}}{\left|g^{\prime}\right|}\right)^{2} \mu_{f \circ g} .
$$

In particular, $\left|\mu_{f} \circ g\right|=\left|\mu_{f \circ g}\right|$, which is consistent with the fact that precomposing $f$ with a conformal map $g$ can change the direction but not the eccentricity of an ellipse that is mapped to a circle.
Exercise 11.6. Using Exercise 11.4, prove that the inverse of a $K$-quasiconformal diffeomorphism is $K$-quasiconformal, and that the composition of a $K_{1}$-quasiconformal diffeomorphism with a $K_{2}$-quasiconformal diffeomorphism is $K_{1} K_{2}$-quasiconformal.

Exercise 11.7. Let $V \subset \mathbb{C}$ be a domain and let $\mu$ be a Beltrami coefficient on $V$, that is, $\mu: V \rightarrow \mathbb{D}$ is a measurable function such that $|\mu(z)| \leqslant(K-1) /(K+1)$ almost everywhere in $V$, for some $K \geqslant 1$. The pull-back of $\mu$ under a conformal

[^29]map $f: U \rightarrow V$ is defined as
$$
\left(f^{*} \mu\right)(z)=\left(\frac{\left(f^{-1}\right)^{\prime}(f(z))}{\left|\left(f^{-1}\right)^{\prime}(f(z))\right|}\right)^{2} \mu(f(z))
$$

Naturally, we say that $\mu$ is $f$-invariant if $U=V$ and $f^{*} \mu=\mu$ in $V$. If this is the case, show that if the $K$-quasiconformal homeomorphism $h: V \rightarrow h(V)$ is given by Theorem 11.1, then the conjugate $h \circ f \circ h^{-1}$ is holomorphic.

The following example is borrowed from the book of Carleson and Gamelin [1993, Ch. VI.4].

Exercise 11.8. Let $A \subset \mathbb{C}$ be an open annulus centered at the origin, let $t \in(0,1)$ and consider the Beltrami coefficient $\mu_{t}$ on $A$ given by

$$
\mu_{t}(z)=t\left(\frac{z}{|z|}\right)^{2}
$$

(i) Show that each $\mu_{t}$ is invariant under any rotation of the annulus $A$.
(ii) Show that, for each $t \in(0,1)$, the homeomorphism

$$
h_{t}(z)=|z|^{2 t /(1-t)} z=z^{1 /(1-t)} \bar{z}^{t /(1-t)}
$$

is a solution of the Beltrami equation $\bar{\partial} h_{t}=\partial h_{t} \mu_{t}$ in $A$.
Exercise 11.9. An annular Riemann surface is a Riemann surface $S$ whose fundamental group $\pi_{1}(S)$ is isomorphic to $\mathbb{Z}$. Using the Uniformization Theorem, show that any annular Riemann surface is conformally equivalent either to $\mathbb{C} \backslash\{0\}$, $\mathbb{D} \backslash\{0\}$ or to an annulus $A_{r, R}=\{z \in \mathbb{C}: r<|z|<R\}$. In the last case, show that the ratio $R / r$ is unique (Hint: Let $S$ be an annular Riemann surface which is not biholomorphic to the punctured plane. By the Uniformization Theorem, $S$ is conformally equivalent to a quotient of the upper half-plane $\mathbb{H}$ by a group $\Gamma$ of Möbius transformations, which acts freely and properly discontinuously on $\mathbb{H}$. Being isomorphic to $\pi_{1}(S)$, the group $\Gamma$ must be generated by a single transformation $\psi: \mathbb{H} \rightarrow \mathbb{H}$, i.e., $\Gamma=\left\{\psi^{n}\right\}_{n \in \mathbb{Z}}$. Now discuss on the number of fixed points of $\psi$ in $\overline{\mathbb{H}}$, noting that $\psi$ has no fixed points in $\mathbb{H}$ (since $\Gamma$ acts freely on $\mathbb{H}$ ), and at most two in $\overline{\mathbb{H}}$ ).

Exercise 11.10. The purpose of this exercise is to find local solutions to the Beltrami equation $\bar{\partial} f=\mu \partial f$ in the special case when $\mu$ is a polynomial in $z$ and $\bar{z}$ with complex coefficients, say

$$
\begin{equation*}
\mu(z)=\sum_{i, j=0}^{N} a_{i j} z^{i} \bar{z}^{j} \tag{11.3}
\end{equation*}
$$

The idea is to first seek a formal solution written in power-series as follows:

$$
\begin{equation*}
f(z)=\sum_{m, n=0}^{\infty} c_{m, n} z^{m} \bar{z}^{n} \tag{11.4}
\end{equation*}
$$

where the coefficients $c_{m, n} \in \mathbb{C}$ are to be determined.
(i) Plugging (11.3) and (11.4) into the Beltrami equation and comparing coefficients, show that for all $\ell, k \geqslant 0$ we have

$$
(\ell+1) c_{k, \ell+1}=\sum_{i, j=0}^{N}(k+1-i) a_{i j} c_{k+1-i, \ell-j}
$$

Here and below, we adopt the convention that $c_{m, n}=0$ whenever $m$ or $n$ is negative.
(ii) If $A=\max \left|a_{i j}\right|$, show using (i) that for all $m \geqslant 0$ and $n \geqslant 1$ we have

$$
\left|c_{m, n}\right| \leqslant \frac{A}{n} \sum_{i, j=0}^{N}(m+1-i)\left|c_{m+1-i, n-1-j}\right|
$$

(iii) Now suppose the coefficients $c_{m, 0}$ are given, and we know that there exists $\lambda>0$ such that $\left|c_{m, 0}\right| \leqslant \lambda^{m}$ for all $m \geqslant 0$. Using (ii) and induction in $n$, prove that for all $m, n \geqslant 0$ we have

$$
\left|c_{m, n}\right| \leqslant\binom{ m+n}{n} N^{2 m} A_{n} \lambda^{m+n}
$$

(iv) Deduce from (iii) that the series in (11.4) has a positive radius of convergence, and therefore the resulting $f$ solves the Beltrami equation for $\mu$ in a neighborhood of the origin.


## Lipschitz Estimates for Renormalization

Our goal in this chapter is to prove a modulus of continuity for the renormalization operator defined in Chapter 10. Our main result is Theorem 12.2, which establishes a Lipschitz estimate for renormalization, when restricted to suitable bounded pieces of topological conjugacy classes of $C^{3}$ critical commuting pairs with irrational rotation number and negative Schwarzian derivative. This is a rather technical and difficult chapter, and the reader may skip it on a first reading (just saving the statement of Theorem 12.2 for later use). Our exposition in the whole chapter follows closely the original work by Guarino, Martens, and de Melo [2018, Sections 5-10].

### 12.1 Lipschitz estimates for controlled commuting pairs

In order to state the main result of the present chapter, we need a couple of definitions. The bounded pieces mentioned in the introduction are defined as follows.

Definition 12.1. Let $K>1$ and let $\zeta=(\eta, \xi)$ be a normalized $C^{3}$ critical commuting pair which is renormalizable with some period $a \in \mathbb{N}$. We say that $\zeta$ is $K$-controlled if the following seven conditions are satisfied:

- $1 / K \leqslant \xi(0) \leqslant K$;
- $\xi(0)-\eta(\xi(0)) \geqslant 1 / K$;
- $\eta^{a-1}(\xi(0))-\eta^{a}(\xi(0)) \geqslant 1 / K$;
- $\eta^{a}(\xi(0)) \geqslant 1 / K$;
- $\eta^{a+1}(\xi(0)) \leqslant-1 / K$;
- $\|\xi\|_{C^{3}([-1,0])} \leqslant K$ and $\|\eta\|_{C^{3}([0, \xi(0)])} \leqslant K$;
- $D \eta(x) \geqslant 1 / K$ for all $x \in\left[\eta^{a}(\xi(0)), \xi(0)\right]$.

Of course if $\zeta$ is $K_{0}$-controlled and $K_{1} \geqslant K_{0}$, then $\zeta$ is also $K_{1}$-controlled.
Definition 12.2. For $K>1$ let $\mathscr{K}=\mathscr{K}(K)$ be the space of normalized $C^{3}$ critical commuting pairs which are $K$-controlled. For $K>1$ and $a \in \mathbb{N}$ let $\mathscr{K}_{a}(K)$ be the space of normalized $C^{3}$ critical commuting pairs which are renormalizable with period $a$ and $K$-controlled.

From the real bounds (Theorem 6.4) we know that after a finite number of renormalizations, every $C^{4}$ critical circle map with arbitrary irrational rotation number gives rise to a controlled commuting pair. More precisely, we have the following.

Theorem 12.1. There exists a universal constant $K_{0}>1$ with the following property: for any given $C^{4}$ critical circle map $f$ with irrational rotation number there exists $n_{0}=n_{0}(f) \in \mathbb{N}$ such that the critical commuting pair $\mathscr{R}^{n}(f)$ is $K_{0}-$ controlled for any $n \geqslant n_{0}$.

The $C^{4}$ smoothness hypothesis is needed for the critical commuting pair $\mathscr{R}^{n}(f)$ to be $C^{3}$ bounded for $n$ large enough. As mentioned before, our main result in this chapter is the following.

Theorem 12.2 (Lipschitz estimate). For any given $K>1$, there exist two constants $\varepsilon_{0}=\varepsilon_{0}(K) \in(0,1)$ and $L=L(K)>1$ with the following property. Let $\zeta_{0}$ and $\zeta_{1}$ be two infinitely renormalizable normalized $C^{3}$ critical commuting
pairs which are $K$-controlled, let both $\zeta_{0}$ and $\zeta_{1}$ have negative Schwarzian, and let $\rho\left(\zeta_{0}\right)=\rho\left(\zeta_{1}\right) \in[0,1] \backslash \mathbb{Q}$ and $d_{2}\left(\zeta_{0}, \zeta_{1}\right)<\varepsilon_{0}$. Then we have

$$
d_{2}\left(\mathscr{R}\left(\zeta_{0}\right), \mathscr{R}\left(\zeta_{1}\right)\right) \leqslant L d_{2}\left(\zeta_{0}, \zeta_{1}\right),
$$

where $d_{2}$ denotes the $C^{2}$ distance in the space of $C^{2}$ critical commuting pairs.
Let us make a few comments before entering the proof of Theorem 12.2.
Remark 12.1. One might guess that the condition $\left\lfloor 1 / \rho\left(\zeta_{0}\right)\right\rfloor=\left\lfloor 1 / \rho\left(\zeta_{1}\right)\right\rfloor$ should be enough in order to compare the commuting pairs $\mathscr{R}\left(\zeta_{0}\right)$ and $\mathscr{R}\left(\zeta_{1}\right)$. Unfortunately, this is not the case since there is no bound for the expansion of the renormalization operator along different topological classes (even sharing the same period of renormalization, see Proposition 12.1 for precise estimates). This is to be expected if we remember that renormalization acts as the Gauss map on the rotation number (as in (10.1)), and that the Gauss map has unbounded derivative on $(0,1)$. Remark 12.2. All estimates performed in this chapter rely heavily on Yoccoz's Lemma 7.3 , and that is why we require the negative Schwarzian condition in Theorem 12.2. But recall that, given a $C^{3}$ multicritical circle map $f$ with a critical point $c_{i}$, we know from Proposition 6.2 that the critical commuting pair $\mathscr{R}_{i}^{n}(f)$ has negative Schwarzian for sufficiently large $n$. Therefore, this assumption in Theorem 12.2 is harmless for the applications we have in mind.

Remark 12.3. It is not difficult to prove Theorem 12.2 if one considers an irrational rotation number of bounded type (say, bounded by $M$ ) allowing the Lipschitz constant $L$ to depend on $M$ (see Exercise 12.2). The main point in Theorem 12.2 is that the constant $L$ does not depend on the number of compositions defining the renormalization operator.

The remainder of this chapter is devoted to the proof of Theorem 12.2. As mentioned in the introduction, this is a rather technical and difficult chapter, and the reader may skip it on a first reading, just saving the statement of Theorem 12.2 for later use.

### 12.2 Standard families

Fix $K_{0}>1$ and let $\mathscr{K}$ be the space of normalized $C^{3}$ critical commuting pairs which are $K_{0}$-controlled (Definition 12.1). We will consider in this section a $C^{3}$ critical commuting pair $\zeta=(\eta, \xi)$ with negative Schwarzian that belongs
to $\mathscr{K}$, which is renormalizable with period $a \in \mathbb{N}$. For such a pair, we will construct/define its corresponding standard family.

For $\ell \in\{0, \ldots, a\}$, let $x_{\ell}=\eta^{\ell}(\xi(0))$. Note that $x_{\ell} \in I_{\eta}=[0, \xi(0)]$ for all $\ell \in\{0, \ldots, a\}$. Denote by $I_{\ell}, \ell \in\{1, \ldots, a\}$, the fundamental domains of $\eta$ given by $I_{\ell}=\left[\eta^{\ell}(\xi(0)), \eta^{\ell-1}(\xi(0))\right]$. By the commuting condition, $I_{1}=\xi\left(I_{\xi}\right)=$ $\xi([-1,0])$.

### 12.2.1 Glueing procedure and translations

Using the same notation as in the proof of Lemma 10.1, we have the following fact.

Lemma 12.1. There exists $s_{0}=s_{0}(\mathscr{K})>0$ such that, for any $\zeta=(\eta, \xi) \in \mathscr{K}$, both components of $A \backslash\{\eta(0)\}$ and both components of $B \backslash\{\xi(0)\}$ have Euclidean length greater than or equal to $s_{0}$.

Proof. There exist positive constants $\delta$ and $\rho$ (depending only on $K_{0}$ ) such that both components of $C \backslash\{0\}$ have Euclidean length greater than or equal to $\delta$, $\inf _{C}\{D \phi\}>\rho$ and $\inf _{C}\{D \psi\}>\rho$. Then it is enough to take $0<s_{0}<(\delta \rho)^{2 d+1}$, where the integer $2 d+1$ is the criticality of $\eta$ and $\xi$ at the origin.

Still in the notation of the proof of Lemma 10.1, let $M=V_{-} \cup V_{+} / \sim$, where $x \sim y$ if $x \in A, y \in B$ and $\widehat{\xi}(x)=\widehat{\eta}(y)$. Note that $\eta(0) \sim \xi(0)$ by the commuting condition (2) in Definition 10.1. Let $p: V_{-} \cup V_{+} \rightarrow M$ be the canonical projection for the identification $\sim$, and note that $M$ is a compact boundaryless one-dimensional $C^{3}$ manifold, since the map $\widehat{\eta}^{-1} \circ \widehat{\xi}: A \rightarrow B$ is a $C^{3}$ diffeomorphism.

Lemma 12.2. There exists a $C^{3}$ diffeomorphism $\psi: M \rightarrow \boldsymbol{S}^{1}$ such that defining $P: V_{-} \cup V_{+} \rightarrow \boldsymbol{S}^{1}$ as $P=\psi \circ p$ we have that for all $x, y \in A \cap I_{\xi}$, for all $x, y \in B \cap I_{\eta}$ and for all $x, y \in\left(I_{\xi} \cup I_{\eta}\right) \backslash(A \cup B)$,

$$
\frac{|x-y|}{K} \leqslant d(P(x), P(y)) \leqslant K|x-y|
$$

for some universal constant $K=K(\mathscr{K})>1$, where d denotes the Euclidean distance in the unit circle.

From now on let $P: V_{-} \cup V_{+} \rightarrow \boldsymbol{S}^{1}$ be the $C^{3}$ map defined in Lemma 12.2. Given $t \in \mathbb{R}$ we define the translation by $t$ on $I_{\xi} \cup I_{\eta}$ to be the $C^{3}$ map $T$ :
$I_{\xi} \cup I_{\eta} \times \mathbb{R} \rightarrow I_{\xi} \cup I_{\eta}$ given by

$$
\left(P \circ T_{t}\right)(x)=e^{2 \pi i t} P(x),
$$

that is, $T(x, t)=T_{t}(x)=P^{-1}\left(e^{2 \pi i t} P(x)\right)$, whenever is clear which preimage under $P$ we choose for points in $P(A)$. In particular $T_{0}$ is the identity on $I_{\xi} \cup I_{\eta}$. Note also that

$$
\frac{\partial T}{\partial t}(x, t)=\frac{1}{D P\left(T_{t}(x)\right)} \quad \text { and } \quad \frac{\partial T}{\partial x}(x, t)=\frac{D P(x)}{D P\left(T_{t}(x)\right)} .
$$

From Lemma 12.2, we get that $1 / K \leqslant \frac{\partial T}{\partial t}(x, t) \leqslant K$ for all $x \in I_{\xi} \cup I_{\eta}$.

### 12.2.2 Standard families of commuting pairs

By Condition (5) in Definition 10.1, the discontinuous piecewise smooth map $\widetilde{f}_{\zeta}: I_{\xi} \cup I_{\eta} \rightarrow I_{\xi} \cup I_{\eta}$ given by

$$
\tilde{f}_{\zeta}(x)= \begin{cases}\xi(x) & \text { for } x \in I_{\xi} \\ \eta(x) & \text { for } x \in I_{\eta}\end{cases}
$$

projects under $p$ to a $C^{3}$ homeomorphism of the quotient manifold $M$, and then it projects under $P$ to a $C^{3}$ critical circle map $f_{\zeta}$ in $S^{1}$.

By Lemmas 12.1 and 12.2 above, the Euclidean length of both components of $P(A) \backslash\left\{f_{\zeta}(P(0))\right\}$ in $S^{1}$ is bounded from below by some positive constant $l_{0}$, universal in $\mathscr{K}$. For $t \in W=\left(-l_{0}, l_{0}\right)$ let $f_{t}: S^{1} \rightarrow S^{1}$ be the $C^{3}$ critical circle map given by $f_{t}(z)=e^{2 \pi i t} f_{\zeta}(z)$, and note that $f_{0}=f_{\zeta}$. Since the critical value of $f_{t}$ (which is $e^{2 \pi i t} f_{\zeta}(P(0))$ ) belongs to $P(A)$ we can lift each $f_{t}$ up to a $C^{3}$ critical commuting pair $\zeta_{t}=\left(\eta_{t}, \xi_{t}\right)$ with
$\xi_{t}(x)=\left(T_{t} \circ \xi_{0}\right)(x)=T\left(\xi_{0}(x), t\right) \quad$ and $\quad \eta_{t}(x)=\left(T_{t} \circ \eta_{0}\right)(x)=T\left(\eta_{0}(x), t\right)$.
Note that

$$
\frac{\partial \xi_{t}}{\partial t}(x)=\frac{1}{D P\left(\xi_{t}(x)\right)} \quad \text { and } \quad \frac{\partial \eta_{t}}{\partial t}(x)=\frac{1}{D P\left(\eta_{t}(x)\right)}
$$

Lemma 12.3. There exists $K=K(\mathscr{K})>1$ such that $|t| / K \leqslant d_{2}\left(\zeta_{0}, \zeta_{t}\right) \leqslant K|t|$ for all $t \in W$.

Now let $W_{a} \subset W$ be the set of all $t \in W$ such that $\zeta_{t}$ is renormalizable with period $a$, that is,

$$
W_{a}=\left\{t \in W:\left\lfloor\frac{1}{\rho\left(\zeta_{t}\right)}\right\rfloor=\left\lfloor\frac{1}{\rho\left(\zeta_{0}\right)}\right\rfloor=a\right\} .
$$

Lemma 12.4. There exists $a_{0}=a_{0}(\mathscr{K}) \in \mathbb{N}$ such that if $a \geqslant a_{0}$ we have that $\overline{W_{a}} \subset W$. If we denote the boundary points of $W_{a}$ by $-w_{-}^{a}$ and $w_{+}^{a}$, that is, $W_{a}=\left[-w_{-}^{a}, w_{+}^{a}\right]$, we have that

$$
\eta_{-w \underline{a}}^{a+1}\left(\xi_{-w_{\underline{a}}^{a}}(0)\right)=0 \quad \text { and } \quad \eta_{w_{+}^{a}}^{a}\left(\xi_{w_{+}^{a}}(0)\right)=0 .
$$

Proof. By Lemma 12.2, there exists a universal upper bound $K>0$ for the first derivative of $P$ in $V_{-} \cup V_{+}$. By Yoccoz's Lemma 7.3, it is enough to take $a_{0} \gtrsim$ $(K /|W|)^{1 / 2}$ in order to have $|W| \gtrsim K / a_{0}^{2}$. The assertion about the boundary of $W_{a}$ follows by combinatorics.

Corollary 12.1. Let $a_{0}=a_{0}(\mathscr{K})$ be given by Lemma 12.4. Let $\zeta$ be a normalized $C^{3}$ critical commuting pair that belongs to $\mathscr{K}$ which is renormalizable with period $a \geqslant a_{0}$. Given $x \in\left[0, \eta^{a}(\xi(0))\right]$, there exists $t_{x} \leqslant 0$ in $W_{a}(\zeta)$ such that $\eta_{t_{x}}^{a}\left(\xi_{t_{x}}(0)\right)=x$.

Finally, let $V=\left[-v_{-}, v_{+}\right] \subset W_{a}$ defined by

$$
\eta_{-v_{-}}^{a+1}\left(\xi_{-v_{-}}(0)\right)=-1 / K_{0}^{2} \quad \text { and } \quad \eta_{v_{+}}^{a}\left(\xi_{v_{+}}(0)\right)=1 / K_{0}^{2}
$$

Lemma 12.5. For any $t \in V$ and any $k \in\{1, \ldots, a-1\}$, the $C^{3}$ diffeomorphism $\eta_{t}^{a-k}: I_{k}(t) \rightarrow I_{a}(t)$ has universally bounded distortion.

Recall that $I_{\ell}(t)=\left[x_{\ell}(t), x_{\ell-1}(t)\right]$, for all $\ell \in\{1, \ldots, a\}$.
Proof. Combine Koebe distortion principle (Lemma 5.2) with the $K$-control.
Lemma 12.6. Let $a_{0}=a_{0}(\mathscr{K})$ be given by Lemma 12.4. Let $\zeta_{0}=\left(\eta_{0}, \xi_{0}\right)$ and $\zeta_{1}=\left(\eta_{1}, \xi_{1}\right)$ be two normalized $C^{3}$ critical commuting pairs that belong to $\mathscr{K}$ which are renormalizable with the same period $a \geqslant a_{0}$. Then there exists $t_{0} \in V\left(\zeta_{0}\right) \subset W_{a}\left(\zeta_{0}\right)$ such that

$$
\eta_{t_{0}}^{a}\left(\xi_{t_{0}}(0)\right)=\eta_{1}^{a}\left(\xi_{1}(0)\right) \quad \text { and } \quad d_{2}\left(\zeta_{0}, \zeta_{t_{0}}\right) \leqslant K d_{2}\left(\zeta_{0}, \zeta_{1}\right)
$$

where the constant $K=K(\mathscr{K})>1$ is given by Lemma 12.3.


Figure 12.1: Standard families of critical commuting pairs (in this figure, the period of $\zeta_{0}$ is equal to 3 , while the period of $\zeta_{t_{0}}$ is 6 ).

Proof. We may suppose that $\eta_{0}^{a}\left(\xi_{0}(0)\right) \geqslant \eta_{1}^{a}\left(\xi_{1}(0)\right)$, that is, $\eta_{1}^{a}\left(\xi_{1}(0)\right)$ belongs to the interval $\left[1 / K_{0}, \eta_{0}^{a}\left(\xi_{0}(0)\right)\right] \subset\left[1 / K_{0}, K_{0}\right]$. By Corollary 12.1 there exists $t_{0}<0$ in $V\left(\zeta_{0}\right)$ such that $\eta_{t_{0}}^{a}\left(\xi_{t_{0}}(0)\right)=\eta_{1}^{a}\left(\xi_{1}(0)\right)$. Note that $\eta_{t_{0}}^{a+1}\left(\xi_{t_{0}}(0)\right) \leqslant$ $\eta_{0}^{a+1}\left(\xi_{0}(0)\right) \leqslant-1 / K_{0}<-1 / K_{0}^{2}$. Now let $K=K(\mathscr{K})>1$ be given by Lemma 12.3. We claim that $\left|t_{0}\right| \leqslant K d_{2}\left(\zeta_{0}, \zeta_{1}\right)$. Indeed, if $\left|t_{0}\right|>K d_{2}\left(\zeta_{0}, \zeta_{1}\right)$ we would have $\xi_{t_{0}}<\xi_{1}$ and $\eta_{t_{0}}<\eta_{1}$ in the corresponding intersections of domains, but this implies that $\eta_{t_{0}}^{a}\left(\xi_{t_{0}}(0)\right)<\eta_{1}^{a}\left(\xi_{1}(0)\right)$ which is a contradiction. Then $\left|t_{0}\right| \leqslant$ $K d_{2}\left(\zeta_{0}, \zeta_{1}\right)$ and we are done.

### 12.2.3 Renormalization of standard families

As before, fix $K_{0}>1$ and let $\mathscr{K}$ be the space of normalized $C^{3}$ critical commuting pairs which are $K_{0}$-controlled (Definition 12.1). Again, we consider in this section a normalized $C^{3}$ critical commuting pair $\zeta=(\eta, \xi)$ in $\mathscr{K}$ with negative Schwarzian, which is renormalizable with some period $a \in \mathbb{N}$. Let $V(\zeta)$ be the parameter interval for the standard family around $\zeta$ constructed in Section 12.2.2, and consider the one-parameter family of $C^{3}$ critical commuting pairs given by $G_{t}=p \mathscr{R}\left(\zeta_{t}\right)$ for each $t \in V$; that is, $G_{t}$ is the pre-renormalization of $\zeta_{t}$ (Definition 10.3).

Proposition 12.1. There exists $K=K(\mathscr{K})>1$ such that for all $t \in V$ and for all $x$ in the domain of $G_{t}$ we have

$$
\frac{\partial G_{t}}{\partial t}(x) \asymp a^{3} \quad \text { if } x<0, \text { and } \quad \frac{\partial G_{t}}{\partial t}(x) \asymp 1 \quad \text { if } x>0 .
$$

Proof. We claim first that for $t \in V$ and $x \in I_{\xi_{t}}$ we have the identity

$$
\begin{equation*}
\frac{\partial G_{t}}{\partial t}(x)=\frac{\partial \xi_{t}}{\partial t}(x) D \eta_{t}^{a}\left(\xi_{t}(x)\right)+\sum_{k=1}^{a} \frac{\partial T}{\partial t}\left(\eta_{0}\left(\eta_{t}^{k-1}\left(\xi_{t}(x)\right)\right), t\right) D \eta_{t}^{a-k}\left(\eta_{t}^{k}\left(\xi_{t}(x)\right)\right) \tag{12.1}
\end{equation*}
$$

Indeed, fix $x \in I_{\xi_{t}}$ and for each $j \in\{0,1, \ldots, a\}$ let $y_{j}(t)=\eta_{t}^{j}\left(\xi_{t}(x)\right)$. Note that $y_{0}(t)=\xi_{t}(x)$ and $y_{a}(t)=G_{t}(x)$ for $x<0$. Since $y_{j+1}(t)=\eta_{t}\left(y_{j}(t)\right)=$ $T\left(\eta_{0}\left(y_{j}(t)\right), t\right)$ for all $j \in\{0,1, \ldots, a-1\}$ we see that

$$
\begin{align*}
y_{j+1}^{\prime}(t) & =y_{j}^{\prime}(t) \frac{\partial T}{\partial x}\left(\eta_{0}\left(y_{j}(t)\right), t\right) D \eta_{0}\left(y_{j}(t)\right)+\frac{\partial T}{\partial t}\left(\eta_{0}\left(y_{j}(t)\right), t\right)  \tag{12.2}\\
& =y_{j}^{\prime}(t) D \eta_{t}\left(y_{j}(t)\right)+\frac{\partial T}{\partial t}\left(\eta_{0}\left(y_{j}(t)\right), t\right)
\end{align*}
$$

since from $\eta_{t}(x)=T\left(\eta_{0}(x), t\right)$ we get $D \eta_{t}(x)=\frac{\partial T}{\partial x}\left(\eta_{0}(x), t\right) D \eta_{0}(x)$. By


Figure 12.2: Both critical commuting pairs of Figure 12.1, and their renormalizations.
induction on (12.2) we obtain that for all $j \in\{1, \ldots, a\}$,

$$
\begin{aligned}
y_{j}^{\prime}(t)= & y_{0}^{\prime}(t) \prod_{l=0}^{j-1} D \eta_{t}\left(y_{l}(t)\right)+\sum_{k=1}^{j-1} \frac{\partial T}{\partial t}\left(\eta_{0}\left(y_{k-1}(t)\right), t\right) \prod_{l=k}^{j-1} D \eta_{t}\left(y_{l}(t)\right) \\
& +\frac{\partial T}{\partial t}\left(\eta_{0}\left(y_{j-1}(t)\right), t\right) \\
= & y_{0}^{\prime}(t) D \eta_{t}^{j}\left(y_{0}(t)\right)+\sum_{k=1}^{j-1} \frac{\partial T}{\partial t}\left(\eta_{0}\left(y_{k-1}(t)\right), t\right) D \eta_{t}^{j-k}\left(y_{k}(t)\right) \\
& +\frac{\partial T}{\partial t}\left(\eta_{0}\left(y_{j-1}(t)\right), t\right) \\
= & y_{0}^{\prime}(t) D \eta_{t}^{j}\left(y_{0}(t)\right)+\sum_{k=1}^{j} \frac{\partial T}{\partial t}\left(\eta_{0}\left(y_{k-1}(t)\right), t\right) D \eta_{t}^{j-k}\left(y_{k}(t)\right)
\end{aligned}
$$

In particular,

$$
\frac{\partial G_{t}}{\partial t}(x)=y_{a}^{\prime}(t)=y_{0}^{\prime}(t) D \eta_{t}^{a}\left(y_{0}(t)\right)+\sum_{k=1}^{a} \frac{\partial T}{\partial t}\left(\eta_{0}\left(y_{k-1}(t)\right), t\right) D \eta_{t}^{a-k}\left(y_{k}(t)\right)
$$

and then we obtain for all $t \in V$ and all $x \in I_{\xi_{t}}$ the desired identity (12.1). Now by Lemma 12.2, the $K_{0}$-control and Lemma 12.5 we have

$$
\begin{aligned}
0 \leqslant \frac{\partial \xi_{t}}{\partial t}(x) D \eta_{t}^{a}\left(\xi_{t}(x)\right) & =\left(\frac{D \eta_{0}\left(\eta_{t}^{a-1}\left(\xi_{t}(x)\right)\right) D P\left(\eta_{0}\left(\eta_{t}^{a-1}\left(\xi_{t}(x)\right)\right)\right)}{D P\left(\xi_{t}(x)\right) D P\left(\eta_{t}^{a}\left(\xi_{t}(x)\right)\right)}\right) D \eta_{t}^{a-1}\left(\xi_{t}(x)\right) \\
& \leqslant K D \eta_{0}\left(\eta_{t}^{a-1}\left(\xi_{t}(x)\right)\right) D \eta_{t}^{a-1}\left(\xi_{t}(x)\right) \leqslant K \frac{\left|I_{a}(t)\right|}{\left|I_{1}(t)\right|} \leqslant K
\end{aligned}
$$

On the other hand, for all $k \in\{1, \ldots, a\}$, we have

$$
\frac{\partial T}{\partial t}\left(\eta_{0}\left(\eta_{t}^{k-1}\left(\xi_{t}(x)\right)\right), t\right)=\frac{1}{D P\left(\eta_{t}^{k}\left(\xi_{t}(x)\right)\right)} \in\left[\frac{1}{K}, K\right]
$$

again by Lemma 12.2. Therefore, it follows from (12.1) that for any $x<0$ we have

$$
\frac{\partial G_{t}}{\partial t}(x) \asymp \sum_{k=1}^{a-1} D \eta_{t}^{a-k}\left(\eta_{t}^{k}\left(\xi_{t}(x)\right)\right), \quad \text { whenever } a>1
$$

Again by Lemma 12.5 (bounded distortion) and the $K_{0}$-control we have that

$$
\frac{\partial G_{t}}{\partial t}(x) \asymp \sum_{k=1}^{a-1} \frac{\left|I_{a}(t)\right|}{\left|I_{k}(t)\right|} \asymp \sum_{k=1}^{a-1} \frac{1}{\left|I_{k}(t)\right|}
$$

Therefore, by Yoccoz's Lemma 7.3 we obtain

$$
\frac{\partial G_{t}}{\partial t}(x) \asymp \sum_{k=1}^{a-1} \min \{k, a-k\}^{2} \asymp a^{3} \quad \text { for any } x<0
$$

Finally, recall that for $x \in\left[0, \eta_{t}^{a}\left(\xi_{t}(0)\right)\right]$ we have $G_{t}(x)=\eta_{t}(x)$ and then

$$
\frac{\partial G_{t}}{\partial t}(x)=\frac{\partial \eta_{t}}{\partial t}(x)=\frac{1}{D P\left(\eta_{t}(x)\right)} \in\left[\frac{1}{K}, K\right]
$$

by Lemma 12.2.

With Proposition 12.1 at hand, we obtain the following.
Corollary 12.2. There exists $K=K(\mathscr{K})>1$ such that for all $t \in V$ and $x, y \in I_{\xi_{t}}$ we have

$$
\frac{\left|\frac{\partial \boldsymbol{G}_{t}}{\partial t}(x)\right|}{\left|\frac{\partial \boldsymbol{G}_{t}}{\partial t}(y)\right|} \leqslant K
$$

In particular,

$$
\frac{\left|G_{t}(x)-G_{0}(x)\right|}{\left|G_{t}(y)-G_{0}(y)\right|}=\frac{\left|\eta_{t}^{a}\left(\xi_{t}(x)\right)-\eta_{0}^{a}\left(\xi_{0}(x)\right)\right|}{\left|\eta_{t}^{a}\left(\xi_{t}(y)\right)-\eta_{0}^{a}\left(\xi_{0}(y)\right)\right|} \leqslant K
$$

for all $t \in V \backslash\{0\}$ and $x, y \in I_{\xi_{t}} \cap I_{\xi_{0}}=\left[\max \left\{\eta_{0}(0), \eta_{t}(0)\right\}, 0\right]$.

### 12.3 Orbit Deformations

We begin this section with the following fact.
Lemma 12.7. Given $K>1$, there exists $a_{0}=a_{0}(K) \in \mathbb{N}$ with the following property. Let $\zeta=(\eta, \xi)$ be a normalized $C^{3}$ critical commuting pair with negative Schwarzian which is $K$-controlled and renormalizable with some period $a \geqslant a_{0}$. Then there exists a unique $p$ in $I_{\eta}$ such that $|\eta(p)-p| \leqslant|\eta(x)-x|$ for all $x \in I_{\eta}$. Moreover, the point $p$ belongs to the interior of $I_{\eta}, D \eta(p)=1$ and $D^{2} \eta(p)<0$.

Proof. Since $\zeta$ is renormalizable we know that $x>\eta(x)$ for all $x \in I_{\eta}$. From the continuity of $\eta$ and the compactness of its domain $I_{\eta}$, we obtain the existence of a point $p$ such that $0<|\eta(p)-p| \leqslant|\eta(x)-x|$ for all $x \in I_{\eta}$.

We claim first that if $a_{0}>K^{2}$ and $a \geqslant a_{0}$, then $p$ belongs to the interior of $I_{\eta}$. Indeed, note first that the (positive) difference Id $-\eta$ equals $\left|I_{\xi}\right|$ at the origin, and equals $\left|\xi\left(I_{\xi}\right)\right|$ at the point $\xi(0)$. In both cases it is greater than $1 / K$, by the $K$-control hypothesis. If $p$ is one of the boundary points of $I_{\eta}$, we would have $|\eta(x)-x| \geqslant 1 / K$ for all $x \in I_{\eta}$, and since the period of $\zeta$ is $a$, we would have $a / K<\left|I_{\eta}\right|$. On the other hand, again by the $K$-control hypothesis, we have $a_{0}>K^{2}>K\left|I_{\eta}\right|$ and then $\left|I_{\eta}\right|<a_{0} / K$, which gives the desired contradiction.

With the claim at hand, we clearly have $D \eta(p)=1$ and $D^{2} \eta(p) \leqslant 0$. Uniqueness of $p$ follows at once from the Minimum Principle (Lemma 5.1). Now we claim that $D^{2} \eta(p)$ is strictly negative. Indeed, if $D^{2} \eta(p)=0$ we would have $D^{3} \eta(p)=S \eta(p)<0$, and then it would exist $\delta_{0}>0$ such that $D^{2} \eta(x)>0$ for
all $x \in\left(p-\delta_{0}, p\right)$. But then it would exist $0<\delta_{1} \leqslant \delta_{0}$ such that $|\eta(x)-x|<$ $|\eta(p)-p|$ for all $x \in\left(p-\delta_{1}, p\right)$, which gives the desired contradiction.

Remark 12.4. We can slightly improve the statement of Lemma 12.7: there exists $K_{0}=K_{0}(K)>1$ such that $D^{2} \eta(p)<-1 / K_{0}$. Indeed, the fact that $D^{2} \eta(p)$ is uniformly bounded away from zero (by a constant depending only on $K$ ) follows from (the proof of) Yoccoz's Lemma 7.3.

Throughout this section, fix $K>1$ and let $\mathscr{K}$ be the space of normalized $C^{3}$ critical commuting pairs which are $K$-controlled (Definition 12.1). Let $\zeta=(\eta, \xi)$ and $\tilde{\zeta}=(\tilde{\eta}, \tilde{\xi})$ be two $C^{3}$ critical commuting pairs with negative Schwarzian that belong to $\mathscr{K}$ which are renormalizable with the same period $a \geqslant a_{0}$, where $a_{0} \in \mathbb{N}$ is given by Lemma 12.7. Denote by $\varepsilon>0$ the $C^{2}$ distance between $\zeta$ and $\tilde{\zeta}$, that is, $\varepsilon=d_{2}(\zeta, \tilde{\zeta})$. We will assume that $\varepsilon<\varepsilon_{0}$, where $\varepsilon_{0}>0$ will be fixed later in this section (see the proof of Claim 12.3.1 below, during the proof of Lemma 12.11). Moreover, we will only consider in this section the special situation when
(1) $I_{\eta}=I_{\tilde{\eta}}$ and $I_{\xi}=I_{\tilde{\xi}}=[-1,0]$,
(2) $p=\widetilde{p}$, where $D \eta(p)=D \widetilde{\eta}(\widetilde{p})=1$ (see Lemma 12.7).

Let $H: I_{\eta} \rightarrow[-\varepsilon, \varepsilon] \subset \mathbb{R}$ be defined by $H(x)=\eta(x)-\tilde{\eta}(x)$, and let

$$
h=H(p) .
$$

Observe that for every $x \in I_{\eta}$ we have

$$
|H(x)| \leqslant|h|+\varepsilon(x-p)^{2},
$$

and

$$
\begin{equation*}
|D H(x)| \leqslant \varepsilon|x-p| . \tag{12.3}
\end{equation*}
$$

Indeed, given $x \in I_{\eta}$ there exists $y \in I_{\eta}$ such that $D H(x)=D^{2} H(y)(x-$ $p$ ) and then $|D H(x)|=\left|D^{2} H(y)\right||x-p| \leqslant \varepsilon|x-p|$, and there exists also $z \in[p, x] \subset I_{\eta}$ such that $H(x)=h+D H(z)(x-p)$ and then $|H(x)| \leqslant$ $|h|+|D H(z)||x-p| \leqslant|h|+\varepsilon(x-p)^{2}$.

As before, we will use the following notation. For $\ell \in\{0, \ldots, a\}$, let $x_{\ell}=$ $\eta^{\ell}(\xi(0))$. Note that $x_{\ell} \in I_{\eta}=[0, \xi(0)]$ for all $\ell \in\{0, \ldots, a\}$. Define $\tilde{x}_{\ell}=$ $\tilde{\eta}^{\ell}(\widetilde{\xi}(0))$ similarly. Denote by $I_{\ell}, \ell \in\{1, \ldots, a\}$, the fundamental domains of
$\eta$ given by $I_{\ell}=\left[\eta^{\ell}(\xi(0)), \eta_{\tilde{\tau}_{\ell}}^{\ell-1}(\xi(0))\right]$. By the commuting condition, $I_{1}=$ $\xi\left(I_{\xi}\right)=\xi([-1,0])$. Define $\tilde{I}_{\ell}$ similarly. Let us state some consequences of Yoccoz's Lemma (Lemma 7.3).
Lemma 12.8. Let $\zeta$ be a $C^{3} K$-controlled critical commuting pair which has negative Schwarzian and is renormalizable with some period $a \geqslant a_{0}$, where $a_{0}$ is given by Lemma 12.7. Let $N \in\{1, \ldots, a\}$ be defined by $p \in I_{N+1}$, that is, $x_{N+1} \leqslant p \leqslant x_{N}$, where $p$ is given by Lemma 12.7. Then we have

1. $N \asymp a$, i.e., there exist two constants $\delta_{0}=\delta_{0}(\mathscr{K})$ and $\delta_{1}=\delta_{1}(\mathscr{K})$ with $0<\delta_{0} \leqslant \delta_{1}<1$ such that $\delta_{0} a \leqslant N \leqslant \delta_{1} a$;
2. $\left|I_{\ell}\right| \asymp \frac{1}{\ell^{2}} \quad$ for $1 \leqslant \ell \leqslant N \quad$ and $\quad\left|I_{\ell}\right| \asymp \frac{1}{(a-\ell)^{2}} \quad$ for $N \leqslant \ell \leqslant a-1$;
3. $\left|x_{\ell}-p\right| \asymp \frac{N-\ell}{\ell N}=\frac{1}{\ell}-\frac{1}{N}<\frac{1}{\ell}$ for all $\ell \leqslant \min \left\{\left\lfloor\frac{a}{2}\right\rfloor, N-1\right\}$.

Proof. To prove Item (1) we claim that $\left|I_{N+1}\right| \asymp p-\eta(p)$. Indeed, note first that $p-\eta(p) \leqslant\left|I_{N+1}\right|+\left|I_{N+2}\right|$. Being adjacent fundamental domains of $\eta$, we know from Yoccoz's Lemma that $\left|I_{N+1}\right| \asymp\left|I_{N+2}\right|$, and then $p-\eta(p) \leqslant$ $\left(1+K_{0}\right)\left|I_{N+1}\right|$ for some $K_{0}=K_{0}(K)$. On the other hand, we have

$$
\begin{aligned}
\frac{\left|I_{N+2}\right|}{p-\eta(p)} & =\frac{x_{N+1}-x_{N+2}}{p-\eta(p)}=1+\frac{1}{p-\eta(p)} \int_{x_{N+1}}^{p}(D \eta(t)-1) d t \\
& =1+\frac{1}{p-\eta(p)} \int_{x_{N+1}}^{p}(p-t)\left(-D^{2} \eta(p)+O(t-p)\right) d t \\
& \leqslant 1+\int_{x_{N+1}}^{p}\left(-D^{2} \eta(p)+O(t-p)\right) d t \leqslant 1+K_{0}\left(p-x_{N+1}\right) \\
& \leqslant 1+K_{0}\left|I_{N+1}\right| .
\end{aligned}
$$

Using again $\left|I_{N+1}\right| \asymp\left|I_{N+2}\right|$, we obtain the claim. Combining the comparability $\left|I_{N+1}\right| \asymp p-\eta(p)$ with Yoccoz's Lemma 7.3 , we deduce that $\left|I_{N+1}\right| \asymp 1 / a^{2}$ (recall that the positive number $p-\eta(p)$ is less than or equal to the length of any fundamental domain of $\eta$ ) and then $N \asymp a$, which implies Item (1). Item (2) follows at once from Item (1) and Yoccoz's lemma. To prove Item (3) note first that by definition of $N$,

$$
\sum_{j=\ell+1}^{N}\left|I_{j}\right|=\left|x_{\ell}-x_{N}\right| \leqslant\left|x_{\ell}-p\right| \leqslant\left|x_{\ell}-x_{N+1}\right|=\sum_{j=\ell+1}^{N}\left|I_{j}\right|+\left|I_{N+1}\right|
$$

for all $\ell \in\{1, \ldots, N-1\}$. By Item (2) we have $\sum_{j=\ell+1}^{N}\left|I_{j}\right| \asymp \sum_{j=\ell+1}^{N} \frac{1}{j^{2}}$, that is,

$$
\frac{1}{K_{0}} \sum_{j=\ell+1}^{N} \frac{1}{j^{2}} \leqslant\left|x_{\ell}-p\right| \leqslant K_{0}\left[\sum_{j=\ell+1}^{N} \frac{1}{j^{2}}+\frac{1}{(N+1)^{2}}\right]
$$

for all $\ell \leqslant \min \left\{\left\lfloor\frac{a}{2}\right\rfloor, N-1\right\}$, where $K_{0}(K)>1$ is given by Lemma 7.3. From the elementary estimates

$$
\begin{aligned}
\frac{N-\ell}{(\ell+1)(N+1)}=\frac{1}{\ell+1}- & \frac{1}{N+1}=\int_{\ell+1}^{N+1} \frac{d t}{t^{2}} \leqslant \\
& \leqslant \sum_{j=\ell+1}^{N} \frac{1}{j^{2}} \leqslant \int_{\ell}^{N} \frac{d t}{t^{2}}=\frac{1}{\ell}-\frac{1}{N}=\frac{N-\ell}{\ell N}
\end{aligned}
$$

we obtain

$$
\frac{1}{K_{0}} \frac{1}{(\ell+1)(N+1)} \leqslant \frac{\left|x_{\ell}-p\right|}{N-\ell} \leqslant K_{0}\left(\frac{1}{\ell N}+\frac{1}{(N+1)^{2}}\right)
$$

for all $\ell \leqslant \min \left\{\left\lfloor\frac{a}{2}\right\rfloor, N-1\right\}$, which implies Item (3).
A similar application of Lemma 7.3 is given by the following.
Lemma 12.9. There exists $K_{0}=K_{0}(\mathscr{K})>1$ such that for any $\zeta \in \mathscr{K}$ renormalizable with period $a \in \mathbb{N}$, and for any $b<\left\lfloor\frac{a}{2}\right\rfloor$ we have

$$
\left|x_{b}-x_{a-b}\right| \leqslant \frac{K_{0}}{b}
$$

Note that the constant $K_{0}$ does not depend on the period $a$.
Proof. By Yoccoz's Lemma 7.3,

$$
\left|x_{b}-x_{a-b}\right|=\sum_{\ell=b+1}^{a-b}\left|I_{\ell}\right| \leqslant K\left(\sum_{\ell=b+1}^{a-b} \frac{1}{\min \{\ell, a-\ell\}^{2}}\right)
$$

To finish, note that

$$
\sum_{\ell=b+1}^{a-b} \frac{1}{\min \{\ell, a-\ell\}^{2}} \leqslant \frac{2}{b}
$$

Indeed, by symmetry it is enough to prove that

$$
\sum_{\ell=b+1}^{\lfloor a / 2\rfloor} \frac{1}{\min \{\ell, a-\ell\}^{2}} \leqslant \frac{1}{b}
$$

which follows again from elementary calculus. Indeed,

$$
\sum_{\ell=b+1}^{\lfloor a / 2\rfloor} \frac{1}{\min \{\ell, a-\ell\}^{2}}=\sum_{\ell=b+1}^{\lfloor a / 2\rfloor} \frac{1}{\ell^{2}} \leqslant \int_{b}^{\lfloor a / 2\rfloor} \frac{d t}{t^{2}} \leqslant \int_{b}^{+\infty} \frac{d t}{t^{2}}=\frac{1}{b}
$$

Yet another consequence of Yoccoz's lemma is the following.
Lemma 12.10. There exist $a_{0}={\underset{\sim}{c}}_{0}(\mathscr{K}) \in \mathbb{N}$ and $b=b(\mathscr{K}) \in\left\{1, . ., a_{0}\right\}$ with the following property. Given $\zeta, \widetilde{\zeta} \in \mathscr{K}$ renormalizable with period $a \geqslant a_{0}$ we have that

$$
\tilde{x}_{\tilde{N}-b} \geqslant x_{N-1} \quad \text { and } \quad \tilde{x}_{\tilde{N}+b} \leqslant x_{N+2}
$$

Recall that we are assuming that $p=\widetilde{p}$. The number $b$ given by Lemma 12.10 will be used in Lemmas 12.11, 12.13 and 12.14 below.

Proof. Consider

$$
a_{0} \gg \frac{1}{\delta_{0}} 2 \frac{K^{2}}{\delta^{2}} \quad \text { and } \quad 2 \frac{K^{2}}{\delta^{2}} \leqslant b<\delta_{0} a_{0}
$$

where $K$ is given by Lemma 7.3, $\delta=\min \left\{\delta_{0}, 1-\delta_{1}\right\}$ and $\delta_{0}, \delta_{1}$, in turn, are given by Item (1) of Lemma 12.8. We claim that $\left|\tilde{x}_{\tilde{N}-b}-\widetilde{x}_{\tilde{N}}\right| \geqslant\left|x_{N-1}-p\right|$. Indeed, on one hand,

$$
\left|\tilde{x}_{\tilde{N}-b}-\tilde{x}_{\tilde{N}}\right|=\sum_{\ell=\tilde{N}-b+1}^{\tilde{N}}\left|\tilde{I}_{\ell}\right| \geqslant \frac{1}{K} \sum_{\ell=\tilde{N}-b+1}^{\tilde{N}} \frac{1}{\ell^{2}} \geqslant \frac{1}{K} \frac{b}{(\tilde{N}-b+1)(\tilde{N}+1)}
$$

On the other hand,

$$
\begin{aligned}
\left|x_{N-1}-p\right| & \leqslant\left|I_{N}\right|+\left|I_{N+1}\right| \\
& \leqslant K\left(\frac{1}{\min \{N, a-N\}^{2}}+\frac{1}{\min \{N+1, a-N-1\}^{2}}\right) \leqslant \frac{2 K}{\delta^{2}} \frac{1}{a^{2}} .
\end{aligned}
$$

Therefore, it is enough to have

$$
b \geqslant \frac{2 K^{2}}{\delta^{2}} \frac{1}{a^{2}}(\tilde{N}-b+1)(\tilde{N}+1)
$$

which follows from our choice of $b$ (recall that $\tilde{N} \leqslant \delta_{1} a<a$ and then $\tilde{N}+1 \leqslant$ a). Then $\left|\tilde{x}_{\tilde{N}-b}-\tilde{x}_{\tilde{N}}\right| \geqslant\left|x_{N-1}-p\right|$ as claimed, and this implies at once that $\tilde{x}_{\tilde{N}-b} \geqslant x_{N-1}$. The other estimate can be proved in the same way.

The distance between corresponding critical iterates of $\zeta$ and $\tilde{\zeta}$ will be denoted by $\Delta x_{\ell}$, that is,

$$
\Delta x_{\ell}=\tilde{x}_{\ell}-x_{\ell}=\tilde{\eta}^{\ell}(\tilde{\xi}(0))-\eta^{\ell}(\xi(0)) \quad \text { for all } \ell \in\{0,1, \ldots, a\}
$$

Lemma 12.11. There exists $K=K(\mathscr{K})>0$ such that for $\ell \leqslant \min \{\lfloor a / 2\rfloor, N-$ $b, \widetilde{N}-b\}$ we have

$$
\left|\Delta x_{\ell}\right| \leqslant K\left(|h| \ell+\frac{\varepsilon}{\ell}\right)
$$

where $b$ is given by Lemma 12.10.
Proof. Let $x_{0}=\xi(0)=\tilde{\xi}(0)$ be the common critical value of $\xi$ and $\tilde{\xi}$, which is the right boundary point of $I_{\eta}=I_{\tilde{\eta}}$. Recall that, by definition, $x_{\ell}=\eta^{\ell}\left(x_{0}\right)$ and $\tilde{x}_{\ell}=\tilde{\eta}^{\ell}\left(x_{0}\right)$ for all $\ell \in\{1, \ldots, a\}$. We will consider the case $x_{\lfloor a / 2\rfloor} \leqslant \tilde{x}_{\lfloor a / 2\rfloor}$. Note that for any $\ell \in\{1, \ldots,\lfloor a / 2\rfloor\}$ and any $k \in\{0, \ldots, \ell-1\}$ we have, by combinatorics,

$$
x_{a-\ell+k+1} \leqslant x_{\lfloor a / 2\rfloor+1}<x_{\lfloor a / 2\rfloor} \leqslant \tilde{x}_{\lfloor a / 2\rfloor} \leqslant \tilde{x}_{k+1}<\tilde{x}_{k}
$$

Therefore $x_{\lfloor a / 2\rfloor+1}<\eta\left(\tilde{x}_{k}\right)$, and then $x_{a-\ell+k+1}<\eta\left(\tilde{x}_{k}\right)$, that is, both points $\eta\left(\tilde{\eta}^{k}\left(x_{0}\right)\right)$ and $\tilde{\eta}^{k+1}\left(x_{0}\right)$ lie to the right of the point $x_{a-\ell+k+1}$. In particular the iterate $\eta^{\ell-k-1}$ is well defined in the interval with boundary points $\eta\left(\tilde{\eta}^{k}\left(x_{0}\right)\right)$ and $\tilde{\eta}^{k+1}\left(x_{0}\right)$. This allows us to use a simple telescopic trick and the mean-value theorem, in order to write for any $\ell \in\{1, \ldots,\lfloor a / 2\rfloor\}$

$$
\begin{align*}
\left|\Delta x_{\ell}\right| & =\left|\sum_{k=0}^{\ell-1}\left(\eta^{\ell-k-1}\left(\eta\left(\tilde{\eta}^{k}\left(x_{0}\right)\right)\right)-\eta^{\ell-k-1}\left(\tilde{\eta}^{k+1}\left(x_{0}\right)\right)\right)\right|  \tag{12.4}\\
& \leqslant \sum_{k=0}^{\ell-1}\left|D \eta^{\ell-k-1}\left(y_{k}\right)\right|\left|H\left(\tilde{\eta}^{k}\left(x_{0}\right)\right)\right|
\end{align*}
$$

where, for each $k \in\{0, \ldots, \ell-1\}$, the point $y_{k}$ lies between $\eta\left(\tilde{\eta}^{k}\left(x_{0}\right)\right)$ and $\tilde{\eta}^{k+1}\left(x_{0}\right)$ (the points $y_{0}, y_{1}, \ldots, y_{\ell-1}$ depends also on each fixed $\ell$, but we will denote them by $y_{k}$ to simplify the notation). From Section 12.3 and Lemma 12.8 we get that

$$
\begin{equation*}
\left|H\left(\tilde{\eta}^{k}(x)\right)\right| \leqslant|h|+\frac{K \varepsilon}{(k+1)^{2}} \tag{12.5}
\end{equation*}
$$

For each $k \in\{0, \ldots, \ell-1\}$, let us denote $D_{k}=\left|D \eta^{\ell-k-1}\left(y_{k}\right)\right|$. Our goal is, therefore, to estimate the sum

$$
\begin{equation*}
\left|\eta^{\ell}(x)-\tilde{\eta}^{\ell}(x)\right| \leqslant \sum_{k=0}^{\ell-1} D_{k}\left(|h|+\frac{K \varepsilon}{(k+1)^{2}}\right) \tag{12.6}
\end{equation*}
$$

For each $k \in\{0, \ldots, \ell-1\}$ let $m=m(k) \in\{1, \ldots, a\}$ be such that $y_{k} \in I_{m}(\eta)$, where $I_{m}(\eta)=\left[\eta^{m}(x), \eta^{m-1}(x)\right]$ as before. Since we are assuming $x_{\lfloor a / 2\rfloor} \leqslant$ $\tilde{x}_{\lfloor a / 2\rfloor}$ we have that $m \leqslant a / 2+1$. We claim that $m(k) \asymp k$ for all $k \in\{0, \ldots, \ell-$ $1\}$. More precisely, we have the following.
Claim 12.3.1. There exists $C=C(\mathscr{K})>1$ such that $\frac{k}{C}<m<C k$ for all $k \in\{0, \ldots, \ell-1\}$ and for all $\ell \in\{1, \ldots,\lfloor a / 2\rfloor\}$.

Proof. From Lemma 12.8 we know that $\left|y_{k}-p\right| \asymp \frac{1}{m}$, and then it is enough to prove that $\left|y_{k}-p\right| \asymp \frac{1}{k}$. Recall that $d_{2}(\zeta, \widetilde{\zeta})<\varepsilon_{0}$, where $\varepsilon_{0}>0$ will be fixed later in the proof. On one hand $\left|y_{k}-p\right| \leqslant\left|\tilde{\eta}^{k}\left(x_{0}\right)-p\right| \asymp \frac{1}{k}$. On the other hand, since $\ell \leqslant \min \{N-b, \tilde{N}-b\}$, the point $p$ does not belong to the interval with boundary points $\eta\left(\widetilde{\eta}^{k}\left(x_{0}\right)\right)$ and $\tilde{\eta}^{k+1}\left(x_{0}\right)$, and then

$$
\begin{aligned}
\left|y_{k}-p\right| & \geqslant \min \left\{\left|\tilde{\eta}^{k+1}\left(x_{0}\right)-p\right|,\left|\eta\left(\tilde{\eta}^{k}\left(x_{0}\right)\right)-p\right|\right\} \\
& =\left|\tilde{\eta}^{k+1}\left(x_{0}\right)-p\right|-\left|\eta\left(\tilde{\eta}^{k}\left(x_{0}\right)\right)-\tilde{\eta}^{k+1}\left(x_{0}\right)\right| \\
& =\left|\tilde{\eta}^{k+1}\left(x_{0}\right)-p\right|-\left|H\left(\tilde{\eta}^{k}\left(x_{0}\right)\right)\right| .
\end{aligned}
$$

From (12.5) we get $\left|H\left(\widetilde{\eta}^{k}\left(x_{0}\right)\right)\right| \leqslant K\left(|h|+\frac{\varepsilon}{(k+1)^{2}}\right) \leqslant \frac{K}{(k+1)^{2}}$ since $|h| \leqslant$ $K / a^{2}$ by Yoccoz's lemma (indeed, by Lemma 7.3, the length of the fundamental domain $(\eta(p), p)$ is bounded by $1 / a^{2}$, up to a multiplicative constant. That is, both $p-\eta(p)$ and $p-\tilde{\eta}(p)$ are bounded by $1 / a^{2}$ up to a multiplicative constant, and then $|h| \leqslant K / a^{2}$ ). Therefore

$$
\left|y_{k}-p\right| \geqslant \frac{1}{K}\left(\frac{1}{k+1}-\frac{K^{2}}{(k+1)^{2}}\right)=\frac{1}{K}\left(1-\frac{K^{2}}{k+1}\right) \frac{k}{k+1} \frac{1}{k} \geqslant \frac{1}{4 k}
$$

if $k \geqslant 2 K^{2}+1$ and then $\left|y_{k}-p\right| \asymp \frac{1}{k}$ in this case. We choose $\varepsilon_{0}>0$ in order to have that if $k \leqslant 2 K^{2}+1$, then both $\widetilde{\eta}^{k+1}(x)$ and $\left.\eta \widetilde{\eta}^{k}(x)\right)$ belong to the interval $\left[\tilde{\eta}^{k+2}(x), \tilde{\eta}^{k}(x)\right]$, and again $\left|y_{k}-p\right| \asymp \frac{1}{k}$ as we wanted to prove.

We have two claims regarding the values of $D_{k}$.
Claim 12.3.2. There exists $K=K(\mathscr{K})>0$ such that for all $k \in\{0, \ldots, \ell-1\}$ and $\ell \in\{1, \ldots, a / 2\}$ we have $D_{k} \leqslant K$.

Proof. By bounded distortion and Yoccoz's lemma we know that

$$
\left|D \eta^{\ell-k-1}\left(y_{k}\right)\right| \asymp \frac{\left|I_{m+\ell-k-1}(\eta)\right|}{\left|I_{m}(\eta)\right|} \asymp m^{2}\left|I_{m+\ell-k-1}(\eta)\right|,
$$

and then it is enough to prove that $\left|I_{m+\ell-k-1}(\eta)\right| \leqslant \frac{K}{m^{2}}$. To prove this, we have two cases to consider.

- If $\eta^{\ell-k-1}\left(y_{k}\right) \geqslant p$, then $\left|I_{m+\ell-k-1}(\eta)\right| \asymp \frac{1}{(m+\ell-k-1)^{2}}$ by Yoccoz's lemma. Since $\ell-k-1 \geqslant 0$, we are done.
- If $\eta^{\ell-k-1}\left(y_{k}\right)<p$, then $\left|I_{m+\ell-k-1}(\eta)\right| \asymp \frac{1}{(a-m-\ell+k+1)^{2}}$, and since $a-m-\ell \geqslant 0$ we obtain $\left|I_{m+\ell-k-1}(\eta)\right| \leqslant K /(k+1)^{2}$. Since $m \asymp k$ by Claim 12.3.1, we obtain Claim 12.3.2.

Claim 12.3.3. There exists $K=K(\mathscr{K})>0$ such that, if $k<\frac{\ell}{4(C-1)}$, then $D_{k} \leqslant K \frac{k^{2}}{\ell^{2}}$.

Proof. Write $m=\lfloor\theta k\rfloor$ with $\frac{1}{C}<\theta<C$ (see Claim 12.3.1). If $m<k$, we have that $\theta<1$ and $\ell+m-k-1=\theta \ell+(1-\theta) \ell-(1-\theta) k-1=$ $\theta \ell+(1-\theta)(\ell-k)-1 \geqslant \theta \ell-1 \geqslant \frac{1}{C} \ell$. Since $\ell+m-k-1 \leqslant \ell \leqslant \frac{a}{2}$, we have that

$$
D_{k} \leqslant K \frac{C^{2} k^{2}}{\left(\frac{\ell}{C}\right)^{2}} \leqslant K \frac{k^{2}}{\ell^{2}}
$$

On the other hand, if $m>k$ (that is, $\theta>1$ ), we have $m+\ell-k-1 \leqslant \ell+(\theta-$ $1) k-1 \leqslant \ell+(C-1) k-1 \leqslant \ell+\frac{1}{4} \ell-1 \leqslant \frac{3}{2} a$. Then

$$
\left|I_{m+\ell-k-1}(\eta)\right| \asymp \frac{1}{(m+\ell-k-1)^{2}} \leqslant \frac{1}{(\ell-1)^{2}}
$$

and so we also have $D_{k} \leqslant K \frac{k^{2}}{\ell^{2}}$ in this case, since $\frac{1}{3} a<j<\frac{2}{3} a$ implies $\frac{1}{a-j}>\frac{1}{2} \frac{1}{j}>\frac{1}{4} \frac{1}{a-j}$.

With Claim 12.3.2 and Claim 12.3.3 at hand, we are ready to estimate sum (12.6).

$$
\begin{aligned}
& \sum_{k=0}^{\ell-1} D_{k}\left(|h|+\frac{K \varepsilon}{(k+1)^{2}}\right)=|h|\left(\sum_{k=0}^{\ell-1} D_{k}\right) \\
&+K \varepsilon\left(\sum_{k=0}^{\left\lfloor\frac{\ell}{4(C-1)}\right\rfloor} \frac{D_{k}}{(k+1)^{2}}\right) \\
&\left.+\sum_{k=\left\lfloor\frac{\ell}{4(C-1)}\right\rfloor+1}^{\ell-1} \frac{D_{k}}{(k+1)^{2}}\right) \\
& \leqslant K|h| \ell+K \frac{\varepsilon}{\ell^{2}}\left(\sum_{k=0}^{\left\lfloor\frac{\ell}{4(C-1)}\right\rfloor}\left(\frac{k}{k+1}\right)^{2}\right) \\
&+K \varepsilon\left(\sum_{k=\left\lfloor\frac{\ell}{4(C-1)}\right\rfloor+1}^{\ell-1} \frac{1}{(k+1)^{2}}\right) \\
& \leqslant K|h| \ell+K \frac{\varepsilon}{\ell}+K \frac{\varepsilon}{\ell} .
\end{aligned}
$$

For the last inequality, we have used that both sequences

$$
\frac{1}{\ell}\left(\sum_{k=0}^{\left\lfloor\frac{\ell}{4(C-1)}\right\rfloor}\left(\frac{k}{k+1}\right)^{2}\right) \quad \text { and } \quad \ell\left(\sum_{k=\left\lfloor\frac{\ell}{4(C-1)}\right\rfloor+1}^{\ell-1} \frac{1}{(k+1)^{2}}\right)
$$

remain bounded when $\ell$ goes to infinity, with constants depending only on $C$. We have proved Lemma 12.11.

Lemma 12.12. For every $a \geqslant 1$, there exists $K_{a}=K_{a}(a)>0$ such that

$$
\left|\Delta x_{a}\right| \leqslant K_{a} \varepsilon .
$$

Proof. We have

$$
\left|\Delta_{\ell+1}\right|=\left|\tilde{\eta}\left(\tilde{x}_{\ell}\right)-\eta\left(x_{\ell}\right)\right|=\left|\eta\left(\tilde{x}_{\ell}\right)-\eta\left(x_{\ell}\right)+H\left(\tilde{x}_{\ell}\right)\right| \leqslant D\left|\Delta x_{\ell}\right|+\varepsilon,
$$

where $D=\max \{D \eta\}$. Therefore,

$$
\left|\Delta x_{a}\right| \leqslant \varepsilon \cdot \sum_{k=0}^{a} D^{a-k},
$$

and the lemma is proved.
The following definition is given for general commuting pairs which are contained in the previously discussed set $\mathscr{K}$ of $K_{0}$-controlled commuting pairs.

Definition 12.3. Given $L>1$ we say that the commuting pairs $\zeta_{0}=\left(\xi_{0}, \eta_{0}\right)$ and $\zeta_{1}=\left(\xi_{1}, \eta_{1}\right)$, with $a_{\zeta_{0}}=a_{\zeta_{1}}=a$, are L-synchronized if

$$
\left|\Delta x_{a}\right| \leqslant L \cdot d_{2}\left(\zeta_{0}, \zeta_{1}\right) .
$$

By working just as in the proof of Lemma 12.11, but with backwards iterations, we obtain the following.

Lemma 12.13. Given $L>0$ there exists $K=K(\mathscr{K}, L)>0$ such that if $\zeta, \tilde{\zeta} \in$ $\mathscr{K}$ are $L$-synchronized with $a_{\zeta}=a_{\tilde{\zeta}}=a$, then we have

$$
\left|\Delta x_{\ell}\right| \leqslant K\left(|h|(a-\ell)+\frac{\varepsilon}{a-\ell}\right)
$$

for all $\ell \in \mathbb{N}$ such that $\max \{\lfloor a / 2\rfloor, N+b, \tilde{N}+b\} \leqslant \ell \leqslant a$.
Proposition 12.2. For every $L>0$ there exists $K=K(\mathscr{K}, L)>1$ such that the following holds. If $\zeta, \tilde{\zeta} \in \mathscr{K}$ are $L$-synchronized with $a_{\zeta}=a_{\tilde{\zeta}}=a$, then we have

$$
|h| \leqslant K \frac{\varepsilon}{a^{2}} .
$$

Proof. Let us suppose that $\tilde{\eta}(p)=\eta(p)+h$ with $h>0$. We want to prove that, under the synchronization assumption, the ratio $C=a^{2} h / \varepsilon$ is uniformly bounded in $\mathscr{K}$. As before, let $N \in\{1, \ldots, a\}$ be defined by $p \in\left[x_{N+1}, x_{N}\right]$. By Yoccoz's Lemma, there exists $K_{0}=K_{0}(\mathscr{K})>1$ such that $N=v a$ with $1 / K_{0} \leqslant \nu \leqslant 1-\frac{1}{K_{0}}$. In the same way let $\tilde{N}=\widetilde{\nu} a$ defined by $p \in\left[\tilde{x}_{\tilde{N}+1}, \tilde{x}_{\tilde{N}}\right]$ with $1 / K_{0} \leqslant \widetilde{v} \leqslant 1-\frac{1}{K_{0}}$.

By Lemma 12.9 there exists $K_{1}=K_{1}(\mathscr{K})>1$ such that $\left(x_{j}, \tilde{x}_{j}\right) \subset(p-$ $\left.K_{1} / M, p\right)$ when $\left(1-\frac{1}{K_{0}}\right) a \leqslant j \leqslant a-M$, and $\left(x_{j}, \tilde{x}_{j}\right) \subset\left(p, p+K_{1} / M\right)$ when $M \leqslant j \leqslant a / K_{0}$ for any $M \in\left\{1, \ldots,\left\lfloor a / K_{0}\right\rfloor\right\}$. Let $K_{2}=K_{2}(\mathscr{K})>1$ be the constant given by Lemma 12.11. By Lemma 12.13 we have

$$
\begin{equation*}
\left|\Delta x_{a-M}\right| \leqslant K_{3}\left(h M+\frac{\varepsilon}{M}\right) \tag{12.7}
\end{equation*}
$$

for some universal constant $K_{3}(L, \mathscr{K})>1$. Let $K=\max \left\{K_{0}, K_{1}, K_{2}, K_{3}\right\}$ and let us suppose that $a>K(4 K+1)$ (otherwise we are done since $|h| \leqslant \varepsilon$ ). Fix $M \in\{1, \ldots,\lfloor a / 2\rfloor\}$ small enough in order to have

$$
0<\theta=\frac{M}{a}<\frac{1}{K(4 K+1)}<1 .
$$

Let $T=[p-K / M, p+K / M]$ and recall that $\left(x_{j}, \tilde{x}_{j}\right) \subset T$ for all $j \in$ $\{M, \ldots, a-M\}$. The next three claims will show that if $C$ is big enough, in terms of $K$ and $\theta(K)$, the pairs $\zeta$ and $\widetilde{\zeta}$ cannot be $L$-synchronized.
Claim 12.3.4. If $C \geqslant 2\left(\frac{K}{\theta}\right)^{2}$, then $\tilde{\eta}(x) \geqslant \eta(x)+\frac{h}{2}$ for all $x \in T$.
Proof. As before
$\tilde{\eta}(x)-\eta(x) \geqslant h-\varepsilon(x-p)^{2} \geqslant h-\varepsilon\left(\frac{K}{M}\right)^{2}=h-\frac{\varepsilon}{a^{2}}\left(\frac{K}{\theta}\right)^{2} \geqslant h-\frac{h}{2}=\frac{h}{2}$.
In the last inequality we have used that $\frac{\varepsilon}{a^{2}} \leqslant \frac{h}{2}\left(\frac{\theta}{K}\right)^{2}$ since $\frac{a^{2} h}{\varepsilon} \geqslant 2\left(\frac{K}{\theta}\right)^{2}$.

$$
\text { Note that } 0<\theta<\frac{1}{K(4 K+1)} \text { implies } 1-2 \theta K^{2}-\theta K \in(0,1)
$$

Claim 12.3.5. If $C>\frac{1}{\theta}\left(\frac{2 K^{2}}{1-2 \theta K^{2}-\theta K}\right)$, then there exists $\ell_{0} \in\{M, \ldots, a / K\}$ such that $x_{\ell_{0}} \leqslant \tilde{x}_{\ell_{0}}$.

Proof. We will prove first that

$$
\begin{equation*}
\left(\frac{a}{K}-M\right) \frac{h}{2} \geqslant K\left(h M+\frac{\varepsilon}{M}\right) \tag{12.8}
\end{equation*}
$$

Indeed, since $1-2 \theta K^{2}-\theta K>\frac{2 K^{2}}{C \theta}$, we have

$$
\frac{1-2 \theta K^{2}-\theta K}{2 \theta K}>\frac{K}{C \theta^{2}}
$$

and then

$$
h M\left(\frac{1-2 \theta K^{2}-\theta K}{2 \theta K}\right)>K \frac{\varepsilon}{M}
$$

since $\varepsilon / M=h M / C \theta^{2}$. From

$$
\frac{1-2 \theta K^{2}-\theta K}{2 \theta K}=\frac{1}{2}\left(\frac{1}{\theta K}-1-2 K\right)
$$

we obtain

$$
\frac{h}{2}\left(\frac{a}{K}-M\right)-K h M>K \frac{\varepsilon}{M}
$$

which implies the desired estimate (12.8). Now, estimate (12.8) combined with Lemma 12.11 gives us

$$
\begin{equation*}
\left|x_{M}-\tilde{x}_{M}\right| \leqslant\left(\frac{a}{K}-M\right) \frac{h}{2} \tag{12.9}
\end{equation*}
$$

With estimate (12.9) at hand, we are ready to prove Claim 12.3.5. Indeed, let $\ell \in\{M, \ldots, a / K\}$ be such that $p \leqslant \tilde{x}_{\ell}<x_{\ell} \leqslant p+K / M$ (note that, if no such $\ell$ exists, we are done). From Claim 12.3.4 we have

$$
\begin{aligned}
\tilde{x}_{\ell+1}-x_{\ell+1} & =\tilde{\eta}\left(\tilde{x}_{\ell}\right)-\eta\left(x_{\ell}\right) \\
& \geqslant h / 2+\eta\left(\tilde{x}_{\ell}\right)-\eta\left(x_{\ell}\right) \\
& =h / 2+D \eta\left(y_{\ell}\right)\left(\tilde{x}_{\ell}-x_{\ell}\right) \\
& =h / 2+\tilde{x}_{\ell}-x_{\ell}+D^{2} \eta\left(z_{\ell}\right)\left(y_{\ell}-p\right)\left(\tilde{x}_{\ell}-x_{\ell}\right)
\end{aligned}
$$

where $y_{\ell} \in\left[\tilde{x}_{\ell}, x_{\ell}\right]$ and $z_{\ell} \in\left[p, y_{\ell}\right]$ are given by the mean-value theorem. Since $D^{2} \eta\left(z_{\ell}\right)<0, y_{\ell}-p>0$ and $\tilde{x}_{\ell}-x_{\ell}<0$,

$$
\tilde{x}_{\ell+1}-x_{\ell+1} \geqslant h / 2+\tilde{x}_{\ell}-x_{\ell}, \text { that is, } \quad \Delta x_{\ell+1} \geqslant h / 2+\Delta x_{\ell} .
$$

Therefore, if the difference $\tilde{x}_{\ell+1}-x_{\ell+1}$ is still negative, it will be at least $h / 2$ closer to zero than the previous difference $\tilde{x}_{\ell}-x_{\ell}$. What estimate (12.9) tells us is that we have enough time inside the interval ( $p, p+K / M$ ) in order to interchange the positions of the critical iterates. We have proved Claim 12.3.5.

Claim 12.3.5 implies that $x_{\ell} \leqslant \tilde{x}_{\ell}$ for all $\ell \in\left\{\ell_{0}, \ldots, a-M\right\}$, since $D \eta>0$ and $h>0$. Therefore, by Claim 12.3.4, we have

$$
\begin{equation*}
\left|\Delta x_{a-M}\right| \geqslant \frac{h}{2}\left[a-M-\left(1-\frac{1}{K}\right) a\right] . \tag{12.10}
\end{equation*}
$$

Our third and last claim tells us that (12.10) contradicts the synchronization assumption. Note that $0<\theta<\frac{1}{K(4 K+1)}$ implies $1-\theta K(4 K+1) \in(0,1)$.

## Claim 12.3.6.

$$
\text { If } C \geqslant \frac{1}{\theta}\left[\frac{4 K^{2}}{1-\theta K(4 K+1)}\right], \text { then } 2 K\left(h M+\frac{\varepsilon}{M}\right) \leqslant \frac{h}{2}\left[a-M-\left(1-\frac{1}{K}\right) a\right] .
$$

Proof. Note first that

$$
2 K\left(h M+\frac{\varepsilon}{M}\right)=\frac{\varepsilon}{a}\left[2 K\left(C \theta+\frac{1}{\theta}\right)\right]
$$

and

$$
\frac{h}{2}\left[a-M-\left(1-\frac{1}{K}\right) a\right]=\frac{\varepsilon}{a}\left[\frac{C}{2}\left(\frac{1}{K}-\theta\right)\right] .
$$

A straightforward computation shows that both conditions

$$
C \geqslant \frac{1}{\theta}\left[\frac{4 K^{2}}{1-\theta K(4 K+1)}\right] \quad \text { and } \quad 2 K\left(C \theta+\frac{1}{\theta}\right) \leqslant \frac{C}{2}\left(\frac{1}{K}-\theta\right)
$$

are actually equivalent.

We are ready to finish the proof of Proposition 12.2. Indeed, by combining estimates (12.7) and (12.10) we have

$$
\begin{aligned}
\frac{h}{2}\left[a-M-\left(1-\frac{1}{K}\right) a\right] \leqslant \mid x_{a-M} & -\tilde{x}_{a-M} \mid \\
& \leqslant K\left(h M+\frac{\varepsilon}{M}\right)<2 K\left(h M+\frac{\varepsilon}{M}\right)
\end{aligned}
$$

which contradicts Claim 12.3.6. Therefore

$$
C \leqslant \max \left\{2\left(\frac{K}{\theta}\right)^{2}, \frac{1}{\theta}\left(\frac{2 K^{2}}{1-2 \theta K^{2}-\theta K}\right), \frac{1}{\theta}\left[\frac{4 K^{2}}{1-\theta K(4 K+1)}\right]\right\}
$$

that is, the ratio $C=a^{2} h / \varepsilon$ is bounded by a constant only depending on $K$ and $L$. We have proved Proposition 12.2.

With Proposition 12.2 at hand, we can improve both Lemmas 12.11 and 12.13 under the synchronization assumption.

Lemma 12.14. Given $L>0$, there exists $K=K(\mathscr{K}, L)>0$ such that if $\zeta, \tilde{\zeta} \in$ $\mathscr{K}$ are $L$-synchronized with $a_{\zeta}=a_{\tilde{\zeta}}=a$, then we have

$$
\begin{aligned}
& \left|\Delta x_{\ell}\right| \leqslant \frac{K \varepsilon}{\ell} \quad \text { for all } 1 \leqslant \ell \leqslant \min \{\lfloor a / 2\rfloor, N-b, \tilde{N}-b\}, \text { and } \\
& \left|\Delta x_{\ell}\right| \leqslant \frac{K \varepsilon}{a-\ell} \quad \text { for all } a \geqslant \ell \geqslant \max \{\lfloor a / 2\rfloor, N+b, \tilde{N}+b\}
\end{aligned}
$$

Moreover, we have the following.
Proposition 12.3. For every $L>0$, there exists $K=K(\mathscr{K}, L)>0$ such that the following holds. If $\zeta$ and $\tilde{\zeta}$ are $L$-synchronized then

$$
\left|\Delta x_{\ell}\right| \leqslant K \varepsilon \cdot \frac{1}{\ell} \quad \text { for all } \ell \in\{0,1, \ldots, a / 2\}
$$

and

$$
\left|\Delta x_{\ell}\right| \leqslant K \varepsilon \cdot \frac{1}{a-\ell} \quad \text { for all } \ell \in\{a / 2, \ldots, a\}
$$

Proof. By Lemma 12.14, we only need to estimate $\left|\Delta x_{\ell}\right|$ for the intermediate iterates $\min \{\lfloor a / 2\rfloor, N-b, \widetilde{N}-b\}<\ell<\{\lfloor a / 2\rfloor, N+b, \widetilde{N}+b\}$. We will prove only the first part of the statement (the other being the same), that is, we will prove that

$$
\left|\Delta x_{\ell}\right| \leqslant K \varepsilon \cdot \frac{1}{\ell} \quad \text { for all } \ell \in\{\min \{\lfloor a / 2\rfloor, N-b, \tilde{N}-b\}, \ldots, a / 2\}
$$

We use the same notation as in the proof of Proposition 12.2. By the choice of $\theta$ we know that $M \leqslant \min \{\lfloor a / 2\rfloor, N-b, \widetilde{N}-b\}$ and $a-M \geqslant \max \{\lfloor a / 2\rfloor, N+$ $b, \tilde{N}+b\}$.

Recall that $H: I_{\eta} \rightarrow[-\varepsilon, \varepsilon] \subset \mathbb{R}$ is defined as $H(x)=\eta(x)-\tilde{\eta}(x)$. By Proposition 12.2 we have that $|H(x)| \leqslant \varepsilon\left[\frac{K}{a^{2}}+(x-p)^{2}\right]$ and then $|H(x)| \leqslant \frac{K \varepsilon}{a^{2}}$ whenever $x \in T$, since for $x \in T$ we have that $|x-p| \leqslant \frac{K}{M} \leqslant \frac{K}{a}$. Therefore, by considering $\alpha=1+\frac{K}{a}$ and $\beta=\frac{K \varepsilon}{a^{2}}$, we obtain that $\Delta x_{\ell+1} \leqslant \alpha \Delta x_{\ell}+\beta$, and then

$$
\Delta x_{\ell+n} \leqslant \alpha^{n} \Delta x_{\ell}+\beta \sum_{j=0}^{n-1} \alpha^{j}, \quad \text { for all } 1 \leqslant n \leqslant\left(\delta_{1}-\delta_{0}\right) a+2 b
$$

Note that $\sum_{j=0}^{n-1} \alpha^{j}=\frac{\alpha^{n}-1}{\alpha-1}=\frac{a}{K}\left(\alpha^{n}-1\right)$. Moreover, since $n<a$, we have that $\alpha^{n}=\left(\frac{K}{a}+1\right)^{n} \leqslant e^{\frac{K n}{a}}$ is bounded. Therefore,

$$
\Delta x_{\ell+n} \leqslant \alpha^{n} \Delta x_{\ell}+\beta \frac{a}{K}\left(\alpha^{n}-1\right) \leqslant K \frac{\varepsilon}{\ell}\left[\alpha^{n}+\frac{\ell}{a}\left(\alpha^{n}-1\right)\right] \leqslant K \frac{\varepsilon}{\ell} \alpha^{n} \leqslant K \frac{\varepsilon}{\ell} .
$$

Finally, from $\ell \geqslant M=\theta a$ and $n \leqslant\left(\delta_{1}-\delta_{0}\right) a+2 b$, we get that $\frac{n}{\ell}$ is bounded and then $\Delta x_{\ell+n} \leqslant K \frac{\varepsilon}{\ell+n}$, as we wanted to prove.

For $\ell \in\{1, \ldots, a\}$ let

$$
\Delta_{\ell}=\left|\Delta x_{\ell}-\Delta x_{\ell-1}\right|
$$

Proposition 12.4. For every $L>0$, there exists $K=K(\mathscr{K}, L)>0$ such that the following holds. If $\zeta$ and $\tilde{\zeta}$ are $L$-synchronized then

$$
\Delta_{\ell} \leqslant K\left(\varepsilon \cdot \frac{\log \ell}{\ell^{2}}+\varepsilon^{2} \cdot \frac{1}{\ell}\right) \quad \text { for all } \ell \leqslant a / 2
$$

and

$$
\Delta_{\ell} \leqslant K\left(\varepsilon \cdot \frac{\log (a-\ell)}{(a-\ell)^{2}}+\varepsilon^{2} \cdot \frac{1}{a-\ell}\right) \quad \text { for all } \ell \geqslant a / 2
$$

Proof. The proof of the second part of this proposition can be obtained as the first part by working backward. (See also the proof of Proposition 12.3.) We will only present the proof of the first part. Note that, for $\ell \geqslant 1$,

$$
\begin{aligned}
\Delta_{\ell+1}= & \left|\left[\tilde{\eta}\left(x_{\ell}+\Delta x_{\ell}\right)-\eta\left(x_{\ell}\right)\right]-\left[\tilde{\eta}\left(x_{\ell-1}+\Delta x_{\ell-1}\right)-\eta\left(x_{\ell-1}\right)\right]\right| \\
= & \mid\left[\eta\left(x_{\ell}+\Delta x_{\ell}\right)-\eta\left(x_{\ell}\right)+\tilde{\eta}\left(x_{\ell}+\Delta x_{\ell}\right)-\eta\left(x_{\ell}+\Delta x_{\ell}\right)\right]- \\
& {\left[\eta\left(x_{\ell-1}+\Delta x_{\ell-1}\right)-\eta\left(x_{\ell-1}\right)+\tilde{\eta}\left(x_{\ell-1}+\Delta x_{\ell-1}\right)-\eta\left(x_{\ell-1}+\Delta x_{\ell-1}\right)\right] \mid } \\
= & \mid\left[D \eta\left(\theta_{\ell}\right) \Delta x_{\ell}+H\left(x_{\ell}+\Delta x_{\ell}\right)\right]- \\
& {\left[D \eta\left(\theta_{\ell-1}\right) \Delta x_{\ell-1}+H\left(x_{\ell-1}+\Delta x_{\ell-1}\right)\right] \mid } \\
\leqslant & \left|D \eta\left(\theta_{\ell}\right) \Delta x_{\ell}-D \eta\left(\theta_{\ell-1}\right) \Delta x_{\ell-1}\right|+\left|D H(\theta) \tilde{I}_{\ell}\right|
\end{aligned}
$$

The intermediate point $\theta$ is in $\tilde{I}_{\ell}$. Hence, by using (12.3), the Yoccoz Lemma 7.3, and Lemma 12.8, we have

$$
\begin{equation*}
\left|D H(\theta) \tilde{I}_{\ell}\right| \leqslant K \varepsilon \cdot \frac{1}{\ell^{3}} \tag{12.11}
\end{equation*}
$$

The intermediate point $\theta_{\ell}$ is in $\left[x_{\ell}, x_{\ell}+\Delta x_{\ell}\right]$. Similarly, $\theta_{\ell-1} \in\left[x_{\ell-1}, x_{\ell-1}+\right.$ $\left.\Delta x_{\ell-1}\right]$. This allows for the following estimate.

$$
\begin{aligned}
&\left|D \eta\left(\theta_{\ell}\right) \Delta x_{\ell}-D \eta\left(\theta_{\ell-1}\right) \Delta x_{\ell-1}\right| \leqslant \frac{\left|I_{\ell+1}\right|}{\left|I_{\ell}\right|} \Delta_{\ell}+\left|\left(D \eta\left(\theta_{\ell}\right)-\frac{\left|I_{\ell+1}\right|}{\left|I_{\ell}\right|}\right) \Delta x_{\ell}\right|+ \\
& \leqslant \frac{\left|I_{\ell+1}\right|}{\left|I_{\ell}\right|} \Delta_{\ell}+ \\
&\left|\left(\eta\left(\theta_{\ell-1}\right)-\frac{\left|I_{\ell+1}\right|}{\left|I_{\ell}\right|}\right) \Delta x_{\ell-1}\right| \\
& K\left(\left|I_{\ell}\right|+\left|\Delta x_{\ell}\right|\right)\left|\Delta x_{\ell}\right|+ \\
&\left.K x_{\ell-1} \mid\right)\left|\Delta x_{\ell-1}\right|
\end{aligned}
$$

Using the Yoccoz Lemma 7.3 and Proposition 12.3, we obtain

$$
\begin{equation*}
\left|D \eta\left(\theta_{\ell}\right) \Delta x_{\ell}-D \eta\left(\theta_{\ell-1}\right) \Delta x_{\ell-1}\right| \leqslant \frac{\left|I_{\ell+1}\right|}{\left|I_{\ell}\right|} \Delta_{\ell}+K\left(\varepsilon \frac{1}{\ell^{3}}+\varepsilon^{2} \frac{1}{\ell^{2}}\right) \tag{12.12}
\end{equation*}
$$

Combining (12.11) and (12.12) with the chain of estimates obtained at the beginning of the proof, we deduce that

$$
\Delta_{\ell+1} \leqslant \frac{\left|I_{\ell+1}\right|}{\left|I_{\ell}\right|} \Delta_{\ell}+K\left(\varepsilon \frac{1}{\ell^{3}}+\varepsilon^{2} \frac{1}{\ell^{2}}\right)
$$

After iterating this recursive estimate and using the Yoccoz Lemma 7.3, we finally obtain

$$
\begin{aligned}
\Delta_{\ell} & \leqslant K \sum_{k=1}^{\ell-1}\left(\varepsilon \frac{1}{k^{3}}+\varepsilon^{2} \frac{1}{k^{2}}\right) \cdot \frac{\left|I_{\ell}\right|}{\left|I_{k+1}\right|} \\
& \leqslant K\left(\varepsilon \frac{1}{\ell^{2}} \sum_{k=1}^{\ell-1} \frac{1}{k}+\varepsilon^{2} \frac{1}{\ell^{4}} \sum_{k=1}^{\ell-1} k^{2}\right) \\
& \leqslant K\left(\varepsilon \cdot \frac{\log \ell}{\ell^{2}}+\frac{\varepsilon^{2}}{\ell}\right)
\end{aligned}
$$

### 12.4 Composition

In this section we will discuss composition of multiple diffeomorphisms. Let $I=$ $[a, b]$ be a compact interval in the real line, and let $\mathscr{D}=\operatorname{Diff}_{+}^{2}([a, b])$ be the space of orientation preserving $C^{2}$ diffeomorphisms of $I$, endowed with the $C^{2}$-metric. Let $X=C^{0}(I)$ be the space of continuous functions from $[a, b]$ to the real line, and recall that $X$ is a Banach space when endowed with the sup norm. Just as we did in Chapters 3 and 5, we consider the nonlinearity function $\mathscr{N}: \mathscr{D} \rightarrow X$, defined as

$$
\mathscr{N} \psi=\frac{D^{2} \psi}{D \psi}=D \log D \psi
$$

Note that $\mathscr{N}$ is a homeomorphism, whose inverse is given by

$$
\left(\mathscr{N}^{-1} \phi\right)(x)=a+\left(\frac{b-a}{\int_{a}^{b} \exp \left(\int_{a}^{s} \phi(t) d t\right) d s}\right) \int_{a}^{x} \exp \left(\int_{a}^{s} \phi(t) d t\right) d s
$$

for any $x \in[a, b]$ and any $\phi \in X$. To prove that $\mathscr{N}^{-1} \phi \in \mathscr{D}$ note that $D \mathscr{N}^{-1} \phi>$ 0 , since $\frac{\partial}{\partial x}\left(\int_{a}^{x} \exp \left(\int_{a}^{s} \phi(t) d t\right) d s\right)=\exp \left(\int_{a}^{x} \phi(t) d t\right)>0$.

More generally, if $f: I \rightarrow \mathbb{R}$ is a $C^{2}$ map and $x$ is a regular point of $f$, we define $\mathscr{N} f(x)=D^{2} f(x) / D f(x)$. As the reader can easily prove, the chain rule for the nonlinearity is $\mathscr{N}(f \circ g)=\mathscr{N} f \circ g D g+\mathscr{N} g$, while the kernel of $\mathscr{N}$ is the group of affine transformations. In particular, $\mathscr{N}(A \circ f)=\mathscr{N} f$ whenever $A$ is affine. Note also that the nonlinearity goes to infinity around any non-flat critical
point. Elementary properties of nonlinearity can be found in the work of Martens [1998]. On bounded sets it is bi-Lipschitz. In particular, we have the following.

Lemma 12.15. Let $B$ be a bounded set in $X=C^{0}(I)$. There exists $K=K(B)>$ 0 such that for any pair $\phi, \psi$ in $B$ we have

$$
d_{2}\left(\mathscr{N}^{-1} \phi, \mathscr{N}^{-1} \psi\right) \leqslant K d_{C^{0}}(\phi, \psi) .
$$

Proof. Use the inverse of the nonlinearity to estimate the $C^{0}$ distance between $f=\mathscr{N}^{-1} \phi$ and $g=\mathscr{N}^{-1} \psi$, as in Martens [ibid., Lem. 10.2, page 579]. This gives $d_{C^{0}}\left(\mathscr{N}^{-1} \phi, \mathscr{N}^{-1} \psi\right) \leqslant K d_{C^{0}}(\phi, \psi)$. Since both $f=\mathscr{N}^{-1} \phi$ and $g=\mathscr{N}^{-1} \psi$ belong to $\operatorname{Diff}_{+}^{2}(I)$ there exists $t_{0} \in I$ such that $D f\left(t_{0}\right)=D g\left(t_{0}\right)$, and then $\log D f(t)-\log D g(t)=\int_{t_{0}}^{t}(\phi-\psi)(s) d s$ for all $t \in I$. Therefore $d_{C^{0}}(\log D f, \log D g) \leqslant|I| d_{C^{0}}(\phi, \psi)$, and since both $f$ and $g$ are $C^{1}$-bounded we get $d_{C^{0}}(D f, D g) \leqslant K d_{C^{0}}(\phi, \psi)$. Finally note that for all $t \in I$ we have

$$
\left|\left(D^{2} f-D^{2} g\right)(t)\right| \leqslant|(\phi-\psi)(t)||D f(t)|+|(D f-D g)(t)||\psi(t)|
$$

As explained above, the nonlinearity allows us to identify the set $\mathscr{D}$ of diffeomorphisms with the Banach space $X=C^{0}(I)$. This defines the nonlinearity norm on $\mathscr{D}:|f|=\|\mathscr{N} f\|_{C^{0}}$. The following lemma says that composition of multiple diffeomorphisms on $C^{1}$-bounded sets is Lipschitz continuous in the nonlinearity norm. This lemma is an adaptation of the Sandwich Lemma in Martens [ibid., Lem. 10.5, page 581].

Lemma 12.16. Given $M>0$, there exists $K=K(M)>0$ such that for $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n}$ in $\operatorname{Diff}_{+}^{3}([0,1])$ satisfying

- $\sum_{j=1}^{n}\left\|\mathscr{N} f_{j}\right\|_{C^{0}} \leqslant M$,
- $\sum_{j=1}^{n}\left\|\mathscr{N} g_{j}\right\|_{C^{0}} \leqslant M$,
- $\sum_{j=1}^{n}\left\|D \mathscr{N} f_{j}\right\|_{C^{0}} \leqslant M$,
- $\sum_{j=1}^{n}\left\|D \mathscr{N} g_{j}\right\|_{C^{0}} \leqslant M$,
we have

$$
\left\|\mathscr{N}\left(\bigcirc_{j=1}^{n} f_{j}\right)-\mathscr{N}\left(\bigcirc_{j=1}^{n} g_{j}\right)\right\|_{C^{0}} \leqslant K \sum_{j=1}^{n}\left\|\mathscr{N} f_{j}-\mathscr{N} g_{j}\right\|_{C^{0}}
$$

In particular,

$$
d_{C^{2}}\left(\bigcirc_{j=1}^{n} f_{j}, \bigcirc_{j=1}^{n} g_{j}\right) \leqslant K \sum_{j=1}^{n}\left\|\mathscr{N} f_{j}-\mathscr{N} g_{j}\right\|_{C^{0}} .
$$

The branches of renormalizations are compositions of a homeomorphism and multiple diffeomorphisms. The composition of multiple diffeomorphisms can be controlled by Lemma 12.16. To control the effect of the first factor we need the following lemma, a basic property of composition.

Lemma 12.17. For every $L>0$, there exists $K=K(L)>0$ such that the following holds. Let $q, \widetilde{q}:[-1,0] \rightarrow[0,1]$ be $C^{3}$ homeomorphisms with one critical point, $D q(0)=D \widetilde{q}(0)=0$. Let $f, \tilde{f}:[0,1] \rightarrow[0,1]$ be $C^{3}$ diffeomorphisms. If $|q|_{C^{3}},|\widetilde{q}|_{C^{3}},|f|_{C^{3}},|\tilde{f}|_{C^{3}} \leqslant L$ then

$$
d_{C^{2}}(\tilde{f} \circ \tilde{q}, f \circ q) \leqslant K d_{C^{2}}(\tilde{f}, f)+d_{C^{2}}(\tilde{q}, q) .
$$

As before, fix $K_{0}>1$ and let $\mathscr{K}$ be the space of normalized $C^{3}$ critical commuting pairs which are $K_{0}$-controlled. Let $\zeta=(\eta, \xi)$ and $\tilde{\zeta}=(\tilde{\eta}, \tilde{\xi})$ be two $C^{3}$ critical commuting pairs with negative Schwarzian that belong to $\mathscr{K}$ which are renormalizable with the same period $a \in \mathbb{N}$. Denote by $\varepsilon>0$ the $C^{2}$ distance between $\zeta$ and $\tilde{\zeta}$, that is, $\varepsilon=d_{2}(\zeta, \tilde{\zeta})$. We may assume in the computations that $\varepsilon \in(0,1)$. We will only consider the special situation when
(1) $I_{\eta}=I_{\tilde{\eta}}$ and $I_{\xi}=I_{\tilde{\xi}}$,
(2) $p=\widetilde{p}$ where $D \eta(p)=D \widetilde{\eta}(\widetilde{p})=1$ (see Lemma 12.7).

For each $\ell \in\{1, \ldots, a-1\}$ let $f_{\ell} \in \operatorname{Diff}_{+}^{3}([0,1])$ given by $f_{\ell}=A_{\ell+1}^{-1} \circ \eta \circ A_{\ell}$, where $A_{\ell}:[0,1] \rightarrow I_{\ell}$ is the unique orientation preserving affine diffeomorphism

$$
A_{\ell}(x)=\left|I_{\ell}\right| x+x_{\ell}=\left(\eta^{\ell-1}(\xi(0))-\eta^{\ell}(\xi(0))\right) x+\eta^{\ell}(\xi(0)) .
$$

Note that $\bigcirc_{\ell=1}^{a-1} f_{\ell}=A_{a}^{-1} \circ \eta^{a-1} \circ A_{1}$ in $\operatorname{Diff}_{+}^{3}([0,1])$.
Lemma 12.18. There exists $K=K(\mathscr{K})>1$ such that for any $\zeta$ in $\mathscr{K}$ renormalizable with period $a \in \mathbb{N}$ we have

$$
\sum_{\ell=1}^{a-1}\left|\mathscr{N} f_{\ell}(x)\right| \leqslant K \quad \text { and } \quad \sum_{\ell=1}^{a-1}\left|D\left(\mathscr{N} f_{\ell}\right)(x)\right| \leqslant K \quad \text { for all } x \in[0,1] .
$$

Proof. Note that $\mathscr{N} f_{\ell}(x)=\mathscr{N}\left(\eta \circ A_{\ell}\right)(x)=\mathscr{N} \eta\left(A_{\ell}(x)\right)\left|I_{\ell}\right|$ and that $D\left(\mathscr{N} f_{\ell}\right)(x)=D(\mathscr{N} \eta)\left(A_{\ell}(x)\right)\left|I_{\ell}\right|^{2}$ for all $x \in[0,1]$. Since $\zeta \in \mathscr{K}_{a}$, we know that $\mathscr{N} \eta$ is $C^{1}$-bounded in $\left[\eta^{a}(\xi(0)), \xi(0)\right]$ and then

$$
\begin{gathered}
\sum_{\ell=1}^{a-1}\left|\mathscr{N} f_{\ell}(x)\right| \leqslant K \sum_{\ell=1}^{a-1}\left|I_{\ell}\right| \leqslant K\left|I_{\eta}\right| \quad \text { and } \\
\sum_{\ell=1}^{a-1}\left|D\left(\mathscr{N} f_{\ell}\right)(x)\right| \leqslant K \sum_{\ell=1}^{a-1}\left|I_{\ell}\right|^{2} \leqslant K\left|I_{\eta}\right| \sum_{\ell=1}^{a-1}\left|I_{\ell}\right| \leqslant K\left|I_{\eta}\right|^{2} .
\end{gathered}
$$

In the same way, let $\tilde{A}_{\ell}:[0,1] \rightarrow \tilde{I}_{\ell}$ be the unique orientation preserving affine diffeomorphism, and define $g_{\ell}=\tilde{A}_{\ell+1}^{-1} \circ \tilde{\eta} \circ \widetilde{A}_{\ell} \in \operatorname{Diff}_{+}^{3}([0,1])$. The first factors of the renormalizations are controlled by

Lemma 12.19. There exists $K>0$ such that

$$
\left\|A_{1}^{-1} \circ \xi\right\|_{C^{3}},\left\|\tilde{A}_{1}^{-1} \circ \tilde{\xi}\right\|_{C^{3}} \leqslant K
$$

and

$$
d_{C^{2}}\left(A_{1}^{-1} \circ \xi, \tilde{A}_{1}^{-1} \circ \tilde{\xi}\right) \leqslant K \varepsilon
$$

Proof. The four maps $\xi:[-1,0] \rightarrow I_{1}, \tilde{\xi}:[-1,0] \rightarrow \tilde{I}_{1}, A_{1}^{-1}:[0, K] \rightarrow \mathbb{R}$ and $\tilde{A}_{1}^{-1}:[0, K] \rightarrow \mathbb{R}$ are $C^{3}$-bounded by some constant $M>1$ universal on $\mathscr{K}$. Similar to Lemma 12.17, we get

$$
\begin{aligned}
d_{C^{2}}\left(A_{1}^{-1} \circ \xi, \tilde{A}_{1}^{-1} \circ \tilde{\xi}\right) & \leqslant K\left(\left\|A_{1}^{-1}-\tilde{A}_{1}^{-1}\right\|_{C^{2}}+\|\xi-\tilde{\xi}\|_{C^{2}}\right) \\
& \leqslant K\left(\left\|A_{1}^{-1}-\tilde{A}_{1}^{-1}\right\|_{C^{2}}+\varepsilon\right)
\end{aligned}
$$

Observe that
where we used Lemma 12.11. On the other hand,

$$
\left|\left(A_{1}^{-1}\right)^{\prime}-\left(\tilde{A}_{1}^{-1}\right)^{\prime}\right|=\left(\left|\tilde{I}_{1}\right|-\left|I_{1}\right|\right) /\left|I_{1}\right|\left|\tilde{I}_{1}\right| \leqslant\left(\Delta_{0}+\Delta_{1}\right) /\left|I_{1}\right|\left|\tilde{I}_{1}\right|
$$

and we finish in the same way as before.
Lemma 12.20. There exists $K>0$ such that for $\ell \leqslant a$, we have

$$
\left\|\mathscr{N} f_{\ell}-\mathscr{N} g_{\ell}\right\|_{C^{0}} \leqslant K\left(\varepsilon\left|I_{\ell}\right|+\Delta_{\ell}+\left|\Delta x_{\ell}\right|\left|I_{\ell}\right|\right)
$$

Proof. Note that

$$
\left|\tilde{A}_{\ell} x-A_{\ell} x\right| \leqslant K\left(\left|\Delta x_{\ell}\right|+\Delta_{\ell}\right)
$$

Therefore,

$$
\begin{aligned}
&\left|\mathscr{N} f_{\ell}(x)-\mathscr{N} g_{\ell}(x)\right|=\left|\mathscr{N} f\left(A_{\ell}(x)\right)\right| I_{\ell}\left|-\mathscr{N} g\left(\tilde{A}_{\ell}(x)\right)\right| \tilde{I}_{\ell}| | \\
& \leqslant\left|\mathscr{N} f\left(A_{\ell} x\right)\right| I_{\ell}\left|-\mathscr{N} g\left(A_{\ell} x\right)\right| \tilde{I}_{\ell}| |+ \\
&\left|D \mathscr{N} g\left(\theta_{\ell}\right)\right| \cdot\left(\left|\Delta x_{\ell}\right|+\Delta_{\ell}\right) \cdot\left|\tilde{I}_{\ell}\right| \\
& \leqslant K\left(\varepsilon\left|I_{\ell}\right|+\Delta_{\ell}+\left(\left|\Delta x_{\ell}\right|+\Delta_{\ell}\right)\left(\left|I_{\ell}\right|+\Delta_{\ell}\right)\right) \\
& \leqslant K\left(\varepsilon\left|I_{\ell}\right|+\Delta_{\ell}+\left|\Delta x_{\ell}\right|\left|I_{\ell}\right|\right) .
\end{aligned}
$$

Lemma 12.21. For every $L>0$, there exists $K=K(\mathscr{K}, L)>0$ such that the following holds. If $\zeta$ and $\tilde{\zeta}$ are $L$-synchronized, then

$$
\sum_{\ell=1}^{a}\left\|\mathscr{N} f_{\ell}-\mathscr{N} g_{\ell}\right\|_{C^{0}} \leqslant K \varepsilon
$$

Proof. Let $a_{\varepsilon}=\left\lfloor\frac{1}{\varepsilon}\right\rfloor$. Assume for a moment that $a \geqslant a_{\varepsilon}$. Then Lemma 12.9 implies $\left|x_{a-a_{\varepsilon}}-x_{a_{\varepsilon}}\right|,\left|\tilde{x}_{a-a_{\varepsilon}}-\tilde{x}_{a_{\varepsilon}}\right| \leqslant K \varepsilon$. Hence,

$$
\begin{align*}
\sum_{a_{\varepsilon} \leqslant \ell \leqslant a-a_{\varepsilon}}\left\|\mathscr{N} f_{\ell}-\mathscr{N} g_{\ell}\right\|_{C^{0}} & \leqslant \sum_{a_{\varepsilon} \leqslant \ell \leqslant a-a_{\varepsilon}}\left\|\mathscr{N} f_{\ell}\right\|_{C^{0}}+\left\|\mathscr{N} g_{\ell}\right\|_{C^{0}} \\
& \leqslant \sum_{a_{\varepsilon} \leqslant \ell \leqslant a-a_{\varepsilon}}\|\mathscr{N} f\|_{C^{0}} \cdot\left|I_{\ell}\right|+\|\mathscr{N} g\|_{C^{0}} \cdot\left|\tilde{I}_{\ell}\right| \\
& \leqslant K\left(\left|x_{a-a_{\varepsilon}}-x_{a_{\varepsilon}}\right|+\left|\widetilde{x}_{a-a_{\varepsilon}}-\tilde{x}_{a_{\varepsilon}}\right|\right) \\
& \leqslant K \varepsilon \tag{12.13}
\end{align*}
$$

These estimates hold trivially when $a<a_{\varepsilon}$. Note that

$$
\begin{aligned}
\sum_{\ell=1}^{a}\left\|\mathscr{N} f_{\ell}-\mathscr{N} g_{\ell}\right\|_{C^{0}}=\sum_{\ell=1}^{a_{\varepsilon}}\left\|\mathscr{N} f_{\ell}-\mathscr{N} g_{\ell}\right\|_{C^{0}} & +\sum_{\ell=a_{0}}^{a-a_{\varepsilon}}\left\|\mathscr{N} f_{\ell}-\mathscr{N} g_{\ell}\right\|_{C^{0}} \\
& +\sum_{\ell=a-a_{\varepsilon}}^{a}\left\|\mathscr{N} f_{\ell}-\mathscr{N} g_{\ell}\right\|_{C^{0}}
\end{aligned}
$$

The middle term is estimated by (12.13). The first (and third) term can be estimated by using Lemma 12.20, Yoccoz's Lemma 7.3, Propositions 12.3 and 12.4. Namely,

$$
\begin{aligned}
\sum_{\ell=1}^{a_{\varepsilon}}\left\|\mathscr{N} f_{\ell}-\mathscr{N} g_{\ell}\right\|_{C^{0}} & \leqslant K \sum_{\ell=1}^{a_{\varepsilon}} \varepsilon\left|I_{\ell}\right|+\Delta_{\ell}+\left|\Delta x_{\ell}\right|\left|I_{\ell}\right| \\
& \leqslant K \sum_{\ell=1}^{a_{\varepsilon}} \varepsilon \frac{1}{\ell^{2}}+\varepsilon \frac{\log \ell}{\ell^{2}}+\varepsilon^{2} \frac{1}{\ell}+\varepsilon \frac{1}{\ell^{3}} \\
& \leqslant K \varepsilon+K \sum_{\ell=1}^{a_{\varepsilon}} \varepsilon^{2} \frac{1}{\ell} \\
& \leqslant K \varepsilon+K \varepsilon^{2} \log \frac{1}{\varepsilon} \\
& \leqslant K \varepsilon
\end{aligned}
$$

The lemma follows.
The following proposition holds for general critical commuting pairs with negative Schwarzian which are contained in the previously discussed set $\mathscr{K}$; that is, the set of normalized $C^{3}$ critical commuting pairs which are $K$-controlled.

Proposition 12.5. For every $L>0$ there exists $K=K(\mathscr{K}, L)>0$ such that the following holds. If $\zeta_{0}$ and $\zeta_{1}$ are L-synchronized then

$$
d_{2}\left(p \mathscr{R}\left(\zeta_{0}\right), p \mathscr{R}\left(\zeta_{1}\right)\right) \leqslant K d_{2}\left(\zeta_{0}, \zeta_{1}\right) .
$$

Proof. There exists $K=K(\mathscr{K})>0$ such that the following holds. There exists a diffeomorphism $h: \operatorname{Dom}\left(\zeta_{1}\right) \rightarrow \operatorname{Dom}\left(\zeta_{0}\right)$ such that $\zeta=\zeta_{0}$ and $\tilde{\zeta}=h \circ \zeta_{1} \circ h^{-1}$ satisfy the normalizations
(1) $I_{\eta}=I_{\tilde{\eta}}$ and $I_{\xi}=I_{\tilde{\xi}}$,
(2) $p=\tilde{p}$ where $D \eta(p)=D \tilde{\eta}(\widetilde{p})=1$,
needed to apply the results from Sections 12.3 and 12.4. We may construct the conjugation such that

$$
d_{C^{3}}(h, \mathrm{Id}) \leqslant K d_{2}\left(\zeta_{0}, \zeta_{1}\right)
$$

and $h \mid \operatorname{Dom}\left(p \mathscr{R}\left(\zeta_{1}\right)\right)=$ Id. This last condition implies

$$
p \mathscr{R}\left(\zeta_{1}\right)=p \mathscr{R}(\widetilde{\zeta})
$$

In particular, it suffices to prove the proposition for the pairs $\zeta$ and $\tilde{\zeta}$.
Let $p \mathscr{R}(\zeta)=\left(\eta^{\prime}, \xi^{\prime}\right)$ and $p \mathscr{R}(\widetilde{\zeta})=\left(\tilde{\eta^{\prime}}, \tilde{\xi^{\prime}}\right)$. Because, $\xi^{\prime}=\xi$ and $\tilde{\xi}^{\prime}=\widetilde{\xi}$ it suffices to estimate the distance between $\eta^{\prime}$ and $\widetilde{\eta}^{\prime}$.

Let $I_{a+1}=\left[x_{a+1}, x_{a}\right]$ and $A:[0,1] \rightarrow I_{a+1}$ be the orientation preserving affine diffeomorphism. Let

$$
F=A^{-1} \circ \eta^{\prime}
$$

and similarly define $G=\tilde{A}^{-1} \circ \widetilde{\eta}^{\prime}$. Now apply Lemmas 12.16 and 12.21 to obtain

$$
d_{C^{2}}(F, G) \leqslant K \varepsilon,
$$

where $\varepsilon=d_{2}(\zeta, \tilde{\zeta})$. A similar argument as the proof of Lemma 12.19 one obtains $d_{2}\left(\eta^{\prime}, \tilde{\eta}^{\prime}\right) \leqslant K \varepsilon$. This shows that pre-renormalization is Lipschitz among synchronized pairs.

### 12.5 Order

Commuting pairs might have different domains. Any natural definition of order between such systems has to include this difference of domains also. There are two cases:

$$
\text { Case I: } \eta \circ \xi(0)>0, \quad \text { Case II: } \eta \circ \xi(0)<0
$$

Definition 12.4. Let $\zeta_{0}=\left(\xi_{0}, \eta_{0}\right)$ and $\zeta_{1}=\left(\xi_{1}, \eta_{1}\right)$ be two commuting pairs and $t \geqslant 0$. If
(1) $\zeta_{0}(x)+t \leqslant \zeta_{1}(x)$ for $x \in \operatorname{Dom}\left(\zeta_{0}\right) \cap \operatorname{Dom}\left(\zeta_{1}\right)$ and
(2) $\eta_{0}(0) \leqslant \eta_{1}(0)$ and $\xi_{0}(0) \leqslant \xi_{1}(0)$
we write

$$
\zeta_{0} \leqslant t \zeta_{1}
$$

Lemma 12.22. $\operatorname{Let} \zeta_{0}=\left(\xi_{0}, \eta_{0}\right)$ and $\zeta_{1}=\left(\xi_{1}, \eta_{1}\right)$ be two commuting pairs such that $\zeta_{0} \leqslant t \zeta_{1}$.

If Case I holds, then:
(1) $a_{\zeta_{0}} \leqslant a_{\zeta_{1}}$,
(2) for $x \in\left[\eta_{1}(0), 0\right]$ and $k=0,1, \ldots, a_{\zeta_{0}}$

$$
\eta_{0}^{k} \circ \xi_{0}(x)+t \leqslant \eta_{1}^{k} \circ \xi_{1}(x) .
$$

If Case II holds, then:
(1) $a_{\zeta_{0}} \geqslant a_{\zeta_{1}}$,
(2) for $x \in\left[0, \xi_{0}(0)\right]$ and $k=0,1, \ldots, a_{\zeta_{1}}$

$$
\xi_{0}^{k} \circ \eta_{0}(x)+t \leqslant \xi_{1}^{k} \circ \eta_{1}(x)
$$

The proof of Lemma 12.22 is different for Case I and Case II. We will only present the proof in Case I.

Proof. Let $x \in\left[0, \xi_{0}(0)\right]$. The order condition of Definition 12.4(1) gives the statement of the Lemma for $k=0, \xi_{0}(x)+t \leqslant \xi_{1}(x)$. Property (2) follows inductively. Namely,

$$
\begin{aligned}
\eta_{0}^{k+1} \circ \xi_{0}(x)+t & =\eta_{0}\left(\eta_{0}^{k} \circ \xi_{0}(x)\right)+t \leqslant \eta_{1}\left(\eta_{0}^{k} \circ \xi_{0}(x)\right) \\
& \leqslant \eta_{1}\left(\eta_{1}^{k} \circ \xi_{1}(x)\right) \\
& =\eta_{1}^{k+1} \circ \xi_{1}(x) .
\end{aligned}
$$

In particular, $\eta_{0}^{a_{\zeta_{0}}} \circ \xi_{0}(x) \leqslant \eta_{1}^{a_{\zeta_{0}}} \circ \xi_{1}(x)$. This implies, $a_{\zeta_{0}} \leqslant a_{\zeta_{1}}$.
Pre-renormalization preserves order. Namely, we have the following.
Lemma 12.23. If $\zeta_{0} \leqslant_{t} \zeta_{1}$ and $a_{\zeta_{0}}=a_{\zeta_{1}}$, then $p \mathscr{R}\left(\zeta_{0}\right) \leqslant_{t} p \mathscr{R}\left(\zeta_{1}\right)$.
Proof. We will only present the proof in Case I. Let $a=a_{\zeta_{0}}=a_{\zeta_{1}}$. Observe, $\eta_{p \mathscr{R}\left(\zeta_{0}\right)}(0)=\eta_{0}(0) \leqslant \eta_{1}(0)=\eta_{p \mathscr{R}\left(\zeta_{1}\right)}(0)$. Hence, the left side of the domains of the pre-renormalizations satisfy the order condition of Definition 12.4(2). Consider the right side of the domains of the pre-renormalizations,

$$
\begin{equation*}
\xi_{p \mathscr{R}\left(\zeta_{0}\right)}(0)+t=\eta_{0}^{a} \circ \xi_{0}(0)+t \leqslant \eta_{1}^{a} \circ \xi_{1}(0)=\xi_{p \mathscr{R}\left(\zeta_{1}\right)}(0), \tag{12.14}
\end{equation*}
$$

where we used Lemma 12.22(2). This means that the right side of the domain of the pre-renormalizations also satisfies the order condition of Definition 12.4(2).

According to Lemma $12.22(2)$ the estimate (12.14) also holds for any $x \in$ [ $\left.\eta_{1}(0), 0\right]$, instead of $x=0$. This means that the pre-renormalization also satisfies the order condition of Definition 12.4(1).

The following proposition will play a key role in the proof of the Synchroniza-tion-Lemma (see Section 12.6 below).

Proposition 12.6. If $\zeta_{0} \leqslant_{t} \zeta_{1}$ with $t>0$ then

$$
\rho_{\zeta_{0}} \neq \rho_{\zeta_{1}}
$$

Proof. Assume $a_{\zeta_{0}}(n)=a_{\zeta_{1}}(n)$ for $n \geqslant 0$. Applying Lemma 12.23,

$$
(p \mathscr{R})^{n}\left(\zeta_{0}\right) \leqslant_{t}(p \mathscr{R})^{n}\left(\zeta_{1}\right)
$$

Note, $\eta_{(p \mathscr{R})^{n}\left(\zeta_{0,1}\right)}(0) \rightarrow 0$. Hence,

$$
0>\eta_{(p \mathscr{R})^{n}\left(\zeta_{1}\right)}(0) \geqslant \eta_{(p \mathscr{R})^{n}\left(\zeta_{0}\right)}(0)+t \geqslant \frac{1}{2} t>0
$$

for $n$ large enough, a contradiction.

### 12.6 Synchronization

In the next statement we refer to the constant $\varepsilon_{0}>0$ obtained in Section 12.3 (see in particular the proof of Claim 12.3.1, during the proof of Lemma 12.11).

Synchronization-Lemma. For any given $K_{0}>1$ there exists $L=L\left(K_{0}\right)>$ 1 such that the following holds. Let $\zeta_{0}$ and $\zeta_{1}$ be two $C^{3}$ critical commuting pairs which are $K_{0}$-controlled, both $\zeta_{0}$ and $\zeta_{1}$ have negative Schwarzian, $\rho\left(\zeta_{0}\right)=$ $\rho\left(\zeta_{1}\right) \in[0,1] \backslash \mathbb{Q}$ and $d_{2}\left(\zeta_{0}, \zeta_{1}\right)<\varepsilon_{0}$. Then $\zeta_{0}$ and $\zeta_{1}$ are L-synchronized.

We omit mention of the hypothesis $d_{2}\left(\zeta_{0}, \zeta_{1}\right)<\varepsilon_{0}$ in the proof presented below, but it is needed to allows us to apply the estimates obtained in Sections 12.3 and 12.5 .

Proof of the Synchronization-Lemma. We will only present the proof in Case I. Let $a=a_{\zeta_{0}}=a_{\zeta_{1}}$. Choose $a_{0} \geqslant 1$ such that Lemma 12.6 applies. The Synchronization Lemma follows from Lemma 12.12 when $a \leqslant a_{0}$. We will assume $a \geqslant a_{0}$.

We may assume that $x_{a}^{1} \geqslant x_{a}^{0}$. There exists $K=K\left(K_{0}\right)>0$ such that the following holds: there exists a diffeomorphism $h: \operatorname{Dom}\left(\zeta_{1}\right) \rightarrow \operatorname{Dom}\left(\zeta_{0}\right)$ such that $\zeta=\zeta_{0}$ and $\tilde{\zeta}=h \circ \zeta_{1} \circ h^{-1}$ satisfy the normalizations

$$
x_{1}(\zeta)=x_{1}(\tilde{\zeta})
$$

We may construct the conjugation such that

$$
d_{C^{3}}(h, \mathrm{Id}) \leqslant K d_{2}\left(\zeta_{0}, \zeta_{1}\right)
$$

and $h \mid \operatorname{Dom}\left(p \mathscr{R}\left(\zeta_{1}\right)\right)=$ Id. This last condition implies

$$
x_{a}\left(\zeta_{1}\right)=x_{a}(\tilde{\zeta})
$$

In particular, it suffices to prove synchronization for the pairs $\zeta$ and $\tilde{\zeta}$. Let $\varepsilon=$ $d_{2}(\zeta, \widetilde{\zeta}) \leqslant K d_{2}\left(\zeta_{0}, \zeta_{1}\right)$.

Apply Lemma 12.6 to obtain a commuting pair $\zeta_{t_{0}}$ in the standard family of $\zeta$ such that

$$
\Delta x_{a}\left(\zeta_{t_{0}}, \tilde{\zeta}\right)=0
$$

From Lemma 12.6 we get

$$
\begin{equation*}
0 \leqslant t_{0} \leqslant K \varepsilon \tag{12.15}
\end{equation*}
$$

Note, if $t_{0}>0$ is much larger than $\varepsilon \geqslant d_{C^{0}}(\zeta, \tilde{\zeta})$ then $\xi_{t_{0}}(x)>\tilde{\xi}(x)$. This would imply $x_{a}\left(\zeta_{t_{0}}\right)>x_{a}(\widetilde{\zeta})$ because $x_{1}(\zeta)=x_{1}(\widetilde{\zeta})$. Assume that

$$
\begin{equation*}
\tilde{x}_{a}=x_{a}+L \varepsilon \tag{12.16}
\end{equation*}
$$

where, just as before, $x_{\ell}=\eta^{\ell}(\xi(0))$ and $\tilde{x}_{\ell}=\tilde{\eta}^{\ell}(\tilde{\xi}(0))$ for $\ell \in\{0, \ldots, a\}$. Note also that our assumption $x_{a}^{1} \geqslant x_{a}^{0}$, implies that $\tilde{x}_{a} \geqslant x_{a}$.

We have to show that $L$ is uniformly bounded. From (12.16) and Corollary 12.2 we get for every $x \in\left[\eta_{p \mathscr{R}\left(\zeta_{t_{0}}\right)}(0), 0\right]$

$$
\begin{align*}
p \mathscr{R}\left(\zeta_{t_{0}}\right)(x)-p \mathscr{R}(\zeta)(x) & \geqslant \frac{1}{K}\left(p \mathscr{R}\left(\zeta_{t_{0}}\right)(0)-p \mathscr{R}(\zeta)(0)\right) \\
& =\frac{1}{K}(p \mathscr{R}(\tilde{\zeta})(0)-p \mathscr{R}(\zeta)(0))  \tag{12.17}\\
& =\frac{1}{K}\left(\tilde{x}_{a}-x_{a}\right)=\frac{1}{K} L \varepsilon .
\end{align*}
$$

From Proposition 12.5 we get for every $x \in\left[\eta_{p \mathscr{R}\left(\zeta_{t_{0}}\right)}(0), 0\right]$

$$
\begin{align*}
\left|p \mathscr{R}\left(\zeta_{t_{0}}\right)(x)-p \mathscr{R}(\tilde{\zeta})(x)\right| & \leqslant K d_{2}\left(\zeta_{t_{0}}, \tilde{\zeta}\right) \\
& \leqslant K d_{2}(\zeta, \tilde{\zeta})+K \varepsilon  \tag{12.18}\\
& \leqslant K \varepsilon
\end{align*}
$$

where we also used (12.15). Combine (12.17) and (12.18) to get for every $x \in$ $\left[\eta_{p \mathscr{R}\left(\zeta_{t_{0}}\right)}(0), 0\right]$

$$
\begin{equation*}
p \mathscr{R}(\tilde{\zeta})(x) \geqslant p \mathscr{R}(\zeta)(x)+\frac{1}{K} L \varepsilon-K \varepsilon . \tag{12.19}
\end{equation*}
$$

As a matter of fact (12.19) holds for $x \in[-1,0]$. This follows from the following. Let $x \in\left[-1, \eta_{p \mathscr{R}\left(\zeta_{t_{0}}\right)}(0)\right]$. Observe that, according to (12.15),

$$
\left|\left[-1, \eta_{p \mathscr{R}\left(\zeta_{t_{0}}\right)}(0)\right]\right|=t_{0} \leqslant K \varepsilon
$$

This implies that

$$
\begin{aligned}
p \mathscr{R}(\tilde{\zeta})(x) & \geqslant p \mathscr{R}(\zeta)\left(\eta_{p \mathscr{R}\left(\zeta_{t_{0}}\right)}(0)\right)+\frac{1}{K} L \varepsilon-K \varepsilon-\max \{D p \mathscr{R}(\tilde{\zeta})\} t_{0} \\
& \geqslant p \mathscr{R}(\zeta)(x)+\frac{1}{K} L \varepsilon-K \varepsilon .
\end{aligned}
$$

Hence, for $x \in[-1,0]$ we have

$$
\begin{equation*}
p \mathscr{R}(\tilde{\zeta})(x) \geqslant p \mathscr{R}(\zeta)(x)+\frac{1}{K} L \varepsilon-K \varepsilon \tag{12.20}
\end{equation*}
$$

So, when $L \geqslant 2 K^{2}$ then for the relevant $x<0$,

$$
\begin{equation*}
(p \mathscr{R})^{2}(\tilde{\zeta})(x)>(p \mathscr{R})^{2}(\zeta)(x) \tag{12.21}
\end{equation*}
$$

The last part of the proof will show that similar estimates hold for relevant positive points. The goal is to prove $(p \mathscr{R})^{2}(\widetilde{\zeta}) \geqslant_{t}(p \mathscr{R})^{2}(\zeta)$ for some positive $t$. The branches on the left side of the second pre-renormalizations, according to (12.21), satisfy the order condition of Definition $12.4(1)$. The right side of the domains of the second pre-renormalizations do satisfy the order condition of Definition 12.4(2). Namely,
$\operatorname{Dom}\left((p \mathscr{R})^{2}(\zeta)\right) \cap\{x \geqslant 0\}=\left[0, x_{a}\right] \subset\left[0, \tilde{x}_{a}\right]=\operatorname{Dom}\left((p \mathscr{R})^{2}(\tilde{\zeta})\right) \cap\{x \geqslant 0\}$.
What remains is to describe the branches on the right and the domains on the left. Let $x \in \operatorname{Dom}\left((p \mathscr{R})^{2}(\zeta)\right) \cap\{x \geqslant 0\}=\left[0, x_{a}\right]$ and for $k \geqslant 1$ define

$$
z_{k}(x)=(p \mathscr{R}(\zeta))^{k}(x)
$$

and similarly, $\tilde{z}_{k}(x)=(p \mathscr{R}(\tilde{\zeta}))^{k}(x)$, Observe,

$$
\left|z_{1}(x)-\widetilde{z}_{1}(x)\right|=|p \mathscr{R}(\zeta)(x)-p \mathscr{R}(\tilde{\zeta})(x)|=|\eta(x)-\widetilde{\eta}(x)| \leqslant \varepsilon
$$

Hence, applying (12.20),

$$
\begin{aligned}
\tilde{z}_{2}(x) & =p \mathscr{R}(\tilde{\zeta})\left(\widetilde{z}_{1}\right) \\
& \geqslant p \mathscr{R}(\zeta)\left(\widetilde{z}_{1}\right)+\frac{1}{K} L \varepsilon-K \varepsilon \\
& \geqslant z_{2}(x)-\max (D p \mathscr{R}(\zeta)) \cdot\left|z_{1}(x)-\widetilde{z}_{1}(x)\right|+\frac{1}{K} L \varepsilon-K \varepsilon \\
& \geqslant z_{2}(x)+\frac{1}{K} L \varepsilon-K \varepsilon>z_{2}(x)
\end{aligned}
$$

when $L \geqslant 2 K^{2}$. Let $b=a_{p \mathscr{R}(\zeta)}=a_{p \mathscr{R}(\tilde{\zeta})}$. By repeatedly applying (12.20) with $L \geqslant 2 K^{2}$, we obtain

$$
\begin{equation*}
(p \mathscr{R})^{2}(\tilde{\zeta})(x)=\tilde{z}_{b}(x)>(p \mathscr{R})^{2}(\zeta)(x)=z_{b}(x) \tag{12.22}
\end{equation*}
$$

In particular,

$$
\begin{align*}
\operatorname{Dom}\left((p \mathscr{R})^{2}(\tilde{\zeta})\right) \cap\{x \leqslant 0\} & =\left[\tilde{z}_{b}, 0\right] \subset\left[z_{b}, 0\right]  \tag{12.23}\\
& =\operatorname{Dom}\left((p \mathscr{R})^{2}(\zeta)\right) \cap\{x \leqslant 0\} .
\end{align*}
$$

The estimates (12.22) and (12.23) finish the proof of

$$
(p \mathscr{R})^{2}(\widetilde{\zeta}) \geqslant_{t}(p \mathscr{R})^{2}(\zeta),
$$

for some $t>0$. However, this contradicts Proposition 12.6 because $(p \mathscr{R})^{2}(\tilde{\zeta})$ and $(p \mathscr{R})^{2}(\zeta)$ have the same rotation number. This contradiction establishes the synchronization with $L \leqslant 2 K^{2}$.

### 12.7 Lipschitz Estimate

In this section we finally prove Theorem 12.2.
Proof of Theorem 12.2. The Synchronization Lemma from Section 12.6 tells us that, for $L=L(\mathscr{K})$, the pairs $\zeta_{0}$ and $\zeta_{1}$ are $L$-synchronized. Now the Lipschitz estimate for renormalization of synchronized pairs, Proposition 12.5, implies a Lipschitz estimate for pre-renormalization along topological classes. The fact that the maps are synchronized implies that the domains of the pre-renormalizations are also close. This means that the normalizations will not affect the Lipschitz property.

## Exercises

Exercise 12.1. Let $f_{1}, \ldots, f_{n}: \mathbb{R} \rightarrow \mathbb{R}$ be $C^{1}$ maps with $C^{1}$ norm bounded by some constant $B>0$, and let $g_{1}, \ldots, g_{n}: \mathbb{R} \rightarrow \mathbb{R}$ be $C^{0}$ maps. By induction, prove that

$$
\left\|f_{n} \circ \cdots \circ f_{1}-g_{n} \circ \cdots \circ g_{1}\right\|_{C^{0}} \leqslant\left(\sum_{j=0}^{n-1} B^{j}\right) \max _{i \in\{1, \ldots, n\}}\left\|f_{i}-g_{i}\right\|_{C^{0}} .
$$

Exercise 12.2. Using the previous exercise, prove a $C^{0}$ version of Theorem 12.2 for bounded combinatorics (allowing the Lipschitz constant to depend on the bound, see Remark 12.3). Find the minimum set of hypothesis you need to assume (recall Remarks 12.1 and 12.2).


As discussed in Section 10.1, the main motivation behind our study of multicritical circle maps is to understand the smooth rigidity problem. To be more precise, the goal is to answer Question 10.1: let $h$ be a topological conjugacy between two multicritical circle maps, say $f$ and $g$, and assume that $h$ identifies each critical point of $f$ with a corresponding critical point of $g$ having the same criticality. Is $h$ a smooth diffeomorphism? As we saw in Theorems 10.1 and 10.2, this problem has essentially been solved in the case of a single critical point, of an odd integer criticality. Moreover, as we saw in Theorem 10.3, rigidity has also been established for bi-critical circle maps of bounded combinatorics (see also the recent preprint Gorbovickis and Yampolsky [2021]). As explained in Chapter 10, the rigidity problem reduces to proving geometric contraction of renormalization along multicritical circle maps with the same signature. In the remainder of this book (Chapters 13 and 14) we will survey the main ideas needed to establish such contraction in the unicritical case. We finish this initial paragraph by pointing out that the analytic tools developed in both Chapters 11 and 12 are crucial for the methods to be discussed in the present chapter.

The following fundamental theorem was obtained by de Faria and de Melo
[2000] for rotation numbers of bounded type, and extended by Khmelev and Yampolsky [2006] to cover all irrational rotation numbers.

Theorem 13.1. There exists a universal constant $\lambda$ in $(0,1)$ with the following property. Given two real-analytic unicritical commuting pairs $\zeta_{1}$ and $\zeta_{2}$ with the same irrational rotation number and the same criticality, there exists a constant C $>0$ such that

$$
d_{r}\left(\mathscr{R}^{n}\left(\zeta_{1}\right), \mathscr{R}^{n}\left(\zeta_{2}\right)\right) \leqslant C \lambda^{n}
$$

for all $n \in \mathbb{N}$ and for any $0 \leqslant r<\infty$.
The proof of Theorem 13.1 relies on holomorphic methods, and it will be discussed in the next chapter (Chapter 14). In the present chapter we would like to explain how one can use Theorem 13.1 in order to prove exponential contraction of renormalizations for unicritical circle maps with a finite degree of smoothness. More precisely, we will explain the proof of the following two results, which are Guarino and de Melo [2017, Th. C] and Guarino, Martens, and de Melo [2018, Th. B] respectively.

Theorem 13.2. There exists a universal constant $\lambda \in(0,1)$ with the following property. Given two $C^{3}$ unicritical circle maps $f$ and $g$ with the same irrational rotation number of bounded type and the same odd integer criticality, there exists $C>0$ such that for all $n \in \mathbb{N}$ we have

$$
d_{0}\left(\mathscr{R}^{n}(f), \mathscr{R}^{n}(g)\right) \leqslant C \lambda^{n} .
$$

Theorem 13.3. There exists a universal constant $\lambda \in(0,1)$ with the following property. Given two $C^{4}$ unicritical circle maps $f$ and $g$ with the same irrational rotation number and the same odd integer criticality, there exists $C>0$ such that for all $n \in \mathbb{N}$ we have

$$
d_{2}\left(\mathscr{R}^{n}(f), \mathscr{R}^{n}(g)\right) \leqslant C \lambda^{n} .
$$

As established in Chapter 10, such exponential convergence of renormalization orbits implies the desired smooth rigidity: topological conjugacies are actually diffeomorphisms. To be more precise, when combined with Theorems 10.4 and 10.5, Theorems 13.2 and 13.3 imply Theorems 10.1 and 10.2 respectively.

### 13.1 The shadowing property

The link between $C^{r}$ unicritical circle maps and real-analytic ones is given by the following result.
Theorem 13.4 (Shadowing). There exists a $C^{\omega}$-compact set $\mathscr{K}$ of real-analytic unicritical commuting pairs with the following property. For any $r \geqslant 3$ there exists a constant $\lambda=\lambda(r) \in(0,1)$ such that, given a $C^{r}$ unicritical circle map $f$ with irrational rotation number and odd integer criticality, there exist $C>0$ and a sequence $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ contained in $\mathscr{K}$ such that

$$
\begin{equation*}
d_{r-1}\left(\mathscr{R}^{n}(f), f_{n}\right) \leqslant C \lambda^{n} \quad \text { for all } n \in \mathbb{N}, \tag{13.1}
\end{equation*}
$$

and such that the pair $f_{n}$ has the same rotation number as the pair $\mathscr{R}^{n}(f)$ for all $n \in \mathbb{N}$.

The compact set $\mathscr{K}$ and the approximations $\left\{f_{n}\right\}$ given by Theorem 13.4 were constructed in Guarino and de Melo [2017, Sections 6 and 7]. However, in that work, the exponential convergence (13.1) was only established for the $C^{0}$ metric (see Guarino and de Melo [ibid., Th. D]). These estimates were later extended to the $C^{r-1}$ metric in Guarino, Martens, and de Melo [2018, Th. 11.1]. We proceed to survey some of the main tools for this construction.

For simplicity, and without loss of generality, let us assume in this section that the critical point of $f$ is of cubic type. The deformations from smooth to analytic commuting pairs needed in order to prove Theorem 13.4 will be done in the complex plane, with the help of Theorem 11.4. With this as our goal, we will first extend both components of the unicritical commuting pair $\mathscr{R}^{n}(f)$ to open sets in the complex plane. This is achieved by the following result, which is Guarino and de Melo [2017, Th. 6.1] (given a bounded interval $I$ of the real line we denote its Euclidean length by $|I|$, and for any $\alpha>0$ we denote by $N_{\alpha}(I)$ the $\mathbb{R}$-symmetric topological disk

$$
N_{\alpha}(I)=\{z \in \mathbb{C}: d(z, I)<\alpha|I|\},
$$

where $d$ denotes the Euclidean distance in the complex plane).
Theorem 13.5. There exist universal constants $\lambda \in(0,1)$, and $\alpha>0$ and $\beta>0$ with the following property. Let $f$ be a $C^{3}$ unicritical circle map with irrational rotation number and cubic critical point. For all $n \geqslant 1$, denote by $\left(\eta_{n}, \xi_{n}\right)$ the components of the critical commuting pair $\mathscr{R}^{n}(f)$. Then there exist constants $n_{0} \in \mathbb{N}$ and $C>0$ such that for each $n \geqslant n_{0}$ both $\xi_{n}$ and $\eta_{n}$ extend (after normalization) to $\mathbb{R}$-symmetric orientation-preserving $C^{3}$ maps defined in $N_{\alpha}([-1,0])$ and $N_{\alpha}\left(\left[0, \xi_{n}(0)\right]\right)$ respectively, and the following seven properties are satisfied:

1. $\xi_{n}$ and $\eta_{n}$ each have a unique critical point at the origin, which is of cubic type;
2. The extensions $\eta_{n}$ and $\xi_{n}$ commute in $B(0, \lambda)$, that is, both compositions $\eta_{n} \circ \xi_{n}$ and $\xi_{n} \circ \eta_{n}$ are well defined in $B(0, \lambda)$, and they coincide;
3. $N_{\beta}\left(\xi_{n}([-1,0])\right) \subset \xi_{n}\left(N_{\alpha}([-1,0])\right)$;
4. $N_{\beta}\left(\left[-1,\left(\eta_{n} \circ \xi_{n}\right)(0)\right]\right) \subset \eta_{n}\left(N_{\alpha}\left(\left[0, \xi_{n}(0)\right]\right)\right)$;
5. $\eta_{n}\left(N_{\alpha}\left(\left[0, \xi_{n}(0)\right]\right)\right) \cup \xi_{n}\left(N_{\alpha}([-1,0])\right) \subset B\left(0, \lambda^{-1}\right)$;
6. We have

$$
\max _{z \in N_{\alpha}([-1,0]) \backslash\{0\}}\left\{\frac{\left|\bar{\partial} \xi_{n}(z)\right|}{\left|\partial \xi_{n}(z)\right|}\right\} \leqslant C \lambda^{n} ;
$$

7. We have

$$
\max _{z \in N_{\alpha}\left(\left[0, \xi_{n}(0)\right]\right) \backslash\{0\}}\left\{\frac{\left|\bar{\partial} \eta_{n}(z)\right|}{\left|\partial \eta_{n}(z)\right|}\right\} \leqslant C \lambda^{n} .
$$

In the language of Chapter 11, the last two items of Theorem 13.5 say that the Beltrami coefficients of the corresponding extensions of $\xi_{n}$ and $\eta_{n}$ are exponentially small in $n$. An important tool used in Guarino and de Melo [2017, Section 6] in order to prove Theorem 13.5 is the notion of asymptotically holomorphic maps, that we review in the next section.

### 13.1.1 Extended lifts of critical circle maps

In this section we lift a critical circle map to the real line, and then we extend this lift in a suitable way to a neighborhood of the real line in the complex plane (see Definition 13.2 below).

In order to do this, let $A: \mathbb{C} \backslash\{0\} \rightarrow \mathbb{C} \backslash\{0\}$ be the map corresponding to the parameters $a=0$ and $b=1$ in the Arnold family defined in Section 6.1.2. Recall that the lift of $A$ to the complex plane, under the canonical universal covering map $\pi: \mathbb{C} \rightarrow \mathbb{C} \backslash\{0\}$ given by $\pi(z)=e^{2 \pi i z}$, is the entire map $\widetilde{A}: \mathbb{C} \rightarrow \mathbb{C}$ given by

$$
\widetilde{A}(z)=z-\frac{1}{2 \pi} \sin (2 \pi z)
$$

Note that $A$ preserves the unit circle, and its restriction $A: S^{1} \rightarrow S^{1}$ is a realanalytic critical circle map. The critical point of $A$ is placed at 1 , and is of cubic type (the critical point is also a fixed point for $A$ ).

Now let $f$ be a $C^{3}$ critical circle map with a single critical point (which is placed at the point 1 , and is of cubic type), and let $\widetilde{f}$ be the unique lift of $f$ under $\pi$ satisfying $D \widetilde{f}(0)=0$ and $0<\widehat{f}(0)<1$. It is not difficult to prove (see Exercise 13.1) that there exist $C^{3}$ orientation preserving circle diffeomorphisms $h_{1}$ and $h_{2}$, with $h_{1}(1)=1$ and $h_{2}(1)=f(1)$, such that the following diagram commutes.


For each $s \in\{1,2\}$ let $\widetilde{h_{i}}$ be the lift of $h_{s}$ to the real line determined by $\widetilde{h_{s}}(0) \in$ $[0,1)$. In Proposition 13.1 below we will extend both $\widetilde{h}_{1}$ and $\widetilde{h}_{2}$ to complex neighborhoods of the real line, satisfying the following property.

Definition 13.1. Let I be a compact interval in the real line, let $U$ be a neighborhood of $I$ in $\mathbb{C}$ and let $H: U \rightarrow \mathbb{C}$ be a $C^{1}$ map. We say that $H$ is asymptotically holomorphic of order $r \geqslant 1$ in $I$ if for every $z \in I$ we have $\bar{\partial} H(z)=0$ and moreover

$$
\frac{\bar{\partial} H(z)}{(\operatorname{Im} z)^{r-1}} \rightarrow 0
$$

uniformly as $\operatorname{Im} z$ goes to zero. We say that $H$ is asymptotically holomorphic of order $r$ in $\mathbb{R}$ if it is asymptotically holomorphic of order $r$ in compact sets of $\mathbb{R}$.

In the following statement we suppose $r \geqslant 1$, even though we will apply it for $r \geqslant 3$. In the proof we follow the exposition of Graczyk, Sands, and Świątek [2005, Lem. 2.1, page 623].

Proposition 13.1. For each $s=1,2$ there exists $H_{s}: \mathbb{C} \rightarrow \mathbb{C}$ of class $C^{r}$ with the following properties.

1. $H_{s}$ is an extension of $\widetilde{h}_{s}:\left.H_{s}\right|_{\mathbb{R}}=\widetilde{h}_{s}$;
2. $H_{s}$ commutes with unitary horizontal translation: $H_{s} \circ T=T \circ H_{s}$;
3. $H_{s}$ is asymptotically holomorphic in $\mathbb{R}$ of order $r$;
4. $H_{s}$ is $\mathbb{R}$-symmetric: $H_{S}(\bar{z})=\overline{H_{S}(z)}$.

Moreover there exist $R>0$ and four domains $B_{R}, U_{R}, V_{R}$ and $W_{R}$ in $\mathbb{C}$, symmetric about the real line and such that

- $B_{R}=\{z \in \mathbb{C}:-R<\operatorname{Im} z<R\} ;$
- $H_{1}$ is an orientation preserving diffeomorphism between $B_{R}$ and $U_{R}$;
- $\widetilde{A}\left(U_{R}\right)=V_{R}$;
- $H_{2}$ is an orientation preserving diffeomorphism between $V_{R}$ and $W_{R}$.
- both $\inf _{z \in B_{R}}\left|\partial H_{1}(z)\right|$ and $\inf _{z \in V_{R}}\left|\partial H_{2}(z)\right|$ are positive numbers.

Proof. For $z=x+i{\underset{\sim}{x}}^{\in} \in \mathbb{C}$, with $y \neq 0$, let $P_{x, y}$ be the degree $r$ polynomial map that coincide with $\widetilde{h_{s}}$ in the $r+1$ real numbers

$$
\left\{x+\frac{j}{r} y\right\}_{j \in\{0,1, \ldots, r\}}
$$

Recall that $P_{x, y}$ can be given by the following linear combination (the so-called Lagrange's form of the interpolating polynomial):

$$
\begin{aligned}
P_{x, y}(z) & =\sum_{j=0}^{r} \widetilde{h_{s}}(x+(j / r) y) \prod_{\substack{l=0 \\
l \neq j}}^{r} \frac{z-(x+(l / r) y)}{(x+(j / r) y)-(x+(l / r) y)} \\
& =\sum_{j=0}^{r} \widetilde{h_{s}}(x+(j / r) y) \prod_{\substack{l=0 \\
l \neq j}}^{r} \frac{z-x-(l / r) y}{((j-l) / r) y} .
\end{aligned}
$$

We define $H_{s}(x+i y)=P_{x, y}(x+i y)$, that is,

$$
H_{s}(x+i y)=P_{x, y}(x+i y)=\sum_{j=0}^{r} \widetilde{h_{s}}(x+(j / r) y) \prod_{\substack{l=0 \\ l \neq j}}^{r} \frac{i r-l}{j-l}
$$

After computation we obtain

$$
H_{S}(x+i y)=P_{x, y}(x+i y)=\frac{1}{N} \sum_{j=0}^{r} \frac{(-1)^{j}}{1+i(j / r)}\binom{r}{j} \widetilde{h}_{s}(x+(j / r) y)
$$

where

$$
N=\sum_{j=0}^{r} \frac{(-1)^{j}}{1+i(j / r)}\binom{r}{j} \neq 0
$$

Note that $H_{s}$ is as smooth as $\widetilde{h_{s}}$, and $H_{s}(x)=\widetilde{h_{s}}(x)$ for any real number $x$. As $\widetilde{h_{s}}$ is a lift, for any $j \in\{0,1, \ldots, r\}$ we have $\widetilde{h_{s}}(x+1+(j / r) y)=\widetilde{h_{s}}(x+$ $(j / r) y)+1$, but then $P_{x+1, y}(x+1+(j / r) y)=P_{x, y}(x+(j / r) y)+1$ for any $j \in\{0,1, \ldots, r\}$, and this implies $P_{x+1, y} \circ T=T \circ P_{x, y}$ in the whole complex plane. To prove that $H_{s}$ is asymptotically holomorphic of order $r$ in $\mathbb{R}$ note that

$$
\bar{\partial} H_{s}(x+i y)=\frac{1}{2 N} \sum_{j=0}^{r}(-1)^{j}\binom{r}{j} \widetilde{h_{s}^{\prime}}(x+(j / r) y)
$$

and for each $k \in\{0, \ldots, r\}$,

$$
\frac{\partial^{k}}{\partial y^{k}} \bar{\partial} H_{s}(x+i y)=\left(\frac{1}{2 N}\right)\left(\frac{1}{r^{k}}\right) \sum_{j=0}^{r}(-1)^{j} j^{k}\binom{r}{j}{\widetilde{h_{s}}}^{(k+1)}(x+(j / r) y)
$$

By using the identity $\sum_{j=0}^{r}(-1)^{j} j^{k}\binom{r}{j}=0$ for each $k \in\{0, \ldots, r-1\}$, we obtain, for every $x \in \mathbb{R}$,

$$
\bar{\partial} H_{s}(x)=\left(\frac{1}{2 N}\right) \widetilde{h_{s}^{\prime}}(x) \sum_{j=0}^{r}(-1)^{j}\binom{r}{j}=0
$$

and for each $k \in\{0, \ldots, r-1\}$,

$$
\frac{\partial^{k}}{\partial y^{k}} \bar{\partial} H_{s}(x)=\left(\frac{1}{2 N}\right)\left(\frac{{\widetilde{h_{s}}}^{(k+1)}(x)}{r^{k}}\right) \sum_{j=0}^{r}(-1)^{j} j^{k}\binom{r}{j}=0
$$

By Taylor's theorem,

$$
\lim _{y \rightarrow 0} \frac{\bar{\partial} H_{s}(x+i y)}{y^{r-1}}=0
$$

uniformly on compact subsets of the real line, and hence $H_{s}$ is asymptotically holomorphic of order $r$ in $\mathbb{R}$. To obtain the symmetry as in the fourth item of the statement, we can take $z \mapsto\left(H_{s}(z)+\overline{H_{S}(\bar{z})}\right) / 2$, preserving all the other properties. Finally, it is easy to check (see Exercise 13.3) that the Jacobian of $H_{s}$
at a point $x$ in $\mathbb{R}$ is equal to $\left|\widetilde{h_{s}^{\prime}}(x)\right|^{2} \neq 0$. This gives us a complex neighborhood of the real line where $H_{s}$ is an orientation preserving diffeomorphism, and the positive constant $R$. Since we also have $\partial H_{s}=\widetilde{h_{s}^{\prime}}$ on the real line (again, see Exercise 13.3), and each $\widetilde{h_{s}}$ is the lift of a circle diffeomorphism, we obtain the last item of Proposition 13.1.

Definition 13.2. The map $F: B_{R} \rightarrow W_{R}$ defined by $F=H_{2} \circ \widetilde{A} \circ H_{1}$ is called the extended lift of the critical circle map $f$.


Note the following properties.

- $F$ is $C^{r}$ in the horizontal band $B_{R}$;
- $T \circ F=F \circ T$ in $B_{R}$;
- $F$ is $\mathbb{R}$-symmetric, and coincides with $\widetilde{f}$ when restricted to the real line;
- $F$ is asymptotically holomorphic in $\mathbb{R}$ of order $r$;
- The critical points of $F$ in $B_{R}$ are the integers (the same as $\widetilde{A}$ ), and they are of cubic type.

We remark that the extended lift of a real-analytic critical circle map will be $C^{\infty}$ in the corresponding horizontal strip, but not necessarily holomorphic.

### 13.1.2 Almost Schwarz inclusion

To the best of our knowledge, asymptotically holomorphic maps were first used in one-dimensional dynamics by Lyubich in the early nineties (but only published in Lyubich [2019]), and later by Graczyk, Sands, and Świątek [2005]. One of its fundamental properties is Proposition 13.2 below, an almost Schwarz inclusion, that we proceed to explain.

Given an open interval $I=(a, b) \subset \mathbb{R}$, consider $\mathbb{C}(I)=(\mathbb{C} \backslash \mathbb{R}) \cup I$. This domain $\mathbb{C}(I)$ can be naturally endowed with a hyperbolic Riemannian metric. Indeed, by the Riemann mapping theorem we can define on $\mathbb{C}(I)$ a complete and conformal metric of constant curvature equal to -1 , just by pulling back the standard Poincaré metric of the unit disk $\mathbb{D}$ by any conformal uniformization. Note that, by symmetry, $I$ is always a hyperbolic geodesic.

For any given $\theta \in(0, \pi)$, let $D$ be the open disk in the plane intersecting the real line along $I$, and for which the angle from $\mathbb{R}$ to $\partial D$ at the point $b$ (measured anticlockwise) equals $\theta$. Let $D^{+}=D \cap\{z: \operatorname{Im} z>0\}$ and let $D^{-}$be the image of $D^{+}$under complex conjugation. Define the Poincaré disk of angle $\theta$ based on $I$ as $D_{\theta}(a, b)=D^{+} \cup I \cup D^{-}$, that is, $D_{\theta}(a, b)$ is the set of points in the complex plane that view $I$ under an angle greater or equal than $\theta$. Note that for $\theta=\pi / 2$, the Poincare disk $D_{\theta}(I)$ is just the Euclidean disk whose diameter is the interval $I$ (see Figure 13.1).

For each $\theta \in(0, \pi)$ let $\varepsilon(\theta)=\log \tan (\pi / 2-\theta / 4) \in(0,+\infty)$. As it is not difficult to prove (see Exercise 13.6), the Poincaré disk $D_{\theta}(I)$ coincides with the set of points in $\mathbb{C}(I)$ whose hyperbolic distance to $I$ is less than $\varepsilon$. In particular, we can state the classical Schwarz lemma in the following way: let $I$ and $J$ be two intervals in the real line and let $\phi: \mathbb{C}(I) \rightarrow \mathbb{C}(J)$ be a holomorphic map such that $\phi(I) \subset J$. Then for any $\theta \in(0, \pi)$ we have that $\phi\left(D_{\theta}(I)\right) \subset D_{\theta}(J)$. The main reason to choose asymptotically holomorphic maps to extend one-dimensional dynamics (recall Proposition 13.1 and Definition 13.2 above) is the following asymptotic Schwarz lemma (on its statement, we denote by $\operatorname{diam}\left(D_{\theta}(a, b)\right)$ the Euclidean diameter of the Poincaré disk $\left.D_{\theta}(a, b)\right)$.


Figure 13.1: Poincaré disks.

Proposition 13.2 (Almost Schwarz inclusion). Let $h: I \rightarrow \mathbb{R}$ be a $C^{3}$ diffeomorphism from a compact interval I with non-empty interior into the real line. Let $H$ be any $C^{3}$ extension of $h$ to a complex neighborhood of $I$, which is asymptotically holomorphic of order 3 on $I$. Then there exist $M>0$ and $\delta>0$ such that if $a, b \in I$ are different, $\theta \in(0, \pi)$ and $\operatorname{diam}\left(D_{\theta}(a, b)\right)<\delta$ then

$$
H\left(D_{\theta}(a, b)\right) \subseteq D_{\tilde{\theta}}(h(a), h(b)),
$$

where $\tilde{\theta}=\theta-M|b-a| \operatorname{diam}\left(D_{\theta}(a, b)\right)$. Moreover, $\tilde{\theta}>0$.
A proof of this result can be found in Graczyk, Sands, and Świątek [2005, Prop. 2, p. 629]. Let us point out that a predecessor of this almost Schwarz inclusion, for real-analytic maps, already appeared in de Faria and de Melo [2000, Lem. 3.3, p. 350], see Lemma 14.6 in Chapter 14.

When combined with Theorem 6.3 (the real bounds), the geometric control given by Proposition 13.2 provides bounds on the quasiconformal distortion of the renormalizations of the previously mentioned extensions (one does not study the dynamics of these extensions, just their geometric behaviour). This control implies Theorem 13.5 (see Guarino and de Melo [2017, Section 6.3, p. 1753] for the computations).

With Theorem 13.5 at hand, the deformations from $\mathscr{R}^{n}(f)$ to $f_{n}$ (in order to prove Theorem 13.4) will be done with the help of Theorem 11.4. Our exposition in the remainder of this section (Section 13.1) follows closely Guarino and de Melo [ibid., Section 7].

By a topological disk we mean an open, connected and simply connected set properly contained in the complex plane. Let $\pi: \mathbb{C} \rightarrow \mathbb{C} \backslash\{0\}$ be the holomorphic covering $z \mapsto \exp (2 \pi i z)$, and let $T: \mathbb{C} \rightarrow \mathbb{C}$ be the horizontal translation $z \mapsto z+1$ (which is a generator of the group of automorphisms of the covering). For any $R>1$ consider the band

$$
B_{R}=\{z \in \mathbb{C}:-\log R<2 \pi \operatorname{Im} z<\log R\},
$$

which is the universal cover of the round annulus

$$
A_{R}=\left\{z \in \mathbb{C}: \frac{1}{R}<|z|<R\right\}
$$

via the holomorphic covering $\pi$. Since $B_{R}$ is $T$-invariant, the translation generates the group of automorphisms of the covering. The restriction $\pi: \mathbb{R} \rightarrow \boldsymbol{S}^{1}=\partial \mathbb{D}$
is also a covering map, the automorphism $T$ preserves the real line, and again generates the group of automorphisms of the covering.

More generally, an annulus is an open and connected set $A$ in the complex plane whose fundamental group is isomorphic to $\mathbb{Z}$. By the Uniformization Theorem (recall Exercise 11.9) such an annulus is conformally equivalent either to the punctured disk $\mathbb{D} \backslash\{0\}$, to the punctured plane $\mathbb{C} \backslash\{0\}$, or to some round annulus $A_{R}=\{z \in \mathbb{C}: 1 / R<|z|<R\}$. In the last case the value of $R>1$ is unique, and there exists a holomorphic covering map from $\mathbb{D}$ to $A$ whose group of deck transformations is infinite cyclic, and such that any generator is a Möbius transformation that has exactly two fixed points at the boundary of the unit disk.

Since the deck transformations are Möbius transformations, they are isometries of the Poincaré metric on $\mathbb{D}$ and therefore there exists a unique Riemannian metric on $A$ such that the covering map provided by the Uniformization Theorem is a local isometry. This metric is complete, and in particular, any two points can be joined by a minimizing geodesic. There exists a unique simple closed geodesic in $A$, whose hyperbolic length is equal to $\pi^{2} / \log R$. The length of this closed geodesic is therefore a conformal invariant.

We denote by $\Theta$ the antiholomorphic involution $z \mapsto 1 / \bar{z}$ in the punctured plane $\mathbb{C} \backslash\{0\}$, and we say that a map is $\boldsymbol{S}^{1}$-symmetric if it commutes with $\Theta$. An annulus is $\boldsymbol{S}^{1}$-symmetric if it is invariant under $\Theta$ (for instance, the round annulus $A_{R}$ described above is $\boldsymbol{S}^{1}$-symmetric). In this case, the unit circle is the core curve (the unique simple closed geodesic) for the hyperbolic metric in $A$. In this section we will deal only with $\boldsymbol{S}^{1}$-symmetric annulus. In particular any time that some annulus $A_{0}$ is contained in some other annulus $A_{1}$, we have that $A_{0}$ separates the boundary components of $A_{1}$ (more technically, the inclusion is essential in the sense that the fundamental group $\pi_{1}\left(A_{0}\right)$ injects into $\pi_{1}\left(A_{1}\right)$ ).

Besides Theorem 13.5, the main tool for proving Theorem 13.4 is Theorem 11.4. The proof of Theorem 13.4 will be divided in three sections. Throughout the proof, $C$ will denote a positive constant (independent of $n \in \mathbb{N}$ ) and $n_{0}$ will denote a (large enough) positive integer. At first, let $n_{0} \in \mathbb{N}$ given by Theorem 13.5. Moreover let us use the following notation: $W_{1}=N_{\alpha}([-1,0]), W_{2}=W_{2}(n)=$ $N_{\alpha}\left(\left[0, \xi_{n}(0)\right]\right), W_{0}=B(0, \lambda)$ and $\mathscr{V}=B\left(0, \lambda^{-1}\right)$, where $\alpha>0$ and $\lambda \in(0,1)$ are the universal constants given by Theorem 13.5. Recall that $\eta_{n}(0)=-1$ for all $n \geqslant 1$ after normalization.

### 13.1.3 A bidimensional glueing procedure

From Theorem 13.5 we have the following.

Lemma 13.1. There exists an $\mathbb{R}$-symmetric topological disk $U$ with:

$$
-1 \in U \subset W_{1} \backslash W_{0}
$$

such that for all $n \geqslant n_{0}$ the composition:

$$
\eta_{n}^{-1} \circ \xi_{n}: U \rightarrow\left(\eta_{n}^{-1} \circ \xi_{n}\right)(U)
$$

is an $\mathbb{R}$-symmetric orientation-preserving $C^{3}$ diffeomorphism.
For each $n \geqslant n_{0}$ denote by $A_{n}$ the diffeomorphism $\eta_{n}^{-1} \circ \xi_{n}$. Note that $\left\|\mu_{A_{n}}\right\|_{\infty} \leqslant C \lambda^{n}$ in $U$ for all $n \geqslant n_{0}$, and that the domains $\left\{A_{n}(U)\right\}_{n \geqslant n_{0}}$ are uniformly bounded since they are contained in $\cup_{j} W_{2}^{j}$. Fix $\varepsilon>0$ and $\delta>0$ such that the rectangle:

$$
V=(-1-\varepsilon,-1+\varepsilon) \times(-i \delta, i \delta)
$$

is compactly contained in $U$, and apply Theorem 11.4 to the sequence of $\mathbb{R}$-symmetric orientation-preserving $C^{3}$ diffeomorphisms:

$$
\left\{A_{n}: U \rightarrow A_{n}(U)\right\}_{n \geqslant n_{0}}
$$

to obtain a sequence of $\mathbb{R}$-symmetric biholomorphisms:

$$
\left\{B_{n}: V \rightarrow B_{n}(V)\right\}_{n \geqslant n_{0}}
$$

such that

$$
\left\|A_{n}-B_{n}\right\|_{C^{0}(V)} \leqslant C \lambda^{n} \quad \text { for all } n \geqslant n_{0}
$$

By combining Theorem 13.5 with the commuting condition, we obtain the following configuration.

Lemma 13.2. For each $n \geqslant n_{0}$ there exist three $\mathbb{R}$-symmetric topological disks $V_{i}(n)$ for $i \in\{1,2,3\}$ with the following five properties:

- $0 \in V_{1}(n) \subset W_{0}$;
- $\left(\eta_{n} \circ \xi_{n}\right)(0)=\left(\xi_{n} \circ \eta_{n}\right)(0)=\xi_{n}(-1) \in V_{2}(n) \subset W_{2}$;
- $\xi_{n}(0) \in V_{3}(n) \subset W_{2}$;
- When restricted to $V_{1}(n)$, both $\eta_{n}$ and $\xi_{n}$ are orientation-preserving threefold $C^{3}$ branched coverings onto $V$ and $V_{3}(n)$ respectively, with a unique critical point at the origin;
- Both restrictions $\left.\xi_{n}\right|_{V}$ and $\left.\eta_{n}\right|_{V_{3}(n)}$ are orientation-preserving $C^{3}$ diffeomorphisms onto $V_{2}(n)$.

In particular $\eta_{n}^{-1} \circ \xi_{n}$ is an orientation-preserving $C^{3}$ diffeomorphism from $V$ onto $V_{3}(n)$ for all $n \geqslant n_{0}$.

For each $n \geqslant n_{0}$ let $U_{1}(n), U_{2}(n)$ and $U_{3}(n)$ be three $\mathbb{R}$-symmetric topological disks such that

- $\overline{U_{1}(n)}, \overline{U_{2}(n)}$ and $\overline{U_{3}(n)}$ are pairwise disjoint;
- $V \bigcap U_{j}(n)=\emptyset$ and $V_{i}(n) \bigcap U_{j}(n)=\emptyset$ for $i, j \in\{1,2,3\} ;$
- $\overline{U_{1}(n)} \subset W_{1}$ and $\overline{U_{2}(n)} \bigcup \overline{U_{3}(n)} \subset W_{2} ;$
and such that

$$
\mathscr{U}_{n}=\text { interior }\left[V \bigcup\left(\bigcup_{i=1}^{i=3} V_{i}(n)\right) \bigcup\left(\bigcup_{j=1}^{j=3} \overline{U_{j}(n)}\right)\right]
$$

is an $\mathbb{R}$-symmetric topological disk (see Figure 13.2). Note that

$$
\overline{I_{\xi_{n}} \cup I_{\eta_{n}}} \subset \mathscr{U}_{n} \subset W_{1} \cup W_{2} \quad \text { for all } n \geqslant n_{0}
$$

and that $\mathscr{U}_{n} \backslash\left(\overline{V \cup V_{1}(n) \cup V_{2}(n) \cup V_{3}(n)}\right)$ has three connected components, which are precisely $U_{1}(n), U_{2}(n)$ and $U_{3}(n)$. By Theorem 13.5 we can choose $U_{1}(n), U_{2}(n)$ and $U_{3}(n)$ in order to also have:

$$
\overline{N_{\delta}([-1,0]) \cup N_{\delta}\left(\left[0, \xi_{n}(0)\right]\right)} \subset \mathscr{U}_{n} \quad \text { for all } n \geqslant n_{0}
$$

for some universal constant $\delta>0$, independent of $n \geqslant n_{0}$. Note also that each $\mathscr{U}_{n}$ is uniformly bounded since it is contained in $N_{\alpha}([-1, K])$, where $\alpha>0$ is given by Theorem 13.5, and $K>1$ is the universal constant given by the real bounds.

For each $n \geqslant n_{0}$ let $\mathscr{T}_{n}$ be an $\mathbb{R}$-symmetric topological disk such that:

- $V, V_{1}(n), V_{2}(n)$ and $B_{n}(V)$ are contained in $\mathscr{T}_{n}$,


Figure 13.2: The domain $\mathscr{U}_{n}$.

- $\mathscr{T}_{n} \backslash\left(V \cup B_{n}(V)\right)$ is connected and simply connected,
- The Hausdorff distance between $\overline{\mathscr{T}_{n}}$ and $\overline{\mathscr{U}_{n}}$ is less than or equal to

$$
\left\|A_{n}-B_{n}\right\|_{C^{0}(V)} \leqslant C \lambda^{n}
$$

Lemma 13.3. For each $n \geqslant n_{0}$ there exists an orientation-preserving $\mathbb{R}$-symmetric $C^{3}$ diffeomorphism $\Phi_{n}: \mathscr{U}_{n} \rightarrow \mathscr{T}_{n}$ such that

- $\Phi_{n} \equiv \mathrm{Id}$ in the interior of $V \cup \overline{U_{1}(n)} \cup V_{1}(n)$, in particular $\Phi_{n}(0)=0$.
- $B_{n}=\Phi_{n} \circ\left(\eta_{n}^{-1} \circ \xi_{n}\right) \circ \Phi_{n}^{-1}$ in $V$, that is, $\Phi_{n} \circ A_{n}=B_{n} \circ \Phi_{n}$ in $V$.
- $\left\|\Phi_{n}-\operatorname{Id}\right\|_{C^{0}\left(\mathscr{U}_{n}\right)} \leqslant C \lambda^{n}$.
- $\left\|\mu_{\Phi_{n}}\right\|_{\infty} \leqslant C \lambda^{n}$ in $\mathscr{U}_{n}$.

Proof. For each $n \geqslant n_{0}$ we have $\left\|A_{n}-B_{n}\right\|_{C^{0}(V)} \leqslant C \lambda^{n}$ and therefore

$$
\left\|\operatorname{Id}-\left(B_{n} \circ A_{n}^{-1}\right)\right\|_{C^{0}\left(V_{3}(n)\right)} \leqslant C \lambda^{n} .
$$

If we define $\left.\Phi_{n}\right|_{V_{3}(n)}=B_{n} \circ A_{n}^{-1}$ we also have $\left\|\mu_{\Phi_{n}}\right\|_{\infty}=\left\|\mu_{A_{n}^{-1}}\right\|_{\infty}$ in $V_{3}(n)$, which is equal to $\left\|\mu_{A_{n}}\right\|_{\infty}$ in $V$. In particular $\left\|\mu_{\Phi_{n}}\right\|_{\infty} \leqslant C \lambda^{n}$ in $V_{3}(n)$, and then we define $\Phi_{n}$ in the whole $\mathscr{U}_{n}$ by interpolating $B_{n} \circ A_{n}^{-1}$ in $V_{3}(n)$ with the identity in the interior of $V \cup \overline{U_{1}(n)} \cup V_{1}(n)$.

Consider the seven topological disks:

$$
\begin{gathered}
X_{1}(n)=\text { interior }\left(V \cup \overline{U_{1}(n)} \cup V_{1}(n)\right) \subset W_{1} \cap \mathscr{U}_{n}, \\
X_{2}(n)=\operatorname{interior}\left(V_{1}(n) \cup \overline{U_{2}(n)} \cup V_{2}(n) \cup \overline{U_{3}(n)} \cup V_{3}(n)\right) \subset W_{2} \cap \mathscr{U}_{n}, \\
\widehat{X}_{1}(n)=\left\{z \in X_{1}(n): \xi_{n}(z) \in \mathscr{U}_{n}\right\}, \quad \widehat{X}_{2}(n)=\left\{z \in X_{2}(n): \eta_{n}(z) \in \mathscr{U}_{n}\right\}, \\
\widehat{\mathscr{T}}_{n}=\Phi_{n}\left(\widehat{X}_{1}(n)\right) \cup \Phi_{n}\left(\widehat{X}_{2}(n)\right) \subset \mathscr{T}_{n}, \\
Y_{1}(n)=X_{1}(n) \cap \Phi_{n}\left(\widehat{X}_{1}(n)\right) \quad \text { and } \quad Y_{2}(n)=X_{2}(n) \cap \Phi_{n}\left(\widehat{X}_{2}(n)\right) .
\end{gathered}
$$

Note that $V, V_{1}(n)$ and $B_{n}(V)$ are contained in $\widehat{\mathscr{T}}_{n}$ for all $n \geqslant n_{0}$. Moreover, we have the following two corollaries of Theorem 13.5.

Lemma 13.4. There exists $\delta>0$ such that for all $n \geqslant n_{0}$ we have:

$$
N_{\delta}([-1,0]) \subset Y_{1}(n) \quad \text { and } \quad N_{\delta}\left(\left[0, \xi_{n}(0)\right]\right) \subset Y_{2}(n) .
$$

Lemma 13.5. Both:

$$
\sup _{n \geqslant n_{0}}\left\{\sup _{z \in Y_{1}(n)}\left\{\operatorname{det}\left(D \xi_{n}(z)\right)\right\}\right\} \quad \text { and } \sup _{n \geqslant n_{0}}\left\{\sup _{z \in Y_{2}(n)}\left\{\operatorname{det}\left(D \eta_{n}(z)\right)\right\}\right\}
$$

are finite, where $\operatorname{det}(\cdot)$ denotes the determinant of a square matrix.
Let

$$
\widehat{\xi}_{n}: \Phi_{n}\left(\widehat{X}_{1}(n)\right) \rightarrow\left(\Phi_{n} \circ \xi_{n}\right)\left(\widehat{X}_{1}(n)\right) \text { defined by } \widehat{\xi}_{n}=\Phi_{n} \circ \xi_{n} \circ \Phi_{n}^{-1},
$$

and

$$
\widehat{\eta}_{n}: \Phi_{n}\left(\widehat{X}_{2}(n)\right) \rightarrow\left(\Phi_{n} \circ \eta_{n}\right)\left(\widehat{X}_{2}(n)\right) \text { defined by } \widehat{\eta}_{n}=\Phi_{n} \circ \eta_{n} \circ \Phi_{n}^{-1} .
$$

Since each $\Phi_{n}$ is an $\mathbb{R}$-symmetric $C^{3}$ diffeomorphism, the pair $\left(\widehat{\eta}_{n}, \widehat{\xi}_{n}\right)$ restricts to a critical commuting pair with the same rotation number as ( $\eta_{n}, \xi_{n}$ ), and the same criticality (that we are assuming to be cubic, in order to simplify). Note also that
$\widehat{\eta}_{n}(0)=-1$ for all $n \geqslant n_{0}$. Moreover, from Lemma 13.5 and $\| \Phi_{n}-$ Id $\|_{C^{0}\left(\mathscr{U}_{n}\right)} \leqslant$ $C \lambda^{n}$ we have
$\left\|\xi_{n}-\widehat{\xi}_{n}\right\|_{C^{0}\left(Y_{1}(n)\right)} \leqslant C \lambda^{n} \quad$ and $\quad\left\|\eta_{n}-\widehat{\eta}_{n}\right\|_{C^{0}\left(Y_{2}(n)\right)} \leqslant C \lambda^{n} \quad$ for all $n \geqslant n_{0}$.
Therefore, it is enough to shadow the sequence $\left(\widehat{\eta}_{n}, \widehat{\xi}_{n}\right)$ in the domains $Y_{1}(n)$ and $Y_{2}(n)$, instead of ( $\eta_{n}, \xi_{n}$ ) (the shadowing sequence will be constructed in Section 13.1.5 below). The main advantage of working with the sequence ( $\left.\widehat{\eta}_{n}, \widehat{\xi}_{n}\right)$ is precisely the fact that $\widehat{\eta}_{n}^{-1} \circ \widehat{\xi}_{n}$ is univalent in $V$ for all $n \geqslant n_{0}$ (since it coincides with $B_{n}$ ). In particular, we can choose each topological disk $\mathscr{U}_{n}$ and $\mathscr{T}_{n}$ defined above with the additional property that, identifying $V$ with $B_{n}(V)$ via the biholomorphism $B_{n}$, we obtain from $\mathscr{T}_{n}$ an abstract annular Riemann surface $\mathscr{S}_{n}$ (with the complex structure induced by the quotient).

Let us denote by $p_{n}: \mathscr{T}_{n} \rightarrow \mathscr{S}_{n}$ the canonical projection. The projection of the real line, $p_{n}\left(\mathbb{R} \cap \mathscr{T}_{n}\right)$, is real-analytic diffeomorphic to the unit circle $S^{1}$. We call it the equator of $\mathscr{S}_{n}$.

Since complex conjugation leaves $\mathscr{T}_{n}$ invariant and commutes with $B_{n}$, it induces an antiholomorphic involution $F_{n}: \mathscr{S}_{n} \rightarrow \mathscr{S}_{n}$ acting as the identity on the equator $p_{n}\left(\mathbb{R} \cap \mathscr{T}_{n}\right)$. Note that $F_{n}$ has a continuous extension to $\partial \mathscr{S}_{n}$ that switches the boundary components.

Since $\mathscr{S}_{n}$ is obviously neither biholomorphic to $\mathbb{D} \backslash\{0\}$ nor to $\mathbb{C} \backslash\{0\}$, we have $\bmod \left(\mathscr{S}_{n}\right)<\infty$ for all $n \geqslant n_{0}$, where $\bmod (\cdot)$ denotes the conformal modulus of an annular Riemann surface (recall Section 11.1.1 and also Exercise 11.9). For each $n \geqslant n_{0}$ let $R_{n}$ in $(1,+\infty)$ be given by

$$
R_{n}=\exp \left(\bmod \left(\mathscr{S}_{n}\right) / 2\right) .
$$

In other words, $\mathscr{S}_{n}$ is conformally equivalent to $A_{R_{n}}=\left\{z \in \mathbb{C}: R_{n}^{-1}<\right.$ $\left.|z|<R_{n}\right\}$. Any biholomorphism between $\mathscr{S}_{n}$ and $A_{R_{n}}$ must send the equator $p_{n}\left(\mathbb{R} \cap \mathscr{T}_{n}\right)$ onto the unit circle $\boldsymbol{S}^{1}$ (because the equator is invariant under the antiholomorphic involution $F_{n}$, and the unit circle is invariant under the antiholomorphic involution $z \mapsto 1 / \bar{z}$ in $A_{R_{n}}$ ). Let $\Psi_{n}: \mathscr{S}_{n} \rightarrow A_{R_{n}}$ be the conformal uniformization determined by $\Psi_{n}\left(p_{n}(0)\right)=1$, and let $P_{n}: \mathscr{T}_{n} \rightarrow A_{R_{n}}$ be the holomorphic surjective local diffeomorphism

$$
P_{n}=\Psi_{n} \circ p_{n}
$$

(see Figure 13.3). Note that $P_{n}(0)=1$ and $P_{n}\left(\mathscr{T}_{n} \cap \mathbb{R}\right)=S^{1}$ for all $n \geqslant n_{0}$. Moreover $P_{n}(z) \overline{P_{n}(\bar{z})}=1$ for all $z \in \mathscr{T}_{n}$ and all $n \geqslant n_{0}$. From now on we forget about the abstract cylinder $\mathscr{S}_{n}$.

Lemma 13.6. There exist two constants $\delta>0$ and $C>1$ such that for all $n \geqslant n_{0}$ and for all $z \in N_{\delta}\left(\left[-1, \widetilde{\xi}_{n}(0)\right]\right)$ we have $z \in \widehat{\mathscr{T}}_{n} \subset \mathscr{T}_{n}$ and:

$$
\frac{1}{C}<\left|P_{n}^{\prime}(z)\right|<C
$$

Proof. By the real bounds there exists a universal constant $C_{0}>1$ such that for each $n \geqslant n_{0}$ there exists $w_{n} \in\left[-1, \widetilde{\xi}_{n}(0)\right]$ such that

$$
\frac{1}{C_{0}}<\left|P_{n}^{\prime}\left(w_{n}\right)\right|<C_{0}
$$

We need to construct a definite complex domain around $\left[-1, \widetilde{\xi}_{n}(0)\right]$ where $P_{n}$ has universally bounded distortion. Again by the real bounds there exist $\delta>0$ and $l \in$ $\mathbb{N}$ with the following properties. For each $n \geqslant n_{0}$ there exists $z_{1}, z_{2}, \ldots, z_{k_{n}} \in$ $\left[-1, \widetilde{\xi}_{n}(0)\right]$ with $k_{n}<l$ for all $n \geqslant n_{0}$ such that

$$
\cdot\left[-1, \widetilde{\xi}_{n}(0)\right] \subset \bigcup_{i=1}^{k_{n}} B\left(z_{i}, \delta\right)
$$

- $B\left(z_{i}, 2 \delta\right) \subset \widehat{\mathscr{T}}_{n} \subset \mathscr{T}_{n}$ for all $i \in\left\{1, \ldots, k_{n}\right\}$.
- $\left.P_{n}\right|_{B\left(z_{i}, 2 \delta\right)}$ is univalent for all $i \in\left\{1, \ldots, k_{n}\right\}$.

By convexity we have for all $n \geqslant n_{0}$ and for all $i \in\left\{1, \ldots, k_{n}\right\}$ that

$$
\sup _{v, w \in B\left(z_{i}, \delta\right)}\left\{\frac{\left|P_{n}^{\prime}(v)\right|}{\left|P_{n}^{\prime}(w)\right|}\right\} \leqslant \exp \left(\sup _{w \in B\left(z_{i}, \delta\right)}\left\{\frac{\left|P_{n}^{\prime \prime}(w)\right|}{\left|P_{n}^{\prime}(w)\right|}\right\}\right),
$$

and by Koebe distortion theorem (see for instance Carleson and Gamelin [1993, Section I.1, Theorem 1.6]) we have

$$
\sup _{w \in B\left(z_{i}, \delta\right)}\left\{\frac{\left|P_{n}^{\prime \prime}(w)\right|}{\left|P_{n}^{\prime}(w)\right|}\right\} \leqslant \frac{2}{\delta} \quad \text { for all } n \geqslant n_{0} \text { and for all } i \in\left\{1, \ldots, k_{n}\right\}
$$

Now we project each commuting pair $\left(\widetilde{\eta}_{n}, \widetilde{\xi}_{n}\right)$ from $\widehat{\mathscr{T}}_{n}$ to the round annulus $A_{R_{n}}$.

Proposition 13.3 (Glueing procedure). The pair

$$
\widehat{\xi}_{n}: \Phi_{n}\left(\widehat{X}_{1}(n)\right) \rightarrow \mathscr{T}_{n} \quad \text { and } \quad \widehat{\eta}_{n}: \Phi_{n}\left(\widehat{X}_{2}(n)\right) \rightarrow \mathscr{T}_{n}
$$

projects under $P_{n}$ to a well-defined orientation-preserving $C^{3}$ map

$$
G_{n}: P_{n}(\widehat{\mathscr{T}}) \subset A_{R_{n}} \rightarrow A_{R_{n}}
$$

For each $n \geqslant n_{0}, P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$ is a $\Theta$-invariant annulus with positive and finite modulus. Each $G_{n}$ is $\boldsymbol{S}^{1}$-symmetric and, when restricted to the unit circle, it produces a $C^{3}$ critical circle map $g_{n}: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ with cubic critical point at $P_{n}(0)=1$, and with rotation number $\rho\left(g_{n}\right)=\rho\left(\mathscr{R}^{n}(f)\right)$. In other words, the following diagram


Figure 13.3: Bidimensional glueing procedure.
commutes.

$$
\begin{gathered}
\widehat{\mathscr{T}}_{n} \subset \mathscr{T}_{n} \xrightarrow{\left(\widehat{\eta}_{n}, \widehat{\xi}_{n}\right)} \mathscr{T}_{n} \\
P_{n} \mid \\
\downarrow \\
P_{n}\left(\widehat{\mathscr{T}}_{n}\right) \subset A_{R_{n}} \xrightarrow{G_{n}}{ }^{\mid} A_{R_{n}}
\end{gathered}
$$

Moreover, the unique critical point of $G_{n}$ in $P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$ is the one in the unit circle. Finally, we have

$$
\left|\bar{\partial} G_{n}(z)\right| \leqslant C \lambda^{n}\left|\partial G_{n}(z)\right| \quad \text { for all } z \in P_{n}\left(\widehat{\mathscr{T}}_{n}\right) \backslash\{1\}
$$

that is, $\left\|\mu_{G_{n}}\right\|_{\infty} \leqslant C \lambda^{n}$ in $P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$.

Proof. This follows from

- The construction of $\mathscr{U}_{n}$ and $\mathscr{T}_{n}$;
- The property $B_{n}=\Phi_{n} \circ\left(\eta_{n}^{-1} \circ \xi_{n}\right) \circ \Phi_{n}^{-1}$ in $V$;
- The commuting condition in $V_{1}(n)$;
- The symmetry $P_{n}(z) \overline{P_{n}(\bar{z})}=1$ for all $z \in \mathscr{T}_{n}$ and all $n \geqslant n_{0}$;
- The fact that $P_{n}: \mathscr{T}_{n} \rightarrow A_{R_{n}}$ is holomorphic, $P_{n}(0)=1$ and $P_{n}\left(\mathscr{T}_{n} \cap\right.$ $\mathbb{R})=\boldsymbol{S}^{1}$ for all $n \geqslant n_{0}$.

Note that each $g_{n}$ belongs to the smooth conjugacy class obtained with the glueing procedure described in Section 10.2 applied to the $C^{3}$ critical commuting pair $\left(\widehat{\eta}_{n}, \widehat{\xi}_{n}\right)$. In the next section we will construct a sequence of real-analytic critical circle maps, with the desired combinatorics, that extend to holomorphic maps exponentially close to $G_{\boldsymbol{n}}$ in a definite annulus around the unit circle (see Proposition 13.4 below).

### 13.1.4 Main perturbation

The goal of this section is to construct the following sequence of perturbations.
Proposition 13.4 (Main perturbation). There exist a constant $r>1$ and a sequence of holomorphic maps defined in the annulus $A_{r}$ :

$$
\left\{H_{n}: A_{r} \rightarrow \mathbb{C}\right\}_{n \geqslant n_{0}}
$$

such that for all $n \geqslant n_{0}$ the following holds.

- $A_{r} \subset P_{n}\left(\widehat{\mathscr{T}_{n}}\right) \subset P_{n}\left(\mathscr{T}_{n}\right)=A_{R_{n}}$;
- $\left\|H_{n}-G_{n}\right\|_{C^{0}\left(A_{r}\right)} \leqslant C \lambda^{n}$;
- $H_{n}\left(A_{r}\right) \subset\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}_{n}}\right) \subset P_{n}\left(\mathscr{T}_{n}\right)=A_{R_{n}}$;
- $H_{n}$ preserves the unit circle and, when restricted to the unit circle, $H_{n}$ produces a real-analytic critical circle map $h_{n}: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ such that
- The unique critical point of $h_{n}$ is at $P_{n}(0)=1$, and is of cubic type;
- The critical value of $h_{n}$ coincide with the one of $g_{n}$, that is, $h_{n}(1)=$ $g_{n}(1) \in P_{n}(V \cap \mathbb{R}) ;$
$-\rho\left(h_{n}\right)=\rho\left(g_{n}\right)=\rho\left(\mathscr{R}^{n}(f)\right) \in \mathbb{R} \backslash \mathbb{Q}$.
- The unique critical point of $H_{n}$ in $A_{r}$ is the one in the unit circle.

The remainder of this section is devoted to proving Proposition 13.4. We will not perturb the maps $G_{n}$ directly (basically because they are non invertible). Instead, we will decompose them (see Lemma 13.7 below), and then we will perturb on their coefficients (see the definition after the statement of Lemma 13.7). Those perturbations will be done, again, with the help of Theorem 11.4.

As before, let $A: \mathbb{C} \backslash\{0\} \rightarrow \mathbb{C} \backslash\{0\}$ be the map corresponding to the parameters $a=0$ and $b=1$ in the Arnold family defined in Section 6.1.2. Recall that $A$ preserves the unit circle, and its restriction $A: S^{1} \rightarrow S^{1}$ is a real-analytic critical circle map. The critical point of $A$ is placed at 1 , and is of cubic type (the critical point is also a fixed point for $A$ ).

Lemma 13.7. For each $n \geqslant n_{0}$ there exist

- a real number $S_{n}>1$,
- an orientation-preserving $C^{3}$ diffeomorphism $\psi_{n}: P_{n}\left(\widehat{\mathscr{T}_{n}}\right) \rightarrow A_{S_{n}}$ which is symmetric about $\boldsymbol{S}^{1}$, and
- a biholomorphism $\phi_{n}: A\left(A_{S_{n}}\right) \rightarrow\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}_{n}}\right)$, also symmetric about $S^{1}$,
such that $G_{n}=\phi_{n} \circ A \circ \psi_{n}$ in $P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$. In other words, the following diagram commutes.

$$
\begin{aligned}
& P_{n}\left(\widehat{\mathscr{T}}_{n}\right) \xrightarrow{G_{n}}\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}_{n}}\right)
\end{aligned}
$$

Proof. For each $n \geqslant n_{0}$ let $S_{n}>1$ such that $A\left(A_{S_{n}}\right)$ is a $\Theta$-invariant annulus with

$$
\bmod \left(A\left(A_{S_{n}}\right)\right)=\bmod \left(\left(G_{n} \circ P_{n}\right)(\widehat{\mathscr{T}})\right) .
$$

In particular there exists a biholomorphism $\phi_{n}: A\left(A_{S_{n}}\right) \rightarrow\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}}_{n}\right)$ that commutes with $\Theta$. Each $\phi_{n}$ preserves the unit circle and we can choose it such that $\phi_{n}(1)=G_{n}(1)$, that is, $\phi_{n}$ takes the critical value of $A$ into the critical value of $G_{n}$. Since both $G_{n}$ and $A$ are three-fold branched coverings around their critical points and local diffeomorphisms away from them, the equation $G_{n}=\phi_{n} \circ A \circ$ $\psi_{n}$ induces an orientation-preserving $C^{3}$ diffeomorphism $\psi_{n}: P_{n}\left(\widehat{\mathscr{T}_{n}}\right) \rightarrow A_{S_{n}}$, that commutes with $\Theta$ and such that $\psi_{n}(1)=1$, that is, $\psi_{n}$ takes the critical point of $G_{n}$ into the one of $A$. The fact that $\psi_{n}$ is smooth at 1 with non-vanishing derivative follows from the fact that the critical points of $G_{n}$ and $A$ have the same criticality.

The diffeomorphisms $\psi_{n}$ and $\phi_{n}$ are called the coefficients of $G_{n}$ in $P_{n}(\widehat{\mathscr{T}})$.
As already mentioned, the idea to prove Proposition 13.4 is to perturb each diffeomorphism $\psi_{n}$ with Theorem 11.4. In order to control the $C^{0}$ size of those perturbations, we will need some geometric control. With this as our goal, we state and prove four lemmas before entering into the proof of Proposition 13.4.

Lemma 13.8. We have

$$
1<\inf _{n \geqslant n_{0}}\left\{R_{n}\right\} \quad \text { and } \quad \sup _{n \geqslant n_{0}}\left\{R_{n}\right\}<+\infty
$$

Proof. This follows at once from Lemma 13.6.
Lemma 13.9. For all $n \geqslant n_{0}$ both $P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$ and $\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}}_{n}\right)$ are $\Theta$-invariant annulus with finite modulus. Moreover there exists a universal constant $K>1$ such that

$$
\frac{1}{K}<\bmod \left(P_{n}(\widehat{\mathscr{T}})\right)<K \quad \text { for all } n \geqslant n_{0}
$$

Proof. By Lemma 13.8 we know that $R=\sup _{n \geqslant n_{0}}\left\{R_{n}\right\}$ is finite, and since for all $n \geqslant n_{0}$ both $P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$ and $\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}}_{n}\right)$ are contained in the corresponding $A_{R_{n}}$, we obtain at once that both $P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$ and $\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}}_{n}\right)$ have finite modulus, and also that $\sup _{n \geqslant n_{0}}\left\{\bmod \left(P_{n}(\widehat{\mathscr{T}})\right)\right\}$ is finite. Just as in Lemma 13.8, the fact that $\inf _{n \geqslant n_{0}}\left\{\bmod \left(P_{n}\left(\widehat{\mathscr{T}}_{n}\right)\right)\right\}$ is positive follows from Lemmas 13.4 and 13.6.

Lemma 13.10. There exists a constant $r_{0}>1$ such that $\overline{A_{r_{0}}} \subset P_{n}(\widehat{\mathscr{T}})$ for all $n \geqslant n_{0}$.

Proof. By the invariance with respect to the antiholomorphic involution $z \mapsto 1 / \bar{z}$, the unit circle is the core curve (the unique closed geodesic for the hyperbolic metric) of each annulus $P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$. Since $\inf _{n \geqslant n_{0}}\left\{\bmod \left(P_{n}\left(\widehat{\mathscr{T}}_{n}\right)\right)\right\}$ is positive, the statement is well-known (see for instance McMullen [1994, Ch. 2, Theorem 2.5]).

Lemma 13.11. We have

$$
s=\inf _{n \geqslant n_{0}}\left\{S_{n}\right\}>1 \text { and } \quad S=\sup _{n \geqslant n_{0}}\left\{S_{n}\right\}<+\infty .
$$

Proof. Since $\mu_{\psi_{n}}=\mu_{G_{n}}$ in $P_{n}\left(\widehat{\mathscr{T}_{n}}\right)$, we have $\left\|\mu_{\psi_{n}}\right\|_{\infty} \leqslant C \lambda^{n}$ in $P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$ for all $n \geqslant n_{0}$. By the geometric definition of quasiconformal homeomorphisms (Definition 11.1),

$$
\left(\frac{1-C \lambda^{n}}{1+C \lambda^{n}}\right) \bmod \left(P_{n}\left(\widehat{\mathscr{T}}_{n}\right)\right) \leqslant 2 \log \left(S_{n}\right) \leqslant\left(\frac{1+C \lambda^{n}}{1-C \lambda^{n}}\right) \bmod \left(P_{n}\left(\widehat{\mathscr{T}}_{n}\right)\right)
$$

for all $n \geqslant n_{0}$, and then we are done by Lemma 13.9.
With this geometric control at hand, we are ready to prove Proposition 13.4.

Proof of Proposition 13.4. Let $r_{0}>1$ given by Lemma 13.10 (recall that $\overline{A_{r_{0}}} \subset$ $P_{n}(\widehat{\mathscr{T}})$ for all $\left.n \geqslant n_{0}\right)$, and fix $r \in\left(1,\left(1+r_{0}\right) / 2\right)$. How small $r-1$ must be will be determined in the course of the argument (see Lemma 13.12 below). For any $r \in\left(1,\left(1+r_{0}\right) / 2\right)$ consider $\underline{r}=r_{0}-(r-1) \in\left(\left(1+r_{0}\right) / 2, r_{0}\right)$. The sequence of $\boldsymbol{S}^{1}$-symmetric $C^{3}$ diffeomorphisms

$$
\left\{\psi_{n}: A_{r_{0}} \rightarrow \psi_{n}\left(A_{r_{0}}\right)\right\}_{n \geqslant n_{0}}
$$

satisfy the hypothesis of Theorem 11.4 since

- $\mu_{\psi_{n}}=\mu_{G_{n}}$ in $P_{n}(\widehat{\mathscr{T}})$ and therefore $\left\|\mu_{\psi_{n}}\right\|_{\infty} \leqslant C \lambda^{n}$ for all $n \geqslant n_{0}$, and
- $\psi_{n}\left(A_{r_{0}}\right) \subset A_{S_{n}} \subset A_{S}$ for all $n \geqslant n_{0}$ (see Lemma 13.11 above).

Apply Theorem 11.4 to the bounded domain $A_{\underline{r}}$, compactly contained in $A_{r_{0}}$, to obtain a sequence of $\boldsymbol{S}^{1}$-symmetric biholomorphisms

$$
\left\{\widehat{\psi}_{n}: A_{\underline{r}} \rightarrow \widehat{\psi}_{n}\left(A_{\underline{r}}\right)\right\}_{n \geqslant n_{0}}
$$

such that

$$
\left\|\widehat{\psi}_{n}-\psi_{n}\right\|_{C^{0}\left(A_{r}\right)} \leqslant C \lambda^{n} \quad \text { for all } n \geqslant n_{0} .
$$

Fix $n_{0}$ big enough to have $\widehat{\psi}_{n}\left(A_{\underline{r}}\right) \subset A_{S_{n}}$. We may assume that each $\widehat{\psi}_{n}$ fixes the point 1 (just as $\psi_{n}$ does) by considering

$$
z \mapsto\left(\frac{1}{\widehat{\psi}_{n}(1)}\right) \widehat{\psi}_{n}(z)
$$

Since $\left|\widehat{\psi}_{n}(z)\right| \leqslant S$ for all $z \in A_{\underline{\underline{r}}}$ and for all $n \geqslant n_{0}$ (where $S \in(1,+\infty)$ is given by Lemma 13.11) and since $\left|\widehat{\psi}_{n}(1)-1\right| \leqslant C \lambda^{n}$ for all $n \geqslant n_{0}$, we know that this new map (that we will still denote by $\widehat{\psi}_{n}$ to simplify) satisfy all the properties that we want for $\widehat{\psi}_{n}$, and also fixes the point $z=1$.

For each $n \geqslant n_{0}$ consider the holomorphic map $H_{n}: A_{\underline{r}} \rightarrow \mathbb{C}$ defined by $H_{n}=\phi_{n} \circ A \circ \widehat{\psi}_{n}$. We have

- $H_{n}\left(A_{\underline{r}}\right) \subset\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}}{ }_{n}\right) \subset A_{R_{n}}$.
- $H_{n}$ is $\boldsymbol{S}^{1}$-symmetric and therefore it preserves the unit circle.
- When restricted to the unit circle, $H_{n}$ produces a real-analytic critical circle map $h_{n}: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$.
- The unique critical point of $H_{n}$ in $A_{\underline{r}}$ is the one in the unit circle, which is at $P_{n}(0)=1$, and is of cubic type.
- The critical value of $H_{n}$ coincide with the one of $G_{n}$, that is, $H_{n}(1)=$ $G_{n}(1) \in P_{n}(V \cap \mathbb{R})$.

We divide in three lemmas the rest of the proof of Proposition 13.4. We need to prove first that, for a suitable $r>1, H_{n}$ is $C^{0}$ exponentially close to $G_{n}$ in the annulus $A_{r}$ (Lemma 13.12 below), and then that we can choose each $H_{n}$ with the desired combinatorics for its restriction $h_{n}$ to the unit circle (Lemma 13.13 below). This last perturbation will change the critical value of each $H_{n}$ (it will not coincide with the one of $G_{n}$ any more). We will finish the proof of Proposition 13.4 with Lemma 13.14, that allow us to keep the critical point of $H_{n}$ at the point $P_{n}(0)=1$, and to place the critical value of $H_{n}$ at the point $g_{n}(1)$ for all $n \geqslant n_{0}$. This will be important in the following subsection, the last one of this section.
Lemma 13.12. There exists $r \in\left(1,\left(1+r_{0}\right) / 2\right)$ such that in the annulus $A_{r}$ we have:

$$
\left\|H_{n}-G_{n}\right\|_{C^{0}\left(A_{r}\right)} \leqslant C \lambda^{n} \quad \text { for all } n \geqslant n_{0} .
$$

Proof. The proof is divided in three claims.
First claim: There exists $\beta>1$ such that $\overline{A_{\beta}} \subset A\left(A_{S_{n}}\right)$ for all $n \geqslant n_{0}$.
Indeed, by Lemma 13.11 the round annulus $A_{(1+s) / 2}$ is compactly contained in $A_{S_{n}}$ for all $n \geqslant n_{0}$, and therefore the annulus $A\left(A_{(1+s) / 2}\right)$ is contained in $A\left(A_{S_{n}}\right)$ for all $n \geqslant n_{0}$. Thus we just take $\beta>1$ such that $\overline{A_{\beta}} \subset A\left(A_{(1+s) / 2}\right)$ and the first claim is proved.

From now on we fix $\alpha \in(1, \beta)$.
Second claim: There exists $r \in\left(1,\left(1+r_{0}\right) / 2\right)$ close enough to one in order to simultaneously have $\left(A \circ \widehat{\psi}_{n}\right)\left(A_{r}\right) \subset A_{\alpha}$ and $\left(A \circ \psi_{n}\right)\left(A_{r}\right) \subset A_{\alpha}$ for all $n \geqslant n_{0}$.

Indeed, since $\overline{A_{r}} \subset A_{\underline{r}}, \widehat{\psi}_{n}$ is holomorphic, and $\widehat{\psi}_{n}\left(A_{\underline{r}}\right) \subset A_{S_{n}} \subset A_{S}$ for all $n \geqslant n_{0}$ (where $S \in(1,+\infty)$ is given by Lemma 13.11), we have by Cauchy's derivative estimate that $\sup _{n \geqslant n_{0}}\left\{\left|\widehat{\psi}_{n}^{\prime}(z)\right|: z \in A_{r}\right\}$ is finite. Since each $\widehat{\psi}_{n}$ preserves the unit circle, and since $\left\|\widehat{\psi}_{n}-\psi_{n}\right\|_{C^{0}\left(A_{r}\right)} \leqslant C \lambda^{n}$ for all $n \geqslant n_{0}$, the second claim is proved.

Another way to prove the second claim is by noting that, since $\overline{A_{\alpha}} \subset A_{\beta} \subset$ $\overline{A_{\beta}} \subset A\left(A_{S_{n}}\right)$ for all $n \geqslant n_{0}$, the hyperbolic metric on any annulus $A\left(A_{S_{n}}\right)$ and
the Euclidean metric are comparable in $A_{\alpha}$ with universal parameters, that is, there exists a constant $K>1$ such that

$$
\frac{1}{K}|z-w| \leqslant d_{A\left(A_{S_{n}}\right)}(z, w) \leqslant K|z-w|
$$

for all $z, w \in A_{\alpha}$ and for all $n \geqslant n_{0}$, where $d_{A\left(A_{S_{n}}\right)}$ denote the hyperbolic distance in the annulus $A\left(A_{S_{n}}\right)$ (this is well-known, see for instance Carleson and Gamelin [1993, Section I.4, Theorem 4.3]). Since each $A \circ \widehat{\psi}_{n}: A_{\underline{r}} \rightarrow A\left(A_{S_{n}}\right)$ is holomorphic and preserves the unit circle, we know by the Schwarz lemma that for all $z \in A_{\underline{r}}$ and for all $n \geqslant n_{0}$ we have:

$$
d_{A\left(A_{S_{n}}\right)}\left(\left(A \circ \widehat{\psi}_{n}\right)(z), S^{1}\right) \leqslant d_{A_{\underline{r}}}\left(z, S^{1}\right),
$$

where $d_{A_{\underline{r}}}$ denote the hyperbolic distance in the annulus $A_{\underline{r}}$. Since all distances $d_{A\left(A_{S_{n}}\right)}$ are comparable with the Euclidean distance in $A_{\delta}$ with universal parameters, we have for all $z \in A_{\underline{r}}$ and for all $n \geqslant n_{0}$ that:

$$
d\left(\left(A \circ \widehat{\psi}_{n}\right)(z), S^{1}\right) \leqslant K d_{A_{\underline{r}}}\left(z, S^{1}\right)
$$

where $d$ is just the Euclidean distance in the plane. Fix $r \in\left(1,\left(1+r_{0}\right) / 2\right)$ close enough to one in order to have that $z \in A_{r}$ implies $d_{A_{\underline{r}}}\left(z, S^{1}\right)<\frac{\alpha-1}{K \alpha}$ (and therefore $\left(A \circ \widehat{\psi}_{n}\right)(z) \in A_{\alpha}$ for all $\left.n \geqslant n_{0}\right)$. Again since $\left\|\widehat{\psi}_{n}^{-}-\psi_{n}\right\|_{C^{0}\left(A_{\underline{r}}\right)} \leqslant C \lambda^{n}$ for all $n \geqslant n_{0}$, the second claim is proved.

Third claim: There exists a positive number $M$ such that $\left|\phi_{n}^{\prime}(z)\right|<M$ for all $z \in A_{\alpha}$ and for all $n \geqslant n_{0}$.

Indeed, recall that $\phi_{n}\left(A\left(A_{S_{n}}\right)\right)=\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}}_{n}\right) \subset A_{R_{n}}$ for all $n \geqslant n_{0}$. By Lemma 13.8 there exists a (finite) number $\Delta$ such that $\phi_{n}\left(A\left(A_{S_{n}}\right)\right) \subset B(0, \Delta)$ for all $n \geqslant n_{0}$. Since $\overline{A_{\alpha}} \subset A_{\beta} \subset \overline{A_{\beta}} \subset A\left(A_{S_{n}}\right)$ for all $n \geqslant n_{0}$, the third claim follows from Cauchy's derivative estimate.

With the three claims at hand, Lemma 13.12 follows.
To control the combinatorics after perturbation we use the monotonicity of the rotation number.

Lemma 13.13. Let $f$ be a $C^{3}$ critical circle map and let $g$ be a real-analytic critical circle map that extends holomorphically to the annulus

$$
A_{R}=\left\{z \in \mathbb{C}: \frac{1}{R}<|z|<R\right\} \quad \text { for some } \quad R>1
$$

There exists a real-analytic critical circle map $h$, with $\rho(h)=\rho(f)$, also extending holomorphically to $A_{R}$, where we have

$$
\|h-g\|_{C^{0}\left(A_{R}\right)} \leqslant d_{C^{0}\left(\boldsymbol{S}^{1}\right)}(f, g) .
$$

In particular

$$
d_{C^{r}\left(\boldsymbol{S}^{1}\right)}(h, g) \leqslant d_{C^{0}\left(\boldsymbol{S}^{1}\right)}(f, g) \quad \text { for any } \quad 0 \leqslant r \leqslant \infty .
$$

Proof. Let $F$ and $G$ be the corresponding lifts of $f$ and $g$ to the real line satisfying

$$
\rho(f)=\lim _{n \rightarrow+\infty} \frac{F^{n}(0)}{n} \quad \text { and } \quad \rho(g)=\lim _{n \rightarrow+\infty} \frac{G^{n}(0)}{n} .
$$

Consider the band $B_{R}=\{z \in \mathbb{C}:-\log R<2 \pi \operatorname{Im} z<\log R\}$, which is the universal cover of the annulus $A_{R}$ via the holomorphic covering $z \mapsto e^{2 \pi i z}$. Let $\delta=\|F-G\|_{C^{0}(\mathbb{R})}$, and for any $t$ in $[-1,1]$ let $G_{t}: B_{R} \rightarrow \mathbb{C}$ defined as $G_{t}=G+t \delta$. Each $G_{t}$ preserves the real line, and its restriction is the lift of a real-analytic critical circle map. Moreover, each $G_{t}$ commutes with unitary horizontal translation in $B_{R}$. Note that $\left\|G_{t}-G\right\|_{C^{0}\left(B_{R}\right)}=|t| \delta \leqslant\|F-G\|_{C^{0}(\mathbb{R})}$ for any $t \in[-1,1]$. Moreover for any $x \in \mathbb{R}$ the family $\left\{G_{t}(x)\right\}_{t \in[-1,1]}$ is monotone in $t$, and we have $G_{-1}(x) \leqslant F(x) \leqslant G_{1}(x)$. In particular there exists $t_{0} \in[-1,1]$ such that

$$
\lim _{n \rightarrow+\infty} \frac{G_{t_{0}}^{n}(0)}{n}=\rho(F),
$$

and we define $h$ as the projection of $G_{t_{0}}$ to the annulus $A_{R}$.
After the perturbation given by Lemma 13.13 we still have the critical point of $h_{n}$ placed at 1 , but its critical value is no longer placed at $g_{n}(1)$ (however they are exponentially close). To finish the proof of Proposition 13.4 we need to fix this, without changing the combinatorics of $h_{n}$ in $\boldsymbol{S}^{1}$. Until now each $H_{n}$ is $\boldsymbol{S}^{1}{ }^{1}$ symmetric, in the sense that it commutes with $z \mapsto 1 / \bar{z}$ in the annulus $A_{r}$. We will loose this property in the following perturbation, which turns out to be the last one.

Lemma 13.14. For each $n \geqslant n_{0}$ consider the (unique) Möbius transformation $M_{n}$ which maps the unit disk $\mathbb{D}$ onto itself fixing the basepoint $z=1$, and which maps $H_{n}(1)$ to $G_{n}(1)$. Then there exists $\rho \in(1, r)$ such that $\overline{A_{\rho}} \subset M_{n}\left(A_{r}\right)$ for all $n \geqslant n_{0}$. Moreover for each $n \geqslant n_{0}$ we have:

$$
\left\|M_{n} \circ H_{n} \circ M_{n}^{-1}-G_{n}\right\|_{C^{0}\left(A_{\rho}\right)} \leqslant C \lambda^{n} .
$$

Note that, when restricted to the unit circle, each $M_{n}$ gives rise to an orientationpreserving real-analytic diffeomorphism which is, as Lemma 13.14 indicates, $C^{\infty}$ exponentially close to the identity.

Proof. Consider the biholomorphism $\psi: \mathbb{H} \rightarrow \mathbb{D}$ given by $\psi(z)=\frac{z-i}{z+i}$, whose inverse $\psi^{-1}: \mathbb{D} \rightarrow \mathbb{H}$ is given by $\psi^{-1}(z)=i\left(\frac{1+z}{1-z}\right)$. Note that $\psi$ maps the vertical geodesic of equation $\{z \in \mathbb{H}: \operatorname{Re} z=0\}$ onto the interval $(-1,1)$ in $\mathbb{D}$. Since $\psi$ and $\psi^{-1}$ are Möbius transformations, both extend uniquely to corresponding biholomorphisms of the entire Riemann sphere. The extension of $\psi$ is a real-analytic diffeomorphism between the compactification of the real line and the unit circle, which maps the point at infinity to the point $z=1$. For each $n \geqslant n_{0}$ consider the real number $t_{n}$ defined by

$$
t_{n}=\psi^{-1}\left(G_{n}(1)\right)-\psi^{-1}\left(H_{n}(1)\right)=2 i\left(\frac{G_{n}(1)-H_{n}(1)}{\left(1-G_{n}(1)\right)\left(1-H_{n}(1)\right)}\right) .
$$

Each $t_{n}$ is finite since for all $n \geqslant n_{0}$ both $G_{n}(1)$ and $H_{n}(1)$ are not equal to one. Moreover we claim that:

$$
\inf _{n \geqslant n_{0}}\left\{\left|G_{n}(1)-1\right|\right\}>0 \quad \text { and } \quad \inf _{n \geqslant n_{0}}\left\{\left|H_{n}(1)-1\right|\right\}>0 .
$$

Indeed, since we have $\left|H_{n}(1)-G_{n}(1)\right| \leqslant C \lambda^{n}$ for all $n \geqslant n_{0}$, is enough to prove that $\inf _{n \geqslant n_{0}}\left\{\left|G_{n}(1)-1\right|\right\}>0$, and this follows by Lemma 13.6 since $1=P_{n}(0)$ and $G_{n}(1)=P_{n}(-1)$ for all $n \geqslant n_{0}$. In particular, again using $\left|H_{n}(1)-G_{n}(1)\right| \leqslant C \lambda^{n}$ for all $n \geqslant n_{0}$, we see that $\left|t_{n}\right| \leqslant C \lambda^{n}$ for all $n \geqslant n_{0}$. From the explicit formula

$$
M_{n}(z)=\frac{\left(2 i-t_{n}\right) z+t_{n}}{\left(2 i+t_{n}\right)-t_{n} z}=\left(\frac{z-\left(\frac{t_{n}}{t_{n}-2 i}\right)}{1-\left(\frac{t_{n}}{t_{n}+2 i}\right) z}\right)\left(\frac{2 i-t_{n}}{2 i+t_{n}}\right) \quad \text { for all } n \geqslant n_{0},
$$

we see that the pole of each $M_{n}$ is at the point $z_{n}=1+i\left(2 / t_{n}\right)$, and since $\left|t_{n}\right| \leqslant C \lambda^{n}$ for all $n \geqslant n_{0}$, we can take $n_{0}$ so large that $z_{n} \in \mathbb{C} \backslash \overline{B(0,2 R)}$, where $R=\sup _{n \geqslant n_{0}}\left\{R_{n}\right\}<+\infty$ is given by Lemma 13.8. A straightforward computation gives

$$
\left(M_{n}-\mathrm{Id}\right)(z)=\frac{t_{n}(z-1)^{2}}{\left(2 i+t_{n}\right)-t_{n} z} \quad \text { for all } n \geqslant n_{0},
$$

and therefore

$$
\left\|M_{n}-\operatorname{Id}\right\|_{C^{0}\left(A_{R}\right)} \leqslant C \lambda^{n} \quad \text { for all } n \geqslant n_{0}
$$

In particular, for any fixed $\rho \in(1, r)$ we can choose $n_{0}$ so large as to have $\overline{A_{\rho}} \subset$ $M_{n}\left(A_{r}\right)$ for all $n \geqslant n_{0}$. Moreover given any $z \in A_{\rho}$ we have

$$
\begin{aligned}
\left(M_{n} \circ H_{n} \circ M_{n}^{-1}-G_{n}\right)(z) & =\left(M_{n}-\mathrm{Id}\right)\left(\left(H_{n} \circ M_{n}^{-1}\right)(z)\right) \\
& +\left(H_{n}-G_{n}\right)(z)+\left(H_{n}\left(M_{n}^{-1}(z)\right)-H_{n}(z)\right)
\end{aligned}
$$

From this it follows that

$$
\begin{aligned}
& \left\|M_{n} \circ H_{n} \circ M_{n}^{-1}-G_{n}\right\|_{C^{0}\left(A_{\rho}\right)} \leqslant\left\|M_{n}-\mathrm{Id}\right\|_{C^{0}\left(H_{n}\left(A_{r}\right)\right)} \\
& \quad+\left\|H_{n}-G_{n}\right\|_{C^{0}\left(A_{\rho}\right)}+\left\|H_{n}\right\|_{C^{1}\left(A_{r}\right)}\left\|M_{n}^{-1}-\mathrm{Id}\right\|_{C^{0}\left(A_{\rho}\right)} .
\end{aligned}
$$

Since $H_{n}\left(A_{r}\right) \subset A_{R}$ and $A_{\rho} \subset A_{r} \subset A_{R}$, each of the three terms

$$
\left\|M_{n}-\mathrm{Id}\right\|_{C^{0}\left(H_{n}\left(A_{r}\right)\right)},\left\|H_{n}-G_{n}\right\|_{C^{0}\left(A_{\rho}\right)} \text { and }\left\|M_{n}^{-1}-\mathrm{Id}\right\|_{C^{0}\left(A_{\rho}\right)}
$$

is less than or equal to $C \lambda^{n}$ for all $n \geqslant n_{0}$.
Finally, since each $H_{n}$ is holomorphic and we have $\overline{A_{r}} \subset A_{\underline{r}}$ and $H_{n}\left(A_{\underline{r}}\right) \subset$ $\left(G_{n} \circ P_{n}\right)\left(\widehat{\mathscr{T}}_{n}\right) \subset A_{R_{n}} \subset A_{R}$ for all $n \geqslant n_{0}$, we obtain from Cauchy's derivative estimate that

$$
\sup _{n \geqslant n_{0}}\left\{\left\|H_{n}\right\|_{C^{1}\left(A_{r}\right)}\right\}<\infty
$$

and therefore

$$
\left\|M_{n} \circ H_{n} \circ M_{n}^{-1}-G_{n}\right\|_{C^{0}\left(A_{\rho}\right)} \leqslant C \lambda^{n} \quad \text { for all } n \geqslant n_{0}
$$

With Lemma 13.14 at hand we are done since $\left(M_{n} \circ H_{n} \circ M_{n}^{-1}\right)(1)=G_{n}(1)$. We have finished the proof of Proposition 13.4.

### 13.1.5 The shadowing sequence

We are about to finish Section 13.1. Let us recall what we have done: in Section 13.1.3 we constructed a suitable sequence $\left\{G_{n}\right\}_{n \geqslant n_{0}}$ of $S^{1}$-symmetric $C^{3}$ extensions of $C^{3}$ critical circle maps $g_{n}$ to some annulus $P_{n}\left(\widehat{\mathscr{T}}_{n}\right)$. When lifted
with the corresponding projection $P_{n}$ (also constructed in Section 13.1.3), each $g_{n}$ gives rise to a $C^{3}$ critical commuting pair $\left(\widehat{\eta}_{n}, \widehat{\xi}_{n}\right)$ exponentially close to $\mathscr{R}^{n}(f)$ and having the same combinatorics at each step (moreover, with complex extensions $C^{0}$-exponentially close to the ones of $\mathscr{R}^{n}(f)$ produced in Theorem 13.5; see Proposition 13.3 above for more properties).

In Section 13.1.4 we perturbed each $G_{n}$ in a definite annulus $A_{r}$, in order to obtain a sequence of real-analytic critical circle maps, each of them having the same combinatorics as the corresponding $\mathscr{R}^{n}(f)$, that extend to holomorphic maps $H_{n}$ exponentially close to $G_{n}$ in $A_{r}$ (see Proposition 13.4 above for more properties). Both the critical point and the critical value of each $H_{n}$ coincide with the ones of the corresponding $G_{n}$. More precisely, the critical point of each $H_{n}$ is at $P_{n}(0)=1 \in P_{n}\left(V_{1}(n)\right) \cap \boldsymbol{S}^{1}$, and its critical value is at $H_{n}(1)=G_{n}(1) \in$ $P_{n}(V) \cap \boldsymbol{S}^{1}=P_{n}\left(B_{n}(V)\right) \cap \boldsymbol{S}^{1}$. Recall also that $H_{n}\left(A_{r}\right) \subset P_{n}\left(\mathscr{T}_{n}\right)$ for all $n \geqslant n_{0}$.

In this section we lift each $H_{n}: A_{r} \rightarrow A_{R_{n}}$ via the holomorphic projection $P_{n}: \mathscr{T}_{n} \rightarrow A_{R_{n}}$ in the canonical way: let $\alpha>0$ such that for all $n \geqslant n_{0}$ we have that

$$
\overline{N_{\alpha}([-1,0]) \cup N_{\alpha}\left(\left[0, \widehat{\xi}_{n}(0)\right]\right)} \subset \widehat{\mathscr{T}}_{n},
$$

and that $P_{n}\left(N_{\alpha}([-1,0]) \cup N_{\alpha}\left(\left[0, \widehat{\xi}_{n}(0)\right]\right)\right)$ is an annulus contained in $A_{r}$ and containing the unit circle (the existence of such $\alpha$ is guaranteed by Lemmas 13.4 and 13.6). Let us use the more compact notation $Z_{1}(n)=N_{\alpha}([-1,0])$ and $Z_{2}(n)=N_{\alpha}\left(\left[0, \widehat{\xi}_{n}(0)\right]\right)$. For each $n \geqslant n_{0}$ let $\widetilde{\eta}_{n}: Z_{2}(n) \rightarrow \mathscr{T}_{n}$ be the $\mathbb{R}-$ preserving holomorphic map defined by the following two conditions:

$$
H_{n} \circ P_{n}=P_{n} \circ \widetilde{\eta}_{n} \text { in } Z_{2}(n), \quad \text { and } \quad \widetilde{\eta}_{n}(0)=-1 .
$$

In the same way let $\widetilde{\xi}_{n}: Z_{1}(n) \rightarrow \mathscr{T}_{n}$ be the $\mathbb{R}$-preserving holomorphic map defined by the two conditions

$$
H_{n} \circ P_{n}=P_{n} \circ \widetilde{\xi}_{n} \text { in } Z_{1}(n), \quad \text { and } \quad \widetilde{\xi}_{n}(0)=\widehat{\xi}_{n}(0) .
$$

Thus, we have the following commutative diagram:

In the next proposition we summarize the main properties of this lift, which are all straightforward.

Proposition 13.5 (The shadowing sequence). For each $n \geqslant n_{0}$ the pair $f_{n}=$ $\left(\widetilde{\eta}_{n}, \widetilde{\xi}_{n}\right)$ restricts to a real-analytic critical commuting pair with domains $I\left(\widetilde{\xi}_{n}\right)=$ $\left[\widetilde{\eta}_{n}(0), 0\right]=[-1,0]$ and $I\left(\widetilde{\eta}_{n}\right)=\left[0, \widetilde{\xi}_{n}(0)\right]=\left[0, \widehat{\xi}_{n}(0)\right]$, and such that $\rho\left(f_{n}\right)=$ $\rho\left(\widehat{\eta}_{n}, \widehat{\xi}_{n}\right)=\rho\left(\mathscr{R}^{n}(f)\right) \in \mathbb{R} \backslash \mathbb{Q}$. Moreover $\widetilde{\xi}_{n}$ and $\widetilde{\eta}_{n}$ extend to holomorphic maps in $Z_{1}(n)$ and $Z_{2}(n)$ respectively where we have:

- $\widetilde{\xi}_{n}$ has a unique critical point in $Z_{1}(n)$, which is at the origin and of cubic type;
- $\widetilde{\eta}_{n}$ has a unique critical point in $Z_{2}(n)$, which is at the origin and of cubic type;
- $\left\|\widetilde{\xi}_{n}-\widehat{\xi}_{n}\right\|_{C^{0}\left(Z_{1}(n) \cap \Phi_{n}\left(\widehat{X}_{1}(n)\right)\right)} \leqslant C \lambda^{n}$;
- $\left\|\widetilde{\eta}_{n}-\widehat{\eta}_{n}\right\|_{C^{0}\left(Z_{2}(n) \cap \Phi_{n}\left(\widehat{X}_{2}(n)\right)\right)} \leqslant C \lambda^{n}$.

With Proposition 13.5 at hand, Theorem 13.4 follows directly from the following consequence of Montel's theorem.

Lemma 13.15. Let $\alpha$ be a constant in $(0,1)$ and let $\mathscr{V}$ be an $\mathbb{R}$-symmetric bounded topological disk such that $\left[-1, \alpha^{-1}\right] \subset \mathscr{V}$. Let $W_{1}$ and $W_{2}$ be topological disks whose closure is contained in $\mathscr{V}$ and such that $[-1,0] \subset W_{1}$ and $\left[0, \alpha^{-1}\right] \subset W_{2}$. Denote by $\mathscr{K}$ the set of all normalized real-analytic critical commuting pairs $\zeta=$ $(\eta, \xi)$ satisfying the following three conditions.

- $\eta(0)=-1$ and $\xi(0) \in\left[\alpha, \alpha^{-1}\right]$;
- $\alpha|\eta([0, \xi(0)])| \leqslant|\xi([-1,0])| \leqslant \alpha^{-1}|\eta([0, \xi(0)])| ;$
- Both $\xi$ and $\eta$ extend to holomorphic maps (with a unique cubic critical point at the origin) defined in $W_{1}$ and $W_{2}$ respectively, where we have

$$
\begin{array}{ll}
\text { 1. } & N_{\alpha}(\xi([-1,0])) \subset \xi\left(W_{1}\right) \\
\text { 2. } & N_{\alpha}(\eta([0, \xi(0)])) \subset \eta\left(W_{2}\right) \\
\text { 3. } & \xi\left(W_{1}\right) \cup \eta\left(W_{2}\right) \subset \mathscr{V}
\end{array}
$$

Then $\mathscr{K}$ is $C^{\omega}$-compact.

### 13.2 Bounding the $C^{r-1}$ metric

In the previous section we have proved the $C^{0}$ version of Theorem 13.4. The details required to bootstrap this estimate to the $C^{r-1}$ metric can be found in Guarino, Martens, and de Melo [2018, Section 11]. Here we just want to mention that the key point for such bootstrapping argument is the following general fact from complex analysis.

Proposition 13.6. Let I be a compact interval in the real line with non-empty interior, and let $U$ be an open set in the complex plane containing I. Fix some $M>0$, and consider the family

$$
\mathscr{F}=\left\{f: U \rightarrow \mathbb{C} \text { holomorphic: }\|f\|_{C^{0}(U)} \leqslant M\right\} .
$$

Then for any $k \in \mathbb{N}$ and any $\alpha \in(0,1)$, there exists $L=L(k, \alpha, M)>0$ such that

$$
\|f\|_{C^{k}(I)} \leqslant L\left(\|f\|_{C^{0}(I)}\right)^{\alpha} \quad \text { for all } f \in \mathscr{F},
$$

where, as usual,

$$
\|f\|_{C^{k}(I)}=\sup _{\substack{z \in I \\ n \in\{0,1, \ldots, k\}}}\left\{\left|f^{(n)}(z)\right|\right\} .
$$

In the proof of Proposition 13.6 below, we follow the exposition of Lyubich [1999, Lem. 11.5].

Proof. Let $V$ be a bounded Jordan domain containing the interval $I$, and compactly contained in $U$ (as usual, a Jordan domain is an open, connected and simply connected set of the complex plane, whose boundary is a Jordan curve).

Consider a continuous function $h: \bar{V} \rightarrow[0,1]$ satisfying

- $h$ is harmonic and positive in the annulus $V \backslash I$,
- $h \equiv 0$ on $\partial V$ and $h \equiv 1$ on $I$.

The existence of such a function $h$ is a particular case of Dirichlet's problem.
To begin the proof, suppose first that $M=1$, and let $f: U \rightarrow \mathbb{C}$ be a holomorphic function such that $|f(z)| \leqslant 1$ for all $z \in U$. Let $\varepsilon=\|f\|_{C^{0}(I)} \leqslant 1$, and note that

$$
\begin{equation*}
\log |f| \leqslant h \log \varepsilon \tag{13.2}
\end{equation*}
$$

on $\partial(V \backslash I)=I \cup \partial V$. Since $f$ is holomorphic, $\log |f|$ is harmonic where $f \neq 0$ and subharmonic in the whole domain $V$, and since $h$ is harmonic in $V \backslash I$, we get
from the maximum principle that inequality (13.2) also holds inside the annulus $V \backslash I$, that is, $|f(z)| \leqslant \varepsilon^{h(z)}$ for all $z \in V$. Given $\alpha \in(0,1)$, let $W=\{z \in$ $V: h(z) \in(\alpha, 1]\}$, and note that $W$ is a Jordan domain containing $I$, compactly contained in $V$, and such that $h(z)=\alpha$ for all $z \in \partial W$. Since $\varepsilon \in[0,1]$, we have $|f(z)| \leqslant \varepsilon^{h(z)} \leqslant \varepsilon^{\alpha}$ for all $z \in W$, that is,

$$
\|f\|_{C^{0}(W)} \leqslant\left(\|f\|_{C^{0}(I)}\right)^{\alpha} .
$$

The next step is just the standard application of Cauchy's integral formulas. Indeed, let $\delta \in(0,1)$ be such that $\overline{B(z, \delta)} \subset W$ for all $z \in I$. Then for any $z \in I$ and any $n \in\{0,1, \ldots, k\}$, we have

$$
\begin{aligned}
\left|f^{(n)}(z)\right| & =\left|\frac{n!}{2 \pi i} \int_{\partial B(z, \delta)} \frac{f(w)}{(w-z)^{n+1}} d w\right|=\frac{n!}{2 \pi}\left|\int_{0}^{2 \pi} \frac{f\left(z+\delta e^{i \theta}\right)}{\left(\delta e^{i \theta}\right)^{n+1}} i \delta e^{i \theta} d \theta\right| \\
& \leqslant \frac{n!}{2 \pi} \frac{1}{\delta^{n}} \int_{0}^{2 \pi}\left|f\left(z+\delta e^{i \theta}\right)\right| d \theta \leqslant \frac{n!}{\delta^{n}}\left(\sup _{w \in \partial B(z, \delta)}\{|f(w)|\}\right) .
\end{aligned}
$$

Defining $L_{1}=k!/ \delta^{k}$, we obtain

$$
\|f\|_{C^{k}(I)} \leqslant L_{1}\|f\|_{C^{0}(W)} \leqslant L_{1}\left(\|f\|_{C^{0}(I)}\right)^{\alpha} .
$$

Therefore, Proposition 13.6 is true for the case $M=1$. For the general case, note that for any $f \in \mathscr{F}$ we have

$$
\begin{aligned}
\|f\|_{C^{k}(I)} & =M\|f / M\|_{C^{k}(I)} \\
& \leqslant M L_{1}\left(\|f / M\|_{C^{0}(I)}\right)^{\alpha}=M^{1-\alpha} L_{1}\left(\|f\|_{C^{0}(I)}\right)^{\alpha},
\end{aligned}
$$

and therefore it is enough to consider $L=M^{1-\alpha} L_{1}$.

### 13.3 Proof of the exponential convergence

In this section we briefly explain how to combine Theorems $12.2,13.1$ and 13.4 in order to obtain Theorem 13.3 (the proof of Theorem 13.2, given in Guarino and de Melo [2017, Section 4], is a little bit easier by the bounded combinatorics condition).

Sketch of the proof of Theorem 13.3. Let $f$ and $g$ be two $C^{4}$ unicritical circle maps with the same irrational rotation number $\rho(f)=\rho(g)=\left[a_{0}, a_{1}, \ldots\right]$ and with the same odd integer criticality. By Theorem 13.4 (the shadowing theorem), there exist a $C^{\omega}$-compact set $\mathscr{K}$ of real analytic unicritical commuting pairs, two constants $\lambda_{0} \in(0,1)$ and $C_{0}>1$, and two sequences $\left\{f_{m}\right\}_{m \in \mathbb{N}}$ and $\left\{g_{m}\right\}_{m \in \mathbb{N}}$ contained in $\mathscr{K}$ such that for all $m \in \mathbb{N}$ we have $\rho\left(f_{m}\right)=\rho\left(g_{m}\right)=\left[a_{m}, a_{m+1}, \ldots\right]$ and moreover,

$$
\begin{equation*}
d_{3}\left(\mathscr{R}^{m}(f), f_{m}\right) \leqslant C_{0} \lambda_{0}^{m} \quad \text { and } \quad d_{3}\left(\mathscr{R}^{m}(g), g_{m}\right) \leqslant C_{0} \lambda_{0}^{m} . \tag{13.3}
\end{equation*}
$$

With this, Proposition 6.2 and Theorem 12.1 at hand, it is not difficult to prove that the commuting pairs $\mathscr{R}^{j+m}(f), \mathscr{R}^{j+m}(g), \mathscr{R}^{j}\left(f_{m}\right)$ and $\mathscr{R}^{j}\left(g_{m}\right)$ are $K-$ controlled and have negative Schwarzian for some constant $K>1$, for $m$ sufficiently large (say, $m>m_{0}$ for some $m_{0} \in \mathbb{N}$ ) and for all $j \in \mathbb{N}$. Note that at this point we need the $C^{4}$ smoothness required in the statement of Theorem 13.3, to be able to obtain $C^{3}$-bounds for renormalization (see Guarino, Martens, and de Melo [2018, Section 12] for the details).

Let $L=L(K)>1$ be given by Theorem 12.2. Let $\delta \in(0,1)$ be sufficiently close to one (to be determined in the course of the argument), and for each $n \in \mathbb{N}$ let $m=m(n) \in \mathbb{N}$ be given by $m=\lfloor\delta n\rfloor$. Combining Theorem 12.2 with (13.3) we obtain for all $m>m_{0}$ that

$$
\begin{align*}
d_{2}\left(\mathscr{R}^{n}(f), \mathscr{R}^{n-m}\left(f_{m}\right)\right) & \leqslant L^{n-m} d_{2}\left(\mathscr{R}^{m}(f), f_{m}\right)  \tag{13.4}\\
& \leqslant C_{0} L^{n-m} \lambda_{0}^{m} \leqslant\left(\frac{L C_{0}}{\lambda_{0}}\right)\left(L^{1-\delta} \lambda_{0}^{\delta}\right)^{n}
\end{align*}
$$

for all $n \in \mathbb{N}$ such that $m=\lfloor\delta n\rfloor>m_{0}$. Let $C_{1}=L C_{0} / \lambda_{0}$ and $\lambda_{1}=L^{1-\delta} \lambda_{0}^{\delta}$, and note that $\lambda_{1}$ belongs to $(0,1)$ for $\delta$ sufficiently close to one. Replacing $f$ with $g$, we also get

$$
\begin{equation*}
d_{2}\left(\mathscr{R}^{n}(g), \mathscr{R}^{n-m}\left(g_{m}\right)\right) \leqslant C_{1} \lambda_{1}^{n} \tag{13.5}
\end{equation*}
$$

for all $n \in \mathbb{N}$ such that $m=\lfloor\delta n\rfloor>m_{0}$.
By Theorem 13.1, there exist constants $C_{2}>1$ and $\lambda_{2} \in(0,1)$ (both uniform in $\mathscr{K}$ ) such that

$$
\begin{equation*}
d_{2}\left(\mathscr{R}^{n-m}\left(f_{m}\right), \mathscr{R}^{n-m}\left(g_{m}\right)\right) \leqslant C_{2} \lambda_{2}^{n-m} \leqslant C_{2}\left(\lambda_{2}^{1-\delta}\right)^{n} \tag{13.6}
\end{equation*}
$$

for all $n \in \mathbb{N}$ and $m \in \mathbb{N}$. Finally, define $\lambda=\max \left\{\lambda_{1}, \lambda_{2}^{1-\delta}\right\} \in(0,1)$ and $C=2 C_{1}+C_{2}>1$. Combining (13.4), (13.5) and (13.6) we obtain

$$
d_{2}\left(\mathscr{R}^{n}(f), \mathscr{R}^{n}(g)\right) \leqslant C \lambda^{n} \quad \text { for all } n \in \mathbb{N} \text { such that } m=\lfloor\delta n\rfloor>m_{0} .
$$

See Guarino, Martens, and de Melo [ibid., Section 12] for more details.

### 13.4 The attractor of renormalization

As we have seen in Section 10.2 (recall (10.1)), the action of the renormalization operator on the continued fraction expansion of the rotation number is given by a left shift, that we denote by $\sigma$ as customary. More precisely, given a critical commuting pair $\zeta$ with rotation number $\rho(\zeta)=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ we have that

$$
\begin{equation*}
\rho(\mathscr{R}(\zeta))=\sigma\left(\left[a_{0}, a_{1}, a_{2}, \ldots\right]\right)=\left[a_{1}, a_{2} \ldots\right] . \tag{13.7}
\end{equation*}
$$

For real-analytic critical circle maps with a single critical point of some odd integer criticality, Yampolsky [2001, Th. A] was able to establish the existence of a horseshoe-like attractor for renormalization. More precisely, he proved the following result.

Theorem 13.6 (Horseshoe-like attractor). There exists a pre-compact $\mathscr{R}$-invariant set $\Lambda$, which is homeomorphic to $\mathbb{N}^{\mathbb{Z}}$, consisting of real-analytic unicritical commuting pairs with irrational rotation number, such that the action of $\left.\mathscr{R}\right|_{\Lambda}$ is topologically conjugate to the two-sided shift $\sigma$ acting on $\mathbb{N}^{\mathbb{Z}}$ (the action being taken over the continued fraction expansion of the rotation number, as in (13.7) above). Moreover, any given real-analytic pair with irrational rotation number converges to the closure of $\Lambda$.

As we have seen along this chapter (see also Chapter 14), such convergence is geometric, and it holds for $C^{4}$ pairs, not necessarily real-analytic (and for $C^{3}$ pairs with bounded combinatorics as well). For the proof of Theorem 13.6 we refer the reader to the original paper by Yampolsky [ibid.].

## Exercises

Exercise 13.1. Prove the existence of two diffeomorphisms $h_{1}$ and $h_{2}$, as stated at the beginning of Section 13.1.1 (Hint: see Guarino and de Melo [2017, Lem. 6.2]). Exercise 13.2. Show that the sum or product of asymptotically holomorphic maps is also asymptotically holomorphic. The inverse of an asymptotically holomorphic diffeomorphism is asymptotically holomorphic. Composition of asymptotically holomorphic maps is asymptotically holomorphic.
Exercise 13.3. Let $I$ be a compact interval in the real line and let $h: I \rightarrow \mathbb{R}$ be a $C^{1}$ map. Let $U$ be a neighborhood of $I$ in $\mathbb{C}$ and let $H: U \rightarrow \mathbb{C}$ be an asymptotically holomorphic extension of $h$ of order 1 (as in Definition 13.1).

Show that $\partial H(z)=h^{\prime}(z)$ for every $z \in I$, and then the Jacobian of $H$ at $z \in I$ equals $\left|h^{\prime}(z)\right|^{2}$ (recall the identity (11.2)).
Exercise 13.4. In the upper half-plane $\mathbb{H}=\{z \in \mathbb{C}: \operatorname{Im} z>0\}$ consider the vertical geodesic $\gamma$ of equation $\{\operatorname{Re} z=0\}$. Given $\varepsilon>0$, show that the set of points in $\mathbb{H}$ whose hyperbolic distance to $\gamma$ is less than $\varepsilon$ is given by the cone

$$
\left\{z \in \mathbb{H}: \frac{\operatorname{Re} z}{\operatorname{Im} z}<\tan \alpha\right\},
$$

where the Euclidean angle $\alpha$ is related to $\varepsilon$ by the formula

$$
\varepsilon=\frac{1}{2} \log \left(\frac{1+\sin \alpha}{1-\sin \alpha}\right) .
$$

Exercise 13.5. For $I=(-1,1)$, show that $\phi: \mathbb{H} \rightarrow \mathbb{C}(I)$ given by

$$
\phi(z)=\frac{z^{2}+1}{z^{2}-1}
$$

is a biholomorphism between the upper half-plane $\mathbb{H}$ and $\mathbb{C}(I)$, that maps the vertical geodesic $\gamma$ of equation $\{\operatorname{Re} z=0\}$ onto $I$ (Hint: Note that $\phi$ can be written as the composition

$$
E_{2} \circ T_{1 / 2} \circ I \circ T_{-1} \circ Q,
$$

where $Q(z)=z^{2}$, and the remaining four maps are the Möbius transformations $T_{-1}(z)=z-1, I(z)=1 / z, T_{1 / 2}(z)=z+1 / 2$ and $\left.E_{2}(z)=2 z\right)$.
Exercise 13.6. Let $I$ be a bounded open interval in the real line. For any given $\theta \in(0, \pi)$ consider $\varepsilon(\theta)=\log \tan (\pi / 2-\theta / 4) \in(0,+\infty)$. Show that the Poincaré disk $D_{\theta}(I)$ coincides with the set of points in $\mathbb{C}(I)$ whose hyperbolic distance to $I$ is less than $\varepsilon$ (Hint: Note first that it is enough to deal with the case $I=(-1,1)$. Indeed, given $a<b$, the map $z \mapsto((b-a) z+a+b) / 2$ is an isometry between $\mathbb{C}(-1,1)$ and $\mathbb{C}(a, b)$, that preserves Euclidean angles. Note that the cone of Exercise 13.4 is mapped under the biholomorphism $\phi$ of Exercise 13.5 onto a Poincaré disk. Relate the Euclidean angle of the cone with the one of the corresponding Poincaré disk).

## Renormalization: Holomorphic Methods

In this final chapter we will survey some of the complex-analytic ideas that play a decisive role in the theory of (multi)critical circle maps. Since these ideas are quite deep, the narrative to follow is by necessity very sketchy. However, we provide a complete proof of a fundamental theorem in this area: the complex bounds (Theorem 14.4).

The use of holomorphic methods in the study of renormalization and rigidity of one-dimensional dynamical systems was started by Sullivan in the mid-eighties (see Sullivan [1992]). Since the theory for circle maps follows in parallel with the corresponding theory for unimodal maps, and borrows substantially from it, we need to talk a bit about the latter first.

For the general theory of complex dynamics we refer the reader to the books Carleson and Gamelin [1993], de Faria and de Melo [2008], McMullen [1994], and Milnor [2006].

### 14.1 Sullivan's program

We have already mentioned the general ansatz relating renormalization convergence and rigidity. If we are given two topologically conjugate one-dimensional maps $f$ and $g$ which are infinitely renormalizable (say with some restrictions on their combinatorics), and if we know that the $C^{r}$ distances between their successive renormalizations contract to zero at an exponential rate, then the conjugacy between $f$ and $g$ should actually be smooth (for critical circle maps, recall here Theorems 10.4 and 10.5). Hence the goal becomes to establish exponential contraction of renormalizations. The strategy laid down by Sullivan [1992] (and explained in greater detail in de Melo and van Strien [1993, Ch. VI]) to achieve this goal can be roughly described as follows.

1. First get geometric bounds on the orbits of the critical points of the (real) one-dimensional systems. These so-called real a priori bounds should be robust enough that, even if we start with maps which have only a mild, finite degree of smoothness, their successive renormalizations will converge $C^{0}$ exponentially fast to the subspace consisting of real-analytic maps.
2. Use such real a priori bounds to show that the topological conjugacy between the two systems has slightly more geometric regularity than being merely continuous: it is actually quasisymmetric (at least when restricted to the post-critical sets of both systems).
3. Complexify the given real dynamical systems (when they are real-analytic), in other words, find suitable complex-analytic extensions of these systems.
4. Using the real bounds in (1) and the mild geometric control in (2), get complex a priori bounds for the complexified systems. These bounds are usually bounds on the moduli of certain annuli (typically fundamental domains for the complexified systems). Such bounds yield a strong form of compactness.
5. Extend the renormalization operator to the complexified dynamical systems. This operator will, in a suitable domain, be a compact operator due to step (4).
6. Use the bounds and compactness in (3) and a suitable infinite-dimensional version of Schwarz's lemma to establish the desired contraction property of the underlying renormalization operator.

In the context of (real-analytic) unimodal maps of the interval, Sullivan realized that the relevant complex-analytic dynamical systems are quadratic-like maps (or more generally polynomial-like maps), and was therefore able to use the theory developed by Douady and Hubbard [1985] for such maps. Recall that a quadratic-like map is a proper, degree two holomorphic branched covering map $F: U \rightarrow V$ between two topological disks $U, V \subset \mathbb{C}$ with $U$ compactly contained in $V$, branched at a unique critical point $c \in U$. The modulus of $F$ is by definition the conformal modulus of the annulus $V \backslash U$. The set $\mathscr{K}_{F}=\bigcap_{n \geqslant 0} F^{-n}(V)$ is called the filled-in Julia set of $F$. It is a totally invariant set under the dynamics, and it is compact due to the fact that $F$ is proper. Every point in $U \backslash \mathscr{K}_{F}$ has a finite orbit that eventually lands in the outer annulus $V \backslash U$. This annulus therefore works as a fundamental domain for the dynamics outside the filled-in Julia set. A central fact about quadratic-like maps is the straightening theorem of Douady and Hubbard [ibid.]: every quadratic like map is quasiconformally conjugate to an actual quadratic polynomial map.

A quadratic-like map $F: U \rightarrow V$ is said to be renormalizable if one can find a sub-disk $D \subset U$ compactly contained in $U$ and containing $c$ and an integer $p \geqslant 2$ such that $\left.F^{p}\right|_{D}: D \rightarrow F^{p}(D) \subset V$ is well-defined, and again a quadratic-like map. This new map, with $p$ smallest possible and suitably rescaled (via a complex affine map), is called the first renormalization of $F$, and denoted $\mathscr{R} F$. The number $p$ is called the renormalization period of $F$, denoted $p(F)$. If all successive renormalizations $\mathscr{R}^{2} F=\mathscr{R}(\mathscr{R} F), \ldots, \mathscr{R}^{n} F=\mathscr{R}\left(\mathscr{R}^{n-1} F\right), \ldots$ are well-defined, then we say that $F$ is infinitely renormalizable. If in addition all periods $p_{n}=p\left(\mathscr{R}^{n} F\right)$ form a bounded sequence, we say that $F$ infinitely renormalizable of bounded type. The complex bounds proved by Sullivan guarantee that if one starts with a real-analytic, infinitely renormalizable quadratic unimodal map $f$ of bounded type on the real line, then after a finite number $N$ of iterations, the renormalized unimodal maps $\mathscr{R}^{n} f$ will be restrictions of quadratic-like maps $F_{n}$ with $F_{n+1}=\mathscr{R} F_{n}$ for all $n \geqslant N$, and moreover the $\operatorname{moduli} \bmod \left(\mathscr{R}^{n} F\right)(n \geqslant N)$ will be bounded from below. In particular, the sequence $\left(\mathscr{R}^{n} F\right)_{n \geqslant N}$ will be a pre-compact family (in the topology of uniform convergence on compacta), and every limit of such renormalization sequence will be a quadratic-like map. Here and throughout, all holomorphic maps considered commute with complex conjugation, i.e., are symmetric about the real axis.

The crucial feature of quadratic-like maps in this theory, very closely related to the straightening theorem, is that they are amenable to what Sullivan calls a pull-back argument. If $F_{i}: U_{i} \rightarrow V_{i}, i=0,1$, are two symmetric, topologically conjugate quadratic-like maps, and if $h$ is a quasisymmetric homeomorphism of
the real line which sends the post-critical set of $F_{0}$ to the post-critical set of $F_{1}$, then $F_{0}$ and $F_{1}$ are quasiconformally conjugate. More precisely, there exists a quasiconformal homeomorphism $H: V_{0} \rightarrow V_{1}$ such that $H \circ F_{0}=F_{1} \circ H$; in addition, the quasiconformal dilatation of $H$ depends only on the conformal $\operatorname{moduli} \bmod \left(V_{i} \backslash U_{i}\right)(i=0,1)$ and on the quasisymmetric distortion of $h$.

The existence of such a conjugacy already allows us to speak of the quasiconformal or Teichmüller distance between $F_{0}$ and $F_{1}$, defined as

$$
\begin{equation*}
d_{T}\left(F_{0}, F_{1}\right)=\inf _{\phi} \log \frac{1+\left\|\mu_{\phi}\right\|_{\infty}}{1-\left\|\mu_{\phi}\right\|_{\infty}}, \tag{14.1}
\end{equation*}
$$

the infimum being taken over all quasiconformal conjugacies $\phi$ between $F_{0}$ and $F_{1}$. This is in fact a pseudo-distance: its value will be zero whenever the two maps are conformally conjugate. It turns out that the Julia set of an (symmetric) infinitely renormalizable quadratic-like map carries no invariant line fields (equivalently, no non-zero invariant Beltrami differentials). This is another consequence of the straightening theorem. Thus, for every quasiconformal conjugacy $\phi$ as above we have that $\mu_{\phi}$ vanishes a.e. on the (filled-in) Julia set of $F_{0}$. In particular, when calculating $\left\|\mu_{\phi}\right\|_{\infty}$ in the right-hand side of (14.1), we only need to look at the values of $\mu_{\phi}(z)$ for $z \in V_{0}$.

It is immediate from the definition that the Teichmüller distance is weakly contracted under renormalization: any conjugacy between $F_{0}$ and $F_{1}$ restricts to a conjugacy between $\mathscr{R}\left(F_{0}\right)$ and $\mathscr{R}\left(F_{1}\right)$.

Now, let $H$ be a quasiconformal conjugacy between $F_{0}$ and $F_{1}$, say the one constructed via the pull-back argument. Its Beltrami differential $\mu_{H}=\bar{\partial} H / \partial H$ is invariant under $F_{0}$, and therefore it can be used to generate a path of (pairwise qc-conjugate) quadratic-like maps joining $F_{0}$ to $F_{1}$. To see this, define $\mu_{t}=t \mu_{H}$ for all $t \in \mathbb{C}$ such that $|t|<\left\|\mu_{H}\right\|_{\infty}^{-1}$ then integrate each $\mu_{t}$ using the measurable Riemann mapping theorem to get a (normalized) quasiconformal homeomorphism $H_{t}$, and then define $F_{t}=H_{t} \circ F_{0} \circ H_{t}^{-1}$. Such a path is called a Beltrami path joining $F_{0}$ to $F_{1}$.

As one can see from the definitions given so far, renormalization maps Beltrami paths to Beltrami paths. Some Beltrami paths are more efficient than others, in the sense that they are close to being "geodesics" in the Teichmüller metric. It will usually be the case that a very efficient Beltrami path joining $F_{0}$ to $F_{1}$ will be mapped to an inefficient Beltrami path joining $\mathscr{R}\left(F_{0}\right)$ to $\mathscr{R}\left(F_{1}\right)$ : the image path "coils". It turns out that one can put this coiling property into more quantitative terms, and the result is a form of Schwarz's lemma in infinite dimensions. ${ }^{1}$

[^30]There are some difficulties with carrying out the details of this approach. One is the fact that the domain and range of a quadratic-like map vary with the map itself, so it is hard to set up the renormalization procedure as an actual operator on a space of maps defined over a fixed domain. Another difficulty is the fact that, if we are given two quadratic-like maps and they both restrict to the same quadratic unimodal map on the line, then they should be regarded as essentially the same dynamical system; however, their Teichmüller distance, according to the definition given above, will not be zero! Sullivan soon realized that a way to circumvent these difficulties is to take an inverse limit of the dynamics off the filled-in Julia set. To wit, if $F: U \rightarrow V$ is the given quadratic-like map, one considers the inverse system
$\cdots \rightarrow F^{-(n+1)}\left(V \backslash \mathscr{K}_{F}\right) \rightarrow F^{-n}\left(V \backslash \mathscr{K}_{F}\right) \rightarrow \cdots F^{-1}\left(V \backslash \mathscr{K}_{F}\right) \rightarrow V \backslash \mathscr{K}_{F}$,
where each map, being a restriction of $F$, is an unbranched 2-to-1 holomorphic covering. The inverse limit of this system, denoted $\mathscr{L}(F)$, is a Riemann surface lamination in a natural way. This object is locally homeomorphic to the product of a disk by a Cantor set, and the chart transitions are holomorphic on the leaves. The construction is canonical in the sense that, if $F$ varies (but stays in the same topological conjugacy class), then topologically $\mathscr{L}(F)$ does not change at all. Only its conformal structure changes. Moreover, a quasiconformal conjugacy between two such maps induces a homeomorphism between the two corresponding laminations which is quasiconformal on each leaf. Hence, one can speak of the (moduli space or) Teichmüller space of such lamination. It then follows that renormalization induces an operator on such Teichmüller space.

Using these ideas, Sullivan was able to carry out the strategy outlined in steps (1)-(6) above almost completely in the bounded-type case. We say "almost" because in step (6) he was forced to settle for something less than exponential contraction. Sullivan made an ingenious use of the theory of Riemann surface laminations, and used the Teichmüller theory of such objects (which he largely developed on the fly) to prove a (non-uniform) version of Schwarz's lemma in this context, which in turn allowed him to prove renormalization convergence without a rate. The exponential convergence of renormalizations for bounded type infinitely renormalizable maps was finally achieved by McMullen [1994, 1996] by a different route, using his theory of rigidity of towers.
Remark 14.1. The theory of Riemann surface laminations is a beautiful subject in its own right. See Ghys [1999] for a nice exposition.

[^31]
### 14.2 Holomorphic commuting pairs

In his PhD thesis, de Faria [1992] took up the task of carrying out as much as possible of Sullivan's program in the context of critical circle maps with a single critical point of cubic type. Steps (1) and (2) of Sullivan's strategy were already in place due to the works of Herman and Świątek (Theorem 6.3) and Yoccoz (Theorem 7.2 in the unicritical case).

The key to the remaining steps is an analogue of the quadratic-like maps of Douady and Hubbard, a holomorphic dynamical system that somehow extends the real commuting pairs arising as successive renormalizations of a critical circle map. This is the central contribution of de Faria [ibid.] and of the subsequent paper de Faria [1999]. Here are the relevant definitions, taken almost verbatim from de Faria and de Melo [2000, p. 346].

Definition 14.1. By a bowtie we mean a 4-tuple ( $\left.\mathscr{O}_{\xi}, \mathscr{O}_{\eta}, \mathscr{O}_{v}, \mathscr{V}\right)$ of simply-connected domains in the complex plane such that:
(a) Each $\mathscr{O}_{\gamma}$ is a Jordan domain whose closure is contained in $\mathscr{V}$;
(b) We have $\overline{\mathscr{O}}_{\xi} \cap \overline{\mathscr{O}}_{\eta}=\{0\} \subseteq \mathscr{O}_{v}$;
(c) The sets $\mathscr{O}_{\xi} \backslash \mathscr{O}_{\nu}, \mathscr{O}_{\eta} \backslash \mathscr{O}_{v}, \mathscr{O}_{v} \backslash \mathscr{O}_{\xi}$ and $\mathscr{O}_{v} \backslash \mathscr{O}_{\eta}$ are non-empty and connected.

Definition 14.2. Let $\left(\mathscr{O}_{\xi}, \mathscr{O}_{\eta}, \mathscr{O}_{v}, \mathscr{V}\right)$ be a bowtie. A holomorphic commuting pair $\Gamma$ with domain $\mathscr{U}=\mathscr{O}_{\xi} \cup \mathscr{O}_{\eta} \cup \mathscr{O}_{\nu}$ and co-domain $\mathscr{V}$ is the dynamical system generated by three holomorphic maps $\xi: \mathscr{O}_{\xi} \rightarrow \mathbb{C}, \eta: \mathscr{O}_{\eta} \rightarrow \mathbb{C}$ and $v: \mathscr{O}_{v} \rightarrow \mathbb{C}$ satisfying the following conditions (see Figure 14.1).
$H_{1}$ Both $\xi$ and $\eta$ are univalent onto $\mathscr{V} \cap \mathbb{C}\left(\xi\left(J_{\xi}\right)\right)$ and $\mathscr{V} \cap \mathbb{C}\left(\eta\left(J_{\eta}\right)\right)$ respectively, where $J_{\xi}=\mathscr{O}_{\xi} \cap \mathbb{R}$ and $J_{\eta}=\mathscr{O}_{\eta} \cap \mathbb{R}$. (Notation: $\mathbb{C}(I)=$ $(\mathbb{C} \backslash \mathbb{R}) \cup I$.)
$H_{2}$ The map $v$ is a 3-fold branched cover onto $\mathscr{V} \cap \mathbb{C}\left(v\left(J_{v}\right)\right)$, where $J_{v}=$ $\mathscr{O}_{\nu} \cap \mathbb{R}$, with a unique critical point at 0 .
$H_{3}$ We have $\mathscr{O}_{\xi} \ni \eta(0)<0<\xi(0) \in \mathscr{O}_{\eta}$, and the restrictions $\xi \mid[\eta(0), 0]$ and $\eta \mid[0, \xi(0)]$ constitute a critical commuting pair.
$H_{4}$ Both $\xi$ and $\eta$ extend holomorphically to a neighborhood of zero, and we have $\xi \circ \eta(z)=\eta \circ \xi(z)=v(z)$ for all $z$ in that neighborhood.


Figure 14.1: A holomorphic commuting pair.
$H_{5}$ There exists an integer $m \geqslant 1$, called the height of $\Gamma$, such that $\xi^{m}(a)=$ $\eta(0)$, where $a$ is the left endpoint of $J_{\xi}$; moreover, $\eta(b)=\xi(0)$, where $b$ is the right endpoint of $J_{\eta}$.
The relevant dynamical system here, which we will still denote by $\Gamma$, is the pseudo-semigroup generated by the three maps $\xi, \eta, v$. The interval $J=[a, b]$ is called the long dynamical interval of $\Gamma$, whereas $\Delta=[\eta(0), \xi(0)]$ is the short dynamical interval of $\Gamma$. They are both forward invariant under the dynamics, as the reader can easily check. The rotation number of $\Gamma$ is by definition the rotation number of the critical commuting pair of $\Gamma$ obtained by restriction to the real line (condition $\mathrm{H}_{3}$ ). We say that the holomorphic commuting pair $\Gamma$ has geometric boundaries if $\partial \mathscr{U}$ and $\partial \mathscr{V}$ are quasicircles ${ }^{2}$.
Remark 14.2. Examples of holomorphic commuting pairs with arbitrary rotation number and arbitrary heights can be constructed directly from the Arnold family. This is carefully done in de Faria [1999, §4], and the construction will be reproduced in Section 14.4. We should also point out that there is nothing special about

[^32]cubic critical points. Holomorphic commuting pairs can be defined so as to have a critical point with any odd-power criticality whatever. To see how this is done, the reader should consult the thesis by Vieira [2015] (see also Yampolsky [2017]).

It turns out that the holomorphic pair $\Gamma$ can be renormalized: the first renormalization of the critical commuting pair of $\Gamma$ extends in a natural way to a holomorphic pair $\mathscr{R}(\Gamma)$ with the same co-domain $\mathscr{V}$. See Prop. 2.3 in de Faria [1999] for the detailed construction of $\mathscr{R}(\Gamma)$. Renormalization is defined in such a way that the restriction of the renormalized holomorphic pair $\mathscr{R}(\Gamma)$ to the real line is the critical commuting pair that represents the renormalization of the critical commuting pair $\left(\left.\xi\right|_{[\eta(0), 0]},\left.\eta\right|_{[0, \xi(0)]}\right)$.

### 14.3 Pull-back argument

The first main result in de Faria [1992] (or de Faria [1999]) is the following analogue of Sullivan's pull-back argument.

Theorem 14.1 (Pull-back Argument). Let $\Gamma$ and $\Gamma^{\prime}$ be holomorphic pairs with geometric boundaries and let $h: J \rightarrow J^{\prime}$ be a quasisymmetric conjugacy between the restrictions of $\Gamma$ and $\Gamma^{\prime}$ to their respective long dynamical intervals $J$ and $J^{\prime}$. Then there exists a quasiconformal conjugacy $H: \mathscr{V} \rightarrow \mathscr{V}^{\prime}$ between $\Gamma$ and $\Gamma^{\prime}$ which is an extension of $h$.

The proof is more involved than that of the original pull-back argument, for the following reason. In the quadratic-like case, we know by the straightening theorem of Douady-Hubbard that every quadratic-like map is quasiconformally conjugate to a quadratic polynomial, and the latter does not have wandering domains (due to Sullivan's no-wandering-domains theorem, see Sullivan [1985]). Hence quadraticlike maps do not have wandering domains. By contrast, holomorphic pairs could in principle have wandering domains. To deal with their putative existence, one needs to use a form of quasiconformal surgery (something called the qc-sewing lemma of L. Bers, see de Faria [1999, Lem. 3.2]). Wandering domains are only ruled out a posteriori, combining Theorem 14.1 with the fact that holomorphic pairs constructed from the Arnold family do not carry such domains (see de Faria [ibid., Th. 4.2]).

### 14.4 Existence and limit-set qc-rigidity

We have defined holomorphic commuting pairs as complex dynamical systems satisfying certain axioms (see Definition 14.2), but it is not clear at this point in our narrative whether such objects exist. Hence we take the time to construct explicit examples with arbitrary rotation numbers and arbitrary heights. The construction presented below is taken almost verbatim from de Faria [1999, §4]. When combined with the pull-back argument, these examples also yield two important properties of holomorphic commuting pairs: a no-wandering-domains theorem for such objects and the absence of invariant line fields in their limit (or Julia) sets.

## Construction of examples

The examples are extracted from our old friend, the complex Arnold family. For each $0 \leqslant \theta<1$, let $E_{\theta}: \mathbb{C} \rightarrow \mathbb{C}$ be the entire mapping given by $E_{\theta}(z)=$ $z+\theta-\frac{1}{2 \pi} \sin (2 \pi z)$. Such maps indeed belong to the Arnold family; in fact, we have $E_{\theta}=F_{\theta, 1}$ in the notation introduced in Chapter 6.

Since $E_{\theta} \circ T=T \circ E_{\theta}$, where $T$ is the translation $z \mapsto z+1, E_{\theta}$ is the lift to the complex plane of a holomorphic self-mapping of the cylinder, $f_{\theta}: \mathbb{C} / \mathbb{Z} \cong$ $\mathbb{C}^{*} \hookleftarrow$. Moreover, the restriction $E_{\theta} \mid \mathbb{R}$ maps the real axis onto itself and satisfies $E_{\theta}^{\prime}(x) \geqslant 0$ for all $x \in \mathbb{R}$, and equality holds iff $x \in \mathbb{Z}$ (these constitute all the critical points of $E_{\theta}$ ). Therefore the restriction $f_{\theta} \mid S^{1}$ is a critical circle homeomorphism with rotation number, say, $\rho(\theta)$. We have already seen in Chapter 4 that $\theta \mapsto \rho(\theta)$ is a continuous, non-decreasing map of $[0,1)$ onto itself such that the interval $\rho^{-1}(t) \subseteq[0,1)$ degenerates to a point whenever $t$ is irrational.

With the family $\left\{E_{\theta}\right\}$ at hand we will construct examples of holomorphic commuting pairs with arbitrary rotation number and arbitrary height. More precisely, we shall prove the following theorem.

Theorem 14.2. For each $n \geqslant 0$ and each $\theta$ such that $\rho(\theta)$ has a continued fraction expansion of length at least $n+1$, the real commuting pair determined by $\left(f_{\theta}^{q_{n}}, f_{\theta}^{q_{n+1}}\right)$ extends to a holomorphic commuting pair $\Gamma_{n, \theta}$ with geometric boundaries. The family $\left\{\Gamma_{n, \theta}\right\}$ runs through all possible pairs of combinatorial invariants at least once, and for each $(m, \rho) \in \mathbb{N} \times[0,1)$ with $m \geqslant 2$ there exist countably many $(n, \theta) \in \mathbb{N} \times[0,1)$ such that $\Gamma_{n, \theta}$ has height $m$ and rotation number $\rho$.

The main analytic tool to be used in the proof of Theorem 14.2 is the following growth estimate.

Lemma 14.1. There exist a positive constant $C_{0}$ and a positive monotone nondecreasing function $\varphi(s)$ defined for $s \geqslant 0$ such that if $|y| \geqslant \varphi(|x|)$ then $\mid E_{\theta}(x+$ $i y) \mid \geqslant C_{0} \exp (\pi|y|)$.

Proof. When $\theta=0$, a straightforward computation yields

$$
\begin{aligned}
\left|E_{0}(x+i y)\right|^{2}= & \frac{1}{4 \pi^{2}} \cosh ^{2}(2 \pi y)+\left[x^{2}+y^{2}-\frac{1}{4 \pi^{2}} \cos ^{2}(2 \pi x)\right] \\
& -\frac{1}{\pi}[x \sin (2 \pi x) \cosh (2 \pi y)+y \cos (2 \pi x) \sinh (2 \pi y)]
\end{aligned}
$$

The first expression between brackets is positive as soon as, say, $|y| \geqslant 1$, while the second is dominated by $(|x|+|y|) \cosh (2 \pi y)$. Thus, if $|y| \geqslant 1$ we have

$$
\begin{equation*}
\left|E_{0}(x+i y)\right|^{2} \geqslant \frac{1}{4 \pi^{2}}[\cosh (2 \pi y)-4 \pi(|x|+|y|)] \cosh (2 \pi y) \tag{14.2}
\end{equation*}
$$

Now, let

$$
\varepsilon(t)=\frac{1}{4 \pi} \cosh (2 \pi t)-t-1
$$

This is a strictly convex function that reaches a minimum value at a certain $t_{0}>0$ such that $\varepsilon\left(t_{0}\right)<0$. Hence for each $s \geqslant 0$ there exists a unique $\bar{\varphi}(s)>t_{0}$ such that $\varepsilon(\bar{\varphi}(s))=s$. Since $\varepsilon(t)$ is strictly increasing for $t \geqslant t_{0}$, so is $\bar{\varphi}(s)$ for $s \geqslant 0$, and $t \geqslant \bar{\varphi}(s)$ implies $\varepsilon(t) \geqslant s$. Setting $\varphi(s)=\max \{1, \bar{\varphi}(s)\}$ and observing that the expression between brackets in (14.2) is equal to $4 \pi[\varepsilon(|y|)+1-|x|]$, we deduce that if $|y| \geqslant \varphi(|x|)$ then

$$
\begin{equation*}
\left|E_{0}(x+i y)\right|^{2} \geqslant \frac{1}{\pi} \cosh (2 \pi|y|) \geqslant \frac{1}{2 \pi} \exp (2 \pi|y|) \tag{14.3}
\end{equation*}
$$

On the other hand, when $0<\theta<1$ we have $E_{\theta}(z)=E_{0}(z)+\theta$, so that $\left|E_{\theta}(z)\right| \geqslant\left|1-\left|E_{0}(z)\right|^{-1}\right| .\left|E_{0}(z)\right|$. Therefore, if $|y| \geqslant \varphi(|x|)$, we have by (14.3)

$$
\left|E_{\theta}(x+i y)\right| \geqslant \frac{1}{\sqrt{2 \pi}}\left[1-e^{-\pi} \sqrt{2 \pi}\right] \exp (\pi|y|)
$$

so the desired inequality is proved in all cases if we take $C_{0}=\frac{1}{\sqrt{2 \pi}}\left[1-e^{-\pi} \sqrt{2 \pi}\right]$.

We divide the work required to prove Theorem 14.2 into a few steps. Let us fix $\theta$ for the time being and write $\rho(\theta)=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$. We conform with the notation established in earlier chapters, so that, in its irreducible form, $\frac{p_{n}}{q_{n}}=\left[a_{0}, a_{1}, \ldots, a_{n-1}\right]$ satisfies $p_{0}=0, q_{0}=1 ; p_{1}=1, q_{1}=a_{0}$ and, for $n \geqslant 1, p_{n+1}=a_{n} p_{n}+p_{n-1}, q_{n+1}=a_{n} q_{n}+q_{n-1}$.

We need a brief geometric description of the map $E_{\theta}$. The pre-image of the real axis under $E_{\theta}$ consists of $\mathbb{R}$ itself together with the family of analytic curves

$$
\mathscr{S}_{ \pm}^{(k)}: x=k \pm \frac{1}{2 \pi} \arccos \left[\frac{-2 \pi|y|}{\sinh (2 \pi y)}\right],
$$

where $k \in \mathbb{Z}$, arising as solutions to $\operatorname{Im} E_{\theta}(x+i y)=0$. For each $k \in \mathbb{Z}$, the curves $\mathscr{S}_{+}^{(k)}$ and $\mathscr{S}_{-}^{(k)}$ meet at the critical point $c_{k}=k$, and are both asymptotic to the vertical lines $x=k \pm \frac{1}{4}$. Notice that each $c_{k}$ is a critical point of cubic type. In the upper half-plane $\mathbb{C}^{+}$, let $V_{k}$ be the simply-connected region bounded by the $\operatorname{arcs} \mathscr{S}_{+}^{(k-1)} \cap \mathbb{C}^{+}$and $\mathscr{S}_{-}^{(k)} \cap \mathbb{C}^{+}$and the interval $[k-1, k] \subseteq \mathbb{R}$. Then $E_{\theta} \mid V_{k}$ is univalent onto $\mathbb{C}^{+}$; we let $\phi_{k}: \mathbb{C}^{+} \rightarrow V_{k}$ denote the corresponding inverse. Similarly, let $W_{k} \subseteq \mathbb{C}^{+}$be the simply-connected region bounded by $\mathscr{S}_{-}^{(k)} \cap \widetilde{\mathbb{C}}^{+}$ and $\mathscr{S}_{+}^{(k)} \cap \mathbb{C}^{+}$, observe that $E_{\theta} \mid W_{k}$ is univalent onto $\mathbb{C}^{-}$and let $\psi_{k}: \mathbb{C}^{-} \rightarrow W_{k}$ be the corresponding inverse.

Now let $A_{n} \subseteq \mathbb{C}^{+}$be the unique connected component of $\left(E_{\theta}^{q_{n}}\right)^{-1}\left(\mathbb{C}^{+}\right)$ whose closure contains the point $T^{-p_{n+1}} \circ E_{\theta}^{q_{n+1}}(0) \in \mathbb{R}$. Similarly, let $B_{n} \subseteq$ $\mathbb{C}^{+}$be the unique connected component of $\left(E_{\theta}^{q_{n+1}}\right)^{-1}\left(\mathbb{C}^{+}\right)$such that $T^{-p_{n}} \circ$ $E_{\theta}^{q_{n}}(0) \in \bar{B}_{n}$. We have either $A_{n} \subseteq V_{0}$ and $B_{n} \subseteq V_{1}$ or $A_{n} \subseteq V_{1}$ and $B_{n} \subseteq V_{0}$, depending on whether $n$ is even or odd, respectively (Figure 14.2 illustrates the even case).
Lemma 14.2. For each $n \geqslant 0$ there exists a unique $q_{n}$-tuple $\left(k_{1}, k_{2}, \ldots, k_{q_{n}}\right)$ with $0=k_{1} \leqslant k_{2} \leqslant \cdots \leqslant k_{q_{n}} \leqslant p_{n}+1$ such that $A_{n}=\phi_{k_{1}} \circ \phi_{k_{2}} \circ \cdots \circ \phi_{k_{q_{n}}}\left(\mathbb{C}^{+}\right)$. A similar statement holds for $B_{n}$.
Proof. This is an easy consequence of the fact that $0 \leqslant E_{\theta}^{j}(0)<p_{n}+1$ for $j=0,1, \ldots, q_{n}$, for all $n \geqslant 0$, which in turn follows from the very definitions of $p_{n}, q_{n}$.

Lemma 14.3. Let $f$ be a circle homeomorphism with $\rho(f)=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$, let $c \in S^{1}$, and for each $n \geqslant 1$ let $J_{n} \subseteq S^{1}$ be the closed interval of endpoints $c$ and $f^{q_{n-1}-q_{n}}(c)$ containing $f^{q_{n-1}}(c)$. If $j<q_{n}$ is such that $f^{-j}(c)$ belongs to $J_{n}$, then $j \leqslant 0$.

Proof. This reduces to a purely combinatorial statement about rigid rotations, and is left as an exercise for the reader.

Let us use the notation $\langle\alpha, \beta\rangle$ to represent a closed interval on the line with endpoints $\alpha$ and $\beta$, irrespective of order.

Lemma 14.4. For each $n \geqslant 0$ we have $\bar{A}_{n} \cap \mathbb{R}=\left\langle\alpha_{n}, 0\right\rangle$ and $\bar{B}_{n} \cap \mathbb{R}=\left\langle 0, \beta_{n}\right\rangle$, where $\alpha_{0}=-1, \beta_{0}=\alpha_{1}$ and for $n \geqslant 1$ the points $\alpha_{n}, \beta_{n} \in \mathbb{R}$ are uniquely determined by the requirements: $T^{-p_{n}} \circ E_{\theta}^{q_{n}}\left(\alpha_{n}\right)=T^{-p_{n-1}} \circ E_{\theta}^{q_{n-1}}(0)$ and $T^{-p_{n+1}} \circ E_{\theta}^{q_{n+1}}\left(\beta_{n}\right)=T^{-p_{n}} \circ E_{\theta}^{q_{n}}(0)$.

Proof. Consider $f=f_{\theta}$ and take $c$ to be the critical point of $f_{\theta}$. Then Lemma 14.3 says that there can be no critical points for $f_{\theta}^{q_{n}}$ in the interior of $J_{n}$, for by the chain rule these are precisely the pre-images $f_{\theta}^{-j}(c)$ with $0 \leqslant j<q_{n}$. The result follows.

Given $R>0$, let $\mathscr{D}_{R}=\{z:|z|<R\}$ and let $A_{n, R}$ be the unique connected component of $\left(T^{-p_{n}} \circ E_{\theta}^{q_{n}}\right)^{-1}\left(\mathscr{D}_{R}^{+}\right)$contained in $A_{n}$. Let $B_{n, R}$ be similarly defined. If $R$ is sufficiently large $\left(R>p_{n}+1\right.$ is good enough) we see that $\bar{A}_{n, R} \cap \mathbb{R}=\bar{A}_{n} \cap \mathbb{R}$ and $\bar{B}_{n, R} \cap \mathbb{R}=\bar{B}_{n} \cap \mathbb{R}$ for $n \geqslant 0$. It is clear that both $A_{n, R}$ and $B_{n, R}$ are Jordan domains, in fact quasidisks, and that they are mapped respectively by $T^{-p_{n}} \circ E_{\theta}^{q_{n}}$ and $T^{-p_{n+1}} \circ E_{\theta}^{q_{n+1}}$ bijectively onto $\mathscr{D}_{R}^{+}$.

Lemma 14.5. For every sufficiently large $R$ we have $\bar{A}_{n, R} \subseteq \mathscr{D}_{R} \cap \overline{\mathbb{C}^{+}}$and $\bar{B}_{n, R} \subseteq \mathscr{D}_{R} \cap \overline{\mathbb{C}^{+}}$.

Proof. For $s, R$ positive numbers, let

$$
\delta(s, R)=\varphi(s)+\frac{1}{\pi} \log ^{+}\left(C_{0}^{-1} R\right),
$$

where $\varphi$ and $C_{0}$ are given by Lemma 14.1. Then $|y| \geqslant \delta(|x|, R)$ implies $\mid E_{\theta}(x+$ $i y) \mid \geqslant R$, which in turn means that $E_{\theta}(x+i y) \in \mathbb{C} \backslash \mathscr{D}_{R}$. Therefore, for each $k \in \mathbb{Z}$ we have

$$
\phi_{k}\left(\overline{\mathscr{D}_{R}^{+}}\right) \subseteq \bar{V}_{k} \cap\{x+i y: y \leqslant \delta(|x|, R)\}
$$

Let $V_{k, R}$ denote this last intersection. Since $\delta(s, R)$ has logarithmic growth in $R$, every sufficiently large $R$ satisfies the inequality $R>p_{n}+1+\delta\left(p_{n}+1,2 R\right)$; for
a given $R$ as such, if $0 \leqslant k \leqslant p_{n}+1$ and $z$ is any point in $V_{k, 2 R}$ with $z=x+i y$, then

$$
|z| \leqslant|x|+\delta(|x|, 2 R) \leqslant p_{n}+1+\delta\left(p_{n}+1,2 R\right)<R,
$$

and so it follows that $z \in \mathscr{D}_{R} \cap \overline{\mathbb{C}^{+}}$. Thus, if $0 \leqslant k \leqslant p_{n}+1$ then $\phi_{k}\left(\overline{\mathscr{D}_{2 R}^{+}}\right) \subseteq$ $\mathscr{D}_{R} \cap \overline{\mathbb{C}^{+}} \subseteq \overline{\mathscr{D}_{2 R}^{+}}$. Since $T^{p_{n}}\left(\overline{\mathscr{D}_{R}^{+}}\right) \subseteq \overline{\mathscr{D}_{2 R}^{+}}$, taking the $q_{n}$-tuple $\left(k_{1}, k_{2}, \ldots, k_{q_{n}}\right)$ as in Lemma 14.2 we deduce that

$$
\bar{A}_{n, R}=\phi_{k_{1}} \circ \phi_{k_{2}} \circ \cdots \circ \phi_{k_{q_{n}}}\left(T^{p_{n}} \overline{\mathscr{D}_{R}^{+}}\right) \subseteq \phi_{k_{1}} \circ \phi_{k_{2}} \circ \cdots \circ \phi_{k_{q_{n}}}\left(\overline{\mathscr{D}_{2 R}^{+}}\right) \subseteq \mathscr{D}_{R} \cap \overline{\mathbb{C}^{+}} .
$$

This proves the first inclusion; the second is proved in similar fashion.
Remark 14.3. Observe that if we define $\mathscr{U}_{n, R}=\phi_{k_{2}} \circ \phi_{k_{3}} \circ \cdots \circ \phi_{k_{q_{n}}}\left(\mathscr{D}_{R}^{+}\right)$ and set $A_{n, R}^{\prime}=\phi_{1}\left(\mathscr{U}_{n, R}\right)$ and $A_{n, R}^{\prime \prime}=\psi_{0}\left(\sigma\left(\mathscr{U}_{n, R}\right)\right)$, where $\sigma: \mathbb{C} \rightarrow \mathbb{C}$ is complex conjugation, then the above argument applies mutatis mutandis to yield $\overline{A_{n, R}^{\prime}} \subseteq \mathscr{D}_{R} \cap \overline{\mathbb{C}^{+}}, \overline{A_{n, R}^{\prime \prime}} \subseteq \mathscr{D}_{R} \cap \overline{\mathbb{C}^{+}}$as well, for every sufficiently large $R$ and all $n \geqslant 0$.

Proof of Theorem 14.2. Given $n \geqslant 0$, let $R_{n}>0$ be large enough for the conclusion of Lemma 14.5 to hold. Let $\xi_{n}=T^{-p_{n}} \circ E_{\theta}^{q_{n}}$ and $\eta_{n}=T^{-p_{n+1}} \circ$ $E_{\theta}^{q_{n+1}}$ and let $\mathscr{O}_{\xi_{n}}, \mathscr{O}_{\eta_{n}} \subseteq \mathbb{C}$ be the symmetric Jordan domains (quasidisks) such that $\mathscr{O}_{\xi_{n}}^{+}=A_{n, R_{n}}, \mathscr{O}_{\eta_{n}}^{+}=B_{n, R_{n}}$. Then $\xi_{n}$ and $\eta_{n}$ commute, and $\overline{\mathscr{O}_{\xi_{n}}}, \widetilde{\mathscr{O}_{n}} \subseteq$ $\mathscr{D}_{R_{n}}$, by Lemma 14.5. The restrictions $\xi_{n} \mid \mathscr{O}_{\xi_{n}}$ and $\eta_{n} \mid \mathscr{O}_{\eta_{n}}$ are univalent and onto their images, which by Lemma 14.3 are $\mathscr{D}_{R_{n}} \cap \mathbb{C}\left(\left\langle\xi_{n}\left(\alpha_{n}\right), \xi_{n}(0)\right\rangle\right)$ and $\mathscr{D}_{R_{n}} \cap$ $\mathbb{C}\left(\left\langle\eta_{n}(0), \eta_{n}\left(\beta_{n}\right)\right\rangle\right)$, respectively. Also, let $\mathscr{O}_{v_{n}} \subseteq \mathbb{C}$ be the connected component of $\xi_{n}^{-1}\left(\mathscr{O}_{\eta_{n}}\right)$ containing the origin and let $v_{n}=\xi_{n} \circ \eta_{n}$. Then the restriction $v_{n} \mid \mathscr{O}_{v_{n}}$ is a holomorphic 3 -fold branched covering map onto its image, $v_{n}\left(\mathscr{O}_{v_{n}}\right)=$ $\mathscr{D}_{R_{n}} \cap \mathbb{C}\left(\left\langle\eta_{n}(0), \xi_{n}(0)\right\rangle\right)$. Moreover, by the remark following Lemma 14.5 , we have

$$
\overline{\mathscr{O}_{v_{n}}^{+}} \subseteq \bar{A}_{n, R} \cup \overline{A_{n, R}^{\prime}} \cup \overline{A_{n, R}^{\prime \prime}} \subseteq \mathscr{D}_{R_{n}} \cap \overline{\mathbb{C}^{+}},
$$

and so $\overline{\mathscr{O}_{v_{n}}} \subseteq \mathscr{D}_{R_{n}}$. It follows at once that $\left(\mathscr{O}_{\xi_{n}}, \mathscr{O}_{\eta_{n}}, \mathscr{O}_{v_{n}}, \mathscr{D}_{R_{n}}\right)$ is a bowtie.
Now we claim that this bowtie together with the maps $\xi_{n}, \eta_{n}, v_{n}$ determine a holomorphic commuting pair $\Gamma_{n, \theta}$ with geometric boundaries, up to orientation, with rotation number $\rho\left(\Gamma_{n, \theta}\right)=\left[a_{n+1}+1, a_{n+2}, \ldots\right]$ and height given by $m\left(\Gamma_{0, \theta}\right)=a_{0}$ when $n=0$, and by $m\left(\Gamma_{n, \theta}\right)=a_{n}+1$ when $n>0$. We have indirectly checked all conditions in Definition 14.2, except perhaps condition $\mathrm{H}_{5}$. We check it for $n>0$; the case $n=0$ is just as easy. Using the commutativity
of $T$ with $E_{\theta}$, Lemma 14.2 and the recurrence relations defining $p_{n+1}$ and $q_{n+1}$, we get

$$
\begin{aligned}
\xi_{n}^{a_{n}+1}\left(\alpha_{n}\right) & =\left(T^{-p_{n}} \circ E_{\theta}^{q_{n}}\right)^{a_{n}}\left(T^{-p_{n}} \circ E_{\theta}^{q_{n}}\left(\alpha_{n}\right)\right) \\
& =T^{-p_{n+1}} \circ E_{\theta}^{q_{n+1}}(0)=\eta_{n}(0)
\end{aligned}
$$

Similarly, we have $\eta_{n}\left(\beta_{n}\right)=\xi_{n}(0)$. Thus condition $\mathrm{H}_{5}$ is satisfied too, and $m=$ $a_{n}+1$ is the height of $\Gamma_{n, \theta}$. The statement on rotation numbers is clear.


Figure 14.2: Building holomorphic pairs.
Remark 14.4. Because holomorphic commuting pairs can be renormalized, once $R_{0}$ is chosen so that the above construction works for $n=0$, we may take $R_{n}=$ $R_{0}$ thereafter. If this is done then, for each $n \geqslant 0, \Gamma_{n+1, \theta}$ becomes the first renormalization of $\Gamma_{n, \theta}$ up to linear rescaling.

## Limit set qc-rigidity

When combined with the results of the previous section, Theorem 14.2 yields two crucial properties of holomorphic commuting pairs, which we express as follows.

Theorem 14.3. Let $\Gamma$ be a holomorphic commuting pair with geometric boundaries and irrational rotation number. Then $\Gamma$ has no wandering domains and admits no non-trivial, symmetric, invariant Beltrami differentials entirely supported in its limit set.

This theorem allows holomorphic commuting pairs to be parametrized by conformal structures supported on the outer annulus of a fixed model. The properties of holomorphic commuting pairs stated in this theorem are extracted from corresponding ones found naturally in the family $\left\{f_{\theta}\right\}$ of self-maps of the cylinder $\mathbb{C}^{*}$ introduced before.

Proof of Theorem 14.3. Combining Theorem 14.1 with Theorem 14.2, we know that $\Gamma$ is conjugate to $\Gamma_{0, \theta}$ for some $\theta$ by a quasiconformal homeomorphism $H$. Let $\mu$ be a $\Gamma$-invariant Beltrami differential with support in $J_{\Gamma}$. Then $\mu^{\prime}=H^{*} \mu$ is $\Gamma_{0, \theta}$-invariant. Spreading $\mu^{\prime}$ through the entire complex plane via the mappings defining $\Gamma_{0, \theta}$ we get a Beltrami differential $\nu$ invariant under both $E_{\theta}$ and $T^{-1} \circ E_{\theta}^{a_{0}}$, and therefore invariant under $T$ also. Thus $v$ projects down to a Beltrami differential on the cylinder which is $f_{\theta}$-invariant and supported in $J_{f_{\theta}}$. By Theorem 11.3, this Beltrami differential must vanish almost everywhere, and so $\mu \equiv 0$ a.e. also. A similar argument, which we leave as an exercise, rules out wandering domains.

### 14.5 Complex bounds

Another important fact about holomorphic commuting pairs is that the class of such objects contains all limits of successive renormalizations of a critical circle map (or critical commuting pair). Moreover, we have complex bounds for renormalization, in the following sense.

Theorem 14.4 (Complex Bounds). Let $f: S^{1} \rightarrow S^{1}$ be a real-analytic critical circle map with arbitrary irrational rotation number. Then there exists $n_{0}=$ $n_{0}(f)$ such that for all $n \geqslant n_{0}$ the $n$-th renormalization of $f$ extends to a holomorphic pair with geometric boundaries whose fundamental annulus has conformal modulus bounded from below by a universal constant.

This theorem establishes Step (4) of Sullivan's strategy described at the beginning of this chapter. It also provides another proof of existence of holomorphic commuting pairs, independent of the explicit constructions we performed in Section 14.4.

Remark 14.5. It is important to observe that, in Theorem 14.4, although the bound on the fundamental annulus of the holomorphic pair corresponding to a deep renormalization of $f$ is bounded from below by a universal constant, the geometric boundaries can become very bad (i.e., they are quasi-circles with qc-distortion constant that can go to infinity with $n$ ) - unless the rotation number is of bounded type, in which case the bounds in question depend only on the least upper bound on the coefficients of the continued fraction development of $\rho(f)$. When $\rho(f)$ is a number of unbounded type, the limits of renormalization will contain maps with parabolic fixed points, and the proper study of renormalization in these cases requires the notion of cylinder renormalization introduced by Yampolsky (see for instance Yampolsky [2002]).

We think of the unit circle $S^{1}=\mathbb{R} / \mathbb{Z}$ as embedded in the infinite cylinder $\mathbb{C} / \mathbb{Z}$, and we use on latter the conformal metric induced from the standard Euclidean metric $|d z|$ of the complex plane via the exponential map $\exp (z)=e^{2 \pi i z}$. Note that $\operatorname{Im} z$ is well-defined for every $z \in \mathbb{C} / \mathbb{Z}$ (it is simply the imaginary part of any one of its pre-images under the exponential).

The main step in the proof of Theorem 14.4 is to establish a geometric estimate showing that, for all sufficiently large $n$, the appropriate inverse branch of $f^{q_{n+1}}$ maps a sufficiently large disk around the $n$-th renormalization domain $I_{n} \cup I_{n+1}$ well within itself. Here, "sufficiently large" means large with respect to the size of $I_{n} \cup I_{n+1}$. For each $m \geqslant 1$, let $D_{m} \subset \mathbb{C} / \mathbb{Z}$ denote the disk having as one of its diameters the interval $\left[f^{q_{m+1}}(c), f^{q_{m}-q_{m+1}}(c)\right] \subset \boldsymbol{S}^{1}$ containing the critical point $c$. Note ${ }^{3}$ that diam $\left(D_{m}\right)$ is comparable with $\left|I_{m}\right|$ : this follows from the real a priori bounds (Theorem 6.3). The geometric estimate is the following (the statement is taken almost verbatim from de Faria and de Melo [2000, Prop. 3.2]).

Proposition 14.1. There exist universal constants $B_{1}$ and $B_{2}$ and for each $N \geqslant 1$ there exists $n(N)$ such that for all $n \geqslant n(N)$ the inverse branch $f^{-q_{n+1}+1}$ taking $f^{q_{n+1}}\left(I_{n}\right)$ back to $f\left(I_{n}\right)$ is well-defined over $\Omega_{n, N}=\left(D_{n-N} \backslash \boldsymbol{S}^{1}\right) \cup f^{q_{n+1}}\left(I_{n}\right)$ and it is univalent there, and for all $z \in \Omega_{n, N}$ we have

$$
\begin{equation*}
\frac{\operatorname{dist}\left(f^{-q_{n+1}+1}(z), f\left(I_{n}\right)\right)}{\left|f\left(I_{n}\right)\right|} \leqslant B_{1}\left(\frac{\operatorname{dist}\left(z, I_{n}\right)}{\left|I_{n}\right|}\right)+B_{2} . \tag{14.4}
\end{equation*}
$$

As stated, Theorem 14.4 was proved in de Faria and de Melo [ibid., §3]. But the story behind it is a bit more involved. The first version of the complex bounds in the present context was proved in de Faria [1992] (also de Faria [1999]) under two further assumptions on $f$, namely

[^33](i) the rotation number of $f$ is of bounded type;
(ii) $f$ is an Epstein map.

We say that a real analytic circle map is Epstein if its lift to the real line has a holomorphic extension $F$ to a neighborhood of the real axis in the complex plane in such a way that $F$ has inverse branches which are globally defined in the upper (or lower) half-plane. The main examples of Epstein circle maps are the maps in the Arnold family introduced earlier (see Section 6.1.2). The proof presented in de Faria [1992, 1999] makes use of the so-called sector theorem of Sullivan (see Sullivan [1992]; the version used in the circle case is in fact the one proved in de Faria [1998]). However, the sector theorem can only be used under the bounded type assumption (i).

That assumption was removed by Yampolsky [1999], using a special case of Proposition 14.1. Assuming that the map $f$ is Epstein, he exploits in full the idea of Poincaré neighborhood trapping, already explained in Section 13.1.2 and that we briefly recall now. Let $J \subseteq \mathbb{R}$ be a bounded open interval, and write $\mathbb{C}(J)=\mathbb{C} \backslash(\mathbb{R} \backslash J)$. If $\phi: \mathbb{C}(J) \rightarrow \mathbb{C}(\phi(J))$ is a real-symmetric holomorphic map, then $\phi$ maps each Poincaré disk $D_{\theta}(J)=\{z: \operatorname{angle}(z, J) \geqslant \theta\}$ into a corresponding Poincaré neighborhood $D_{\theta}(\phi(J))$ with the same angle $\theta$. Here, $0<\theta<\pi$ and angle $(z, J)$ denotes the angle at $z$ under which $z$ views the interval $J$. This simple but fundamental fact is easily seen to be a consequence of Schwarz's lemma.

The Poincaré neighborhood trapping idea used in Yampolsky's approach works because he is assuming that $f$ is Epstein. But if we abandon the latter hypothesis, then this tool is no longer directly applicable. In order to prove Theorem 14.4, one needs the following "relaxed" version of Poincaré neighborhood trapping. The statement is taken almost verbatim from de Faria and de Melo [2000, Lem. 3.3]), but with an important modification introduced by Yampolsky [2019, Lem. 4.4].

Lemma 14.6. For every small $a>0$, there exists $\theta(a)>0$ satisfying $\theta(a) \rightarrow 0$ and $a / \theta(a) \rightarrow 0$ as $a \rightarrow 0$, such that the following holds. Let $F: \mathbb{D} \cap \mathbb{C}([0, a]) \rightarrow$ $\mathbb{C}$ be univalent and symmetric about the real axis, and assume $F(0)=0, F(a)=$ a. Then for all $\theta \geqslant \theta(a)$ we have $F\left(D_{\theta}((0, a))\right) \subseteq D_{\left(1-a^{1+\delta}\right) \theta}((0, a))$, where $0<\delta<1$ is an absolute constant.

This lemma is applicable to other situations - see for example Clark, van Strien, and Trejo [2017]. It is a precursor to the more general almost Schwarz inclusion lemma for asymptotically holomorphic maps due to Graczyk, Sands, and Świątek [2005, Prop. 2], stated in the previous chapter (Proposition 13.2).

We will derive Lemma 14.6 as a consequence of an elegantly simple result due to Gaidashev and Gorbovickis [2021] which is an improvement over Yampolsky's aforementioned version. In what follows, we will employ the following additional notation. For each $\tau>0$, we will write $\omega(\tau)=2 \arctan \tau$. We also let $\mathbb{D}(J)$ denote the doubly-slit disk obtained by intersecting $\mathbb{C}(J)$ with the open disk of radius 1 centered at the midpoint of $J$.

At this point it is convenient to restate the Poincare neighborhood trapping idea as the following Schwarzian inclusion principle. We have already seen this principle in Section 13.1.2.

Lemma 14.7. If $\psi: \mathbb{C}(J) \rightarrow \mathbb{C}(J)$ is a real-symmetric holomorphic map, then for each $\theta$ we have $\psi\left(D_{\theta}(J)\right) \subseteq D_{\theta}(J)$.

Now, the Gaidashev-Gorbovickis version of the almost Schwarzian inclusion principle can be stated as follows.

Lemma 14.8. Let $J$ be a bounded open interval on the real line, let $b=|J| / 2$ be such that $b<1$, and let $\phi: \mathbb{D}(J) \rightarrow \mathbb{C}(J)$ be a real-symmetric holomorphic map. Then for each $\tau>0$ such that $D_{\omega(\tau)}(J) \subset \mathbb{D}(J)$, we have

$$
\begin{equation*}
\phi\left(D_{\omega(\tau)}(J)\right) \subseteq D_{\omega\left(\tau_{*}\right)}(J) \tag{14.5}
\end{equation*}
$$

where

$$
\tau_{*}=\frac{\tau^{2}-b^{2}}{\tau\left(1+b^{2}\right)}
$$

Proof. We first note that every such map $\phi$ can be factored as $\phi=\psi \circ G$, where $G$ maps $\mathbb{D}(J)$ univalently onto $\mathbb{C}(J)$ and $\psi=\phi \circ G^{-1}$ maps $\mathbb{C}(J)$ into itself. The rough idea of the proof is to choose $G$ suitably so that it maps every set of the form $D_{\theta}(J)$ contained in $\mathbb{D}(J)$ into a slightly larger set $D_{\theta^{\prime}}(J)$ (with $\theta^{\prime}$ slightly smaller than $\theta$ ), which will then be mapped into itself by $\psi$, by Lemma 14.7 .

We may assume, without loss of generality, that $J$ is symmetric about the origin, i.e., $J=(-b, b)$. The map $G$ that does the job is given by

$$
G(z)=\frac{\left(b^{2}+1\right) z}{z^{2}+1} .
$$

As the reader may easily check as an exercise, $G$ is indeed real-symmetric and univalent in $\mathbb{D}(J)$, it fixes the (boundary) points $b$ and $-b$, and maps $\mathbb{D}(J)$ onto $\mathbb{C}(J)$.

Now, given $\tau>0$ such that $D_{\omega(\tau)}(J) \subset \mathbb{D}(J)$, let us look for the smallest Poincaré neighborhood $D_{\theta}(J)$ that contains $G\left(D_{\omega(\tau)}(J)\right)$. This is tantamount to finding the smallest angle under which a point on $\partial G\left(D_{\omega(\tau)}(J)\right)$ views the interval $J=(-b, b)$. Given any $z \in \mathbb{C} \backslash \mathbb{R}$, the angle under which $z$ views the interval $(-b, b)$ is $\arg (R(z))$, where

$$
R(z)=\frac{z-b}{z+b} .
$$

Now, an easy calculation shows that $R(F(z))=-R(z) R\left(b^{2} z\right)$, so that

$$
\begin{equation*}
\arg (R(F(z)))=\arg (-R(z))+\arg \left(R\left(b^{2} z\right)\right) . \tag{14.6}
\end{equation*}
$$

For every $z \in \partial D_{\omega(\tau)}(J)$, we have $\arg (R(z))=\omega(\tau)$ (which means in particular that $\arg (-R(z))$ is constant). Hence, for such boundary points, the left-hand side of (14.6) will be smallest when $\left.\arg \left(R\left(b^{2} z\right)\right)\right)$ is minimal. This occurs at the points $\pm z_{\tau}= \pm i b / \tau \in \partial D_{\omega(\tau)}(J)$ (see Figure 14.3). But

$$
G\left(z_{\tau}\right)=\frac{\left(b^{2}+1\right) z_{\tau}}{z_{\tau}^{2}+1}=\frac{i b \tau\left(b^{2}+1\right)}{\tau^{2}-b^{2}} \in i \mathbb{R}
$$

Thus, the point $G\left(z_{\tau}\right)$ sits vertically above the origin, on the imaginary axis. Hence the angle $\theta$ under which this point views the interval $(-b, b)$ is twice the angle under which it views the interval $(0, b)$, and the latter has tangent equal to

$$
\tau_{*}=\frac{b}{\operatorname{Im}\left(G\left(z_{\tau}\right)\right)}=\frac{\tau^{2}-b^{2}}{\tau\left(1+b^{2}\right)}
$$

Therefore $\theta=2 \arctan \tau_{*}=\omega\left(\tau_{*}\right)$. This establishes (14.5) and finishes the proof.

With this lemma at hand, we are now in a position to give a detailed proof of Lemma 14.6.

Proof of Lemma 14.6. We apply Lemma 14.8 with $J=(0, a)$, so that here $b=$ $a / 2$, and with $\phi=F$. Given $\theta>0$ such that $D_{\theta}(J) \subset \mathbb{D}(J)$, let $\tau=\tan (\theta / 2)$ - hence, in the notation introduced above, we have $\theta=\omega(\tau)$. Note that we must have $\tau>a$ for this inclusion to hold. We may assume also that $\tau<1$. According to Lemma 14.8, we have $F\left(D_{\theta}(J)\right) \subseteq D_{\theta_{*}}(J)$, where $\theta_{*}=\omega\left(\tau_{*}\right)$ and

$$
\tau_{*}=\frac{4 \tau^{2}-a^{2}}{\tau\left(4+a^{2}\right)}
$$



Figure 14.3: The minimum value of $\arg \left(R\left(b^{2} z\right)\right)$ for $z \in \partial D_{\omega(\tau)}(J)$ is attained at the points $\pm z_{\tau}= \pm i b / \tau$.

Now we have

$$
\frac{\tau_{*}}{\tau}=1-\left(\frac{a}{\tau}\right)^{2} \frac{\tau^{2}+1}{4+a^{2}}>1-\frac{1}{2}\left(\frac{a}{\tau}\right)^{2} .
$$

Thus, if $\tau \geqslant a^{1 / 3}$ then

$$
\begin{equation*}
\frac{\tau_{*}}{\tau}>1-\frac{1}{2} a^{4 / 3} \tag{14.7}
\end{equation*}
$$

So now we know how to bound $\tau_{*}$ from below in terms of $\tau$, but we need to translate this into a bound for $\theta_{*}$ in terms of $\theta$. At this point, we simply observe that the function $h(x)=\arctan (x) / x$ is monotone decreasing for $x>0$ (a calculus
exercise). Hence we have

$$
\frac{\theta_{*}}{\theta}=\frac{\omega\left(\tau_{*}\right)}{\omega(\tau)}=\frac{\arctan \left(\tau_{*}\right)}{\arctan (\tau)}=\frac{\tau_{*}}{\tau} \frac{h\left(\tau_{*}\right)}{h(\tau)}>\frac{\tau_{*}}{\tau}
$$

Combining this with (14.7), we deduce that

$$
\begin{equation*}
\theta_{*}>\left(1-\frac{1}{2} a^{4 / 3}\right) \theta \tag{14.8}
\end{equation*}
$$

This estimate holds provided $\tau \geqslant a^{1 / 3}$, that is to say, provided $\theta \geqslant \theta(a)$, where

$$
\theta(a)=2 \arctan \sqrt[3]{a}
$$

The latter function clearly satisfies $\theta(a) \rightarrow 0$ and $a / \theta(a) \rightarrow 0$ as $a \rightarrow 0$. In summary, we have just established what we wanted, namely, that if $\theta \geqslant \theta(a)$, then

$$
F\left(D_{\theta}((0, a))\right) \subset D_{\left(1-a^{1+\delta}\right) \theta}((0, a))
$$

where $\delta=1 / 3$. This completes the proof of Lemma 14.6.
We will also need to know some general facts about complex analytic maps that are very close to maps with a parabolic fixed-point. In other words, complexanalytic versions of the almost parabolic maps we encountered before.

Definition 14.3. Let $J \subseteq \mathbb{R}$ be an interval, and let $\theta>0$. A holomorphic univalent map $\phi: D_{\theta}(J) \rightarrow \mathbb{C}$ is called almost parabolic if the following conditions are satisfied.
(a) $\phi$ is symmetric about the real axis.
(b) $\phi \mid J$ is monotone without fixed points.
(c) $\phi$ has positive Schwarzian derivative on $J$.
(d) $J \cap \phi(J)$ is non-empty.

If $\Delta_{\phi}$ is the interval $J \backslash \phi(J)$, the largest $a=a(\phi)>0$ such that $\phi^{a-1}\left(\Delta_{\phi}\right) \subseteq J$ is called the length of $\phi$.

For our purposes, the most important example of a complex almost parabolic map is the inverse branch of a high first return $f^{q_{n}}$ of a critical circle map $f$ (or one of its renormalizations), in the situation where $a_{n}$ is large, that is, the rotation number is "almost rational".

In the notation just introduced, the fundamental inequality of Yoccoz proved in Chapter 7 (see Lemma 7.3) can be restated as follows.

Lemma 14.9 (Yoccoz). There exists $C_{\sigma}>1$ such that for each $\phi \in \mathscr{F}_{\sigma}$ and for each $0 \leqslant j \leqslant a-1$ we have

$$
\frac{1}{C_{\sigma} m(j)^{2}} \leqslant\left|\phi^{j}\left(\Delta_{\phi}\right)\right| \leqslant \frac{C_{\sigma}}{m(j)^{2}},
$$

where $m(j)=\min \{j+1, a-j\}$.
Given $0<\sigma<1$, we denote by $\mathscr{F}_{\sigma}$ the family of all complex almost parabolic maps $\phi$ such that $\left|\Delta_{\phi}\right| \geqslant \sigma|J|$ and $\left|\phi^{a-1}\left(\Delta_{\phi}\right)\right| \geqslant \sigma|J|$, and also normalized so that

$$
[0,1]=\Delta_{\phi} \cup \phi\left(\Delta_{\phi}\right) \cup \cdots \cup \phi^{a-1}\left(\Delta_{\phi}\right) .
$$

Every element of the family $\mathscr{F}_{\sigma}$ whose length is sufficiently large has two fixed points, symmetric about the real axis. These fixed points are necessarily attracting, due to the positive Schwarzian property of the maps in $\mathscr{F}_{\sigma}$. More precisely, we have the following fact. Let us denote by $\mathbb{H}$ the upper half-plane.

Lemma 14.10. Given $0<\sigma<1$, there exist $C>0$ and $a_{0}>0$ such that, if $\phi \in \mathscr{F}_{\sigma}$ has length $a=a(\phi)>a_{0}$, then there exist two attracting fixed points $z_{+} \in \mathbb{H} \cap \operatorname{dom}(\phi)$ and $z_{-}=\bar{z}_{+}$with

$$
\frac{1}{C a} \leqslant \operatorname{Im} z_{+} \leqslant \frac{C}{a}
$$

Moreover, if $\left|z-z_{+}\right| \leqslant C / a$ then $|z-\phi(z)| \leqslant C / a^{2}$.
Proof. The proof follows from Yoccoz's Lemma, the saddle-node bifurcation and a normality argument.

The family $\mathscr{F}_{\sigma}$ is normal in the sense of Montel, and every limit map not in $\mathscr{F}_{\sigma}$ is a map with a parabolic (indifferent) fixed point on the real axis, whose multiplier is necessarily equal to one.

Lemma 14.11. Given a compact set $W \subset \mathbb{H}$ and an open set $D \supset[0,1]$ in the plane, there exist $N_{*}>0, \theta_{*}>0$ and $a_{*}>0$ with the following property. For each $\phi \in \mathscr{F}_{\sigma}$ such that $a(\phi) \geqslant a_{*}$ and $\theta(\phi)<\theta_{*}$, the domain of $\phi$ contains $W$, and for each $z \in W$ there exists $n<N_{*}$ such that $\phi^{n}(z) \in D$.

Proof. If the statement is false, we find sequences $N_{k} \rightarrow \infty, a_{k} \rightarrow \infty$ and $\theta_{k} \rightarrow 0$, maps $\phi_{k} \in \mathscr{F}_{\sigma}$ with $\theta\left(\phi_{k}\right)=\theta_{k}$ and $a\left(\phi_{k}\right)=a_{k}$ (whose domains contain $W$ ), and points $z_{k} \in W$ such that $\phi_{k}^{n}\left(z_{k}\right)$, whenever defined, does not belong to $D$ for all $n \leqslant N_{k}$. Since $\mathscr{F}_{\sigma}$ is normal and $W$ is compact, we may assume that the sequence $\phi_{k}$ converges uniformly on compact subsets of $\mathbb{H}$ to a map $\phi: \mathbb{H} \rightarrow \mathbb{H}$ and that $z_{k} \rightarrow z \in W$. Applying Lemma 2.4 to each $\phi_{k}$, we deduce that $\phi$ has a fixed-point $x_{0} \in[0,1]$. By the Denjoy-Wolff theorem, $\phi^{n}(z) \rightarrow x_{0}$ as $n \rightarrow \infty$. Hence there exists $N$ such that $\phi^{N}(z) \in D$. But then $\phi_{k}^{N}\left(z_{k}\right) \in D$ also, for all sufficiently large $k$, a contradiction.

In what follows, we will fix $f: \boldsymbol{S}^{1} \boldsymbol{\rightarrow} \boldsymbol{S}^{1}$ as in the statement of Theorem 14.4. We will assume wherever necessary that $f$ is normalized so that its critical point is $c=1 \in \boldsymbol{S}^{1}$. Since $f$ is real-analytic, it extends to a holomorphic map $f: A_{R} \rightarrow$ $\mathbb{C} / \mathbb{Z}$, where $A_{R}$ is the annulus $\{z \in \mathbb{C} / \mathbb{Z}:|\operatorname{Im} z|<R\}$. Making $R$ smaller if necessary, we may assume that $f$ has no critical points outside $\boldsymbol{S}^{1}$. Using again Koebe's distortion theorem, it is easy to see that there exists $R_{0}>0$ such that, if $z \in S^{1}$ and $f(z)$ is at a distance $>R_{0}$ from the critical value of $f$, then the inverse branch $f^{-1}$ which maps $f(z)$ back to $z$ is well-defined and univalent on the disk $D\left(f(z), R_{0}\right)$.

On an intuitive level, the key to the proof of Theorem 14.4 is to show that for all sufficiently large $n$ the $n$-th renormalization of $f$ satisfies an inequality of the form $\left|\mathscr{R}^{n}(f)(z)\right| \geqslant C|z|^{3}$ on a neighborhood of the origin, where $C$ is a universal constant. Thus, the relevant inverse branches of $\mathscr{R}^{n}(f)$ behave as cube roots, mapping a large disk about the origin well within itself, giving rise to a holomorphic pair. The proof depends on Proposition 14.1 stated above.

For our purposes, the main consequence of Lemma 14.6 is the following.
Lemma 14.12. For each $n \geqslant 1$ there exist $K_{n} \geqslant 1$ and $\theta_{n}>0$, with $K_{n} \rightarrow 1$ and $\theta_{n} \rightarrow 0$ as $n \rightarrow \infty$, such that for all $\theta \geqslant \theta_{n}$ and all $1 \leqslant j \leqslant q_{n+1}$ the inverse branch $f^{-j+1}$ mapping $f^{j}\left(I_{n}\right)$ back to $f\left(I_{n}\right)$ is well-defined over $D_{\theta}\left(f^{j}\left(I_{n}\right)\right)$ and maps this neighborhood univalently into $D_{\theta / K_{n}}\left(f\left(I_{n}\right)\right)$.
Proof. Let $d_{n}=\max _{1 \leqslant j \leqslant q_{n+1}}\left|f^{j}\left(I_{n}\right)\right|$; from the real bounds, these numbers go to zero exponentially with $n$. Take $\delta>0$ as in Lemma 14.6 , and let $K_{n}$ be given
by

$$
K_{n}^{-1}=\prod_{j=1}^{q_{n+1}}\left(1-\left|f^{j}\left(I_{n}\right)\right|^{1+\delta}\right)
$$

Then define $\theta_{n}=K_{n} \theta\left(d_{n}\right)$, where $\theta(\cdot)$ is the function in Lemma 14.6. Note that

$$
\log K_{n} \leqslant C \sum_{j=1}^{q_{n+1}}\left|f^{j}\left(I_{n}\right)\right|^{1+\delta} \leqslant C d_{n}^{\delta}
$$

Therefore $K_{n} \rightarrow 1$ and $\theta_{n} \rightarrow 0$ as required. Also, $d_{n} / \theta_{n} \rightarrow 0$.
Now fix $j$ as in the statement and suppose $\theta \geqslant \theta_{n}$. Define inductively $\vartheta_{0}=\theta$ and $\vartheta_{i+1}=\left(1-\left|f^{j-i}\left(I_{n}\right)\right|^{1+\delta}\right) \vartheta_{i}$ for $i=0,1, \ldots, j-2$, and note that $\vartheta_{j-1} \geqslant$ $\theta / K_{n}$. Moreover,

$$
\operatorname{diam}\left(D_{\vartheta_{i}}\left(f^{j-i}\left(I_{n}\right)\right)\right) \leqslant 2 \frac{\left|f^{j-i}\left(I_{n}\right)\right|}{\sin \vartheta_{i}} \leqslant \frac{C^{\prime} d_{n}}{\theta\left(d_{n}\right)} \ll R_{0} .
$$

Therefore $f^{-1}$ is well-defined and univalent over $D_{\vartheta_{i}}\left(f^{j-i}\left(I_{n}\right)\right)$, and by Lemma 14.6 we have the inclusion $f^{-1}\left(D_{\vartheta_{i}}\left(f^{j-i}\left(I_{n}\right)\right)\right) \subseteq D_{\vartheta_{i+1}}\left(f^{j-i-1}\left(I_{n}\right)\right)$. This completes the proof.

Remark 14.6. The same result holds if we replace $I_{n}$ by any interval $J \supseteq I_{n}$ such that the map $f^{q_{n+1}-1}: f(J) \rightarrow f^{q_{n+1}}(J)$ is a diffeomorphism.

We will need four lemmas concerning the sequence $\left\{D_{m}\right\}$ introduced earlier. The first is an easy consequence of Lemma 14.12 and the above remark.

Lemma 14.13. There exists $m_{0} \geqslant 1$ such that for all $m \geqslant m_{0}$ the inverse branch $f^{-q_{m}+1}$ taking $f^{q_{m}}\left(I_{m}\right)$ back to $f\left(I_{m}\right)$ is well-defined and univalent in $D_{m}$, and

$$
\frac{\operatorname{diam}\left(f^{-q_{m}+1}\left(D_{m}\right)\right)}{\left|I_{m}\right|} \leqslant C \frac{\operatorname{diam}\left(f\left(D_{m}\right)\right)}{\left|f\left(I_{m}\right)\right|} .
$$

The second is the analogue of Yampolsky [1999, Lem. 4.1].
Lemma 14.14. There exist $\varepsilon_{1}>0$ and $m_{1} \geqslant m_{0}$ such that for all $m \geqslant m_{1}$ and each $w \in f^{-q_{m+1}}\left(D_{m}\right) \backslash D_{m}$ we have (a) dist $\left(w, I_{m}\right) \leqslant C\left|I_{m}\right|$ and (b) for each $x \in I_{m}, \varepsilon_{1}<|\arg (w-x)|<\pi-\varepsilon_{1}$.

Proof. The same proof given in Yampolsky [ibid.] applies here. Invariance of Poincaré neighborhoods is replaced by quasiinvariance, using Lemma 14.12.

The third is the analogue of Yampolsky [1999, Lem. 4.4]. It provides us with the tools we need for the inductive step in the proof of Proposition 14.1. The situation is depicted in Figure 14.4.

Lemma 14.15. There exist $\varepsilon_{2}>0$ and $m_{2} \geqslant m_{0}$ such that the following holds for all $m \geqslant m_{2}$. Let $\zeta \in D_{m} \backslash D_{m+1}$ be a point not on the circle, and let $\zeta^{\prime}=f^{-q_{m}}(\zeta)$ and $\zeta^{\prime \prime}=f^{-q_{m+2}}\left(\zeta^{\prime}\right)$. Then we have either $\zeta^{\prime \prime} \in D_{m+1}$, or else $\operatorname{dist}\left(\zeta^{\prime \prime}, I_{m+1}\right) \leqslant C\left|I_{m}\right|$ and $\varepsilon_{2}<\arg \left(\zeta^{\prime \prime}-x\right)<\pi-\varepsilon_{2}$ for all $x \in I_{m} \cup I_{m+1}$.

Proof. Once again, the proof given by Yampolsky [ibid., Lem. 4.4] can be repeated here, mutatis mutandis.


Figure 14.4: Poincaré-neighborhood trapping in action.

Notation. Given a point $\zeta \in \mathbb{C}$ and an interval $J=(a, b) \subseteq \mathbb{R}$, we denote by angle $(\zeta, J)$ the smallest of the angles $\pi-\arg (\zeta-a)$ and $\arg (\zeta-b)$.

The fourth is a consequence of de Faria and de Melo [2000, Lem. 2.5].
Lemma 14.16. There exist universal constants $N_{*}>0$ and $a_{*}>0$ and some $m_{3}>0$ with the following property. For all $m \geqslant m_{3}$ such that $a_{m+1}>a_{*}$ and each $w \in V_{m}=f^{-q_{m+1}}\left(D_{m}\right) \backslash D_{m}$, there exists $1<i<N_{*}$ such that the iterate $\left(f^{-q_{m+1}}\right)^{i}(w)$ is well-defined and belongs to $D_{m}$.

Proof. Lift $f^{-q_{m+1}}$ to the real line and normalize it so that $I_{m} \backslash I_{m+2}$ becomes the interval $[0,1]$ to get an almost parabolic map $\phi_{m}$. Note that $\phi_{m}$ belongs to the normal family $\mathscr{F}_{\sigma}$ introduced earlier, for some $\sigma$ depending only on the real bounds. Let $W_{m}$ be the image of $V_{m}$ under such normalization. It is an easy matter to check that $f^{-q_{m+1}}\left(D_{m}\right) \cap \boldsymbol{S}^{1} \subseteq D_{m} \cap \boldsymbol{S}^{1}$, so that $V_{m}$ does not intersect $\boldsymbol{S}^{1}$, and that $W_{m}^{+}=W_{m} \cap \mathbb{H}$ is compactly contained in $\mathbb{H}$. Therefore, by Lemma 14.14, there exists a fixed compact set $W \subset \mathbb{H}$ such that $W_{m}^{+} \subseteq W$ for all sufficiently large $m$. Similarly, the normalized copies of $D_{m}$ contain a fixed open set $D \supseteq[0,1]$ for all sufficiently large $m$. Hence we can take $N_{*}$ and $a_{*}$ as given by Lemma 14.11.

Proof of Proposition 14.1. We will start with a point $z$ in the disk $D_{n-N}$. For the argument to work, $n$ will have to be sufficiently large. We start taking $n>N+$ $\max \left\{m_{1}, m_{2}, m_{3}\right\}$, where $m_{1}, m_{2}$ and $m_{3}$ are given respectively by Lemmas 14.14 to 14.16. Let us denote by $J_{-i}$ the interval $f^{q_{n+1}-i}\left(I_{n}\right)$. Also, given $z$, let $z_{-i}=$ $f^{-i}(z)$ be the corresponding pre-images of $z$.

The proof runs by finite induction in the range $n-N \leqslant m \leqslant n$. Let $m$ be the largest with the property that $z \in D_{m}$, and keep in mind that $\operatorname{dist}\left(z, I_{n}\right) \asymp\left|I_{m}\right|$. Consider those moments $i_{1}<i_{2}<\cdots<i_{\ell}$ in the backward orbit $\left\{J_{-i}\right\}$ before the first return to $I_{m+1}$ such that $J_{-i_{k}} \subseteq I_{m}$. Then, there are two possibilities.

The first possibility is that $z_{-i_{\ell}} \notin D_{m}$. In this case there exists a smallest $k \leqslant \ell$ such that $z_{-i_{s}} \notin D_{m}$ for $s=k, k+1, \ldots, \ell$. We claim that $\left|J_{-i_{k}}\right| \asymp\left|I_{n}\right|$. This is clear from the real bounds if $\ell=a_{m+1} \leqslant a_{*}$, where $a_{*}$ is given by Lemma 14.16. If on the other hand $\ell>a_{*}$, then again by Lemma 14.16 we must have $\ell-k<N_{*}$, and the claim follows from Exercise 6.3 (or the original result in de Faria and de Melo [ibid., Lem. 2.2]). Therefore, by Lemma 14.14,

$$
\begin{equation*}
\frac{\operatorname{dist}\left(z_{-i_{k}}, J_{-i_{k}}\right)}{\left|J_{-i_{k}}\right|} \leqslant C \frac{\left|I_{m}\right|}{\left|J_{-i_{k}}\right|} \leqslant C^{\prime} \frac{\operatorname{dist}\left(z, I_{n}\right)}{\left|I_{n}\right|} . \tag{14.9}
\end{equation*}
$$

Moreover, angle $\left(z_{-i_{k}}, J_{-i_{k}}\right) \geqslant \varepsilon_{1}$, so there exists $\theta=\theta\left(\varepsilon_{1}, N\right)$ such that $z_{-i_{k}} \in$ $D_{\theta}\left(J_{-i_{k}}\right)$. Now, if $n$ is sufficiently large, $\theta_{n}<\theta$ and we can use Lemma 14.12 to get that $z_{-q_{n+1}+1} \in D_{\theta / K_{n}}\left(f\left(I_{n}\right)\right)$. This gives us

$$
\begin{equation*}
\frac{\operatorname{dist}\left(z_{-q_{n+1}+1}, f\left(I_{n}\right)\right)}{\left|f\left(I_{n}\right)\right|} \leqslant C^{\prime \prime} K_{n} \frac{\operatorname{dist}\left(z_{-i_{k}}, J_{-i_{k}}\right)}{\left|J_{-i_{k}}\right|}, \tag{14.10}
\end{equation*}
$$

and this together with (14.9) yields the proposition in this case.
The second possibility is that $\zeta=z_{-i_{\ell}} \in D_{m}$, and we can assume that $\zeta \notin D_{m+1}$ (otherwise the induction step is complete). In this case, consider
$\zeta^{\prime}=f^{-q_{m}}(\zeta)$ and $\zeta^{\prime \prime}=f^{-q_{m+2}}\left(\zeta^{\prime}\right)$ and the corresponding interval $J^{\prime \prime}=$ $f^{-q_{m}-q_{m+2}}\left(J_{-i_{\ell}}\right)$, and apply Lemma 14.15. Then either $\zeta^{\prime \prime} \in D_{m+1}$, in which case the induction step is complete, or else dist ( $\left.\zeta^{\prime \prime}, I_{m+1}\right) \leqslant C\left|I_{m}\right|$ and angle $\left(\zeta^{\prime \prime}, J^{\prime \prime}\right) \geqslant \varepsilon_{1}$, in which case we can apply the same argument leading to (14.9) and (14.10).

If the backward orbit survives all the steps of the induction, this means that in the end $z_{-q_{n+1}+q_{n-1}} \in D_{n-1}$. By Lemma 14.13, the image of $D_{n-1}$ under $f^{-q_{n-1}+1}$ has diameter comparable to $\left|f\left(I_{n}\right)\right|$, so the first member of (14.10) is simply bounded by an absolute constant. So in any case we have (14.4).

Proof of Theorem 14.4. First we remark that, since $f$ is a cubic critical circle map, there exists a neighborhood $\Omega$ of the critical point of $f$ such that the restriction $f: \Omega \rightarrow f(\Omega)$ is of the form $f=\psi \circ Q \circ \phi$ where $\psi$ and $\phi$ are univalent maps with universally bounded distortion, with $\phi(0)=0$, and $Q$ is the map $z \mapsto z^{3}$.

Let $B_{1}, B_{2}$ be the constants of Proposition 14.1 and let us fix a large integer $N$. How large $N$ must be will be determined in the course of the argument. By Proposition 14.1, if $n \geqslant n(N)$ then inequality (14.4) holds for all $z \in \Omega_{n, N}$. Making $n$ larger still if necessary, we have $f^{-q_{n+1}+1}\left(D_{n-N}\right) \subseteq f(\Omega)$. By the above remark, the branch of $f^{-1}$ mapping $f\left(I_{n}\right)$ back to $I_{n}$ is the composition of three maps: a univalent map fixing zero, a cube root, and another univalent map with bounded distortion. Using this fact and inequality (14.4), we have

$$
\begin{equation*}
\frac{\operatorname{diam}\left(f^{-q_{n+1}}\left(D_{n-N}\right)\right)}{\left|I_{n}\right|} \leqslant C \sqrt[3]{B_{1} \frac{\operatorname{diam}\left(D_{n-N}\right)}{\left|I_{n}\right|}+B_{2}}, \tag{14.11}
\end{equation*}
$$

for some universal constant $C>0$.
Now, as we know from the real bounds (Theorem 6.3), there exist universal constants $K_{2}>K_{1}>1$ such that, for all sufficiently large $n$,

$$
\begin{equation*}
K_{1}^{N} \leqslant \frac{\operatorname{diam}\left(D_{n-N}\right)}{\left|I_{n}\right|} \leqslant K_{2}^{N} . \tag{14.12}
\end{equation*}
$$

If $N \geqslant 1$ is the smallest integer greater than $3 \log \left(2 C \sqrt[3]{B_{1}+B_{2}}\right) / 2 \log K_{1}$, we can check from (14.11) and the first inequality in (14.12) that

$$
\frac{\operatorname{diam}\left(f^{-q_{n+1}}\left(D_{n-N}\right)\right)}{\left|I_{n}\right|}<\frac{1}{2} \frac{\operatorname{diam}\left(D_{n-N}\right)}{\left|I_{n}\right|} .
$$

Note that $N$ depends only on $B_{1}, B_{2}, K_{1}, C$, and is therefore universal. From these facts, we see at once that for all sufficiently large $n$ the topological disk
$f^{-q_{n+1}}\left(D_{n-N}\right)$ is compactly contained in $D_{n-N}$, and moreover

$$
\begin{equation*}
\bmod \left(D_{n-N} \backslash f^{-q_{n+1}}\left(D_{n-N}\right)\right) \geqslant \mu, \tag{14.13}
\end{equation*}
$$

where $\mu>0$ is a universal constant. With these basic geometric bounds at hand, we can easily construct the holomorphic pair to which $\mathscr{R}^{n}(f)$ extends, in the following way. For more details on this construction, see de Faria [1999, Section 4].

First, let $\hat{f}$ be the standard lift of $f$ to the real line. For each $n$, let $\lambda_{n}=$ $T^{-p_{n}} \circ \hat{f}^{q_{n}}(0)$ and denote by $\Lambda_{n}$ the linear map $x \mapsto \lambda_{n} x$. Take the topological disks $\widetilde{\mathscr{V}}_{n}=D_{n-N}$ and $\widetilde{\mathscr{O}}_{\eta_{n}}=f^{-q_{n+1}\left(D_{n-N}\right) \text { in the cylinder and consider their }}$ lifted and normalized copies in $\mathbb{C}$, namely $\mathscr{V}_{n}=\Lambda_{n}^{-1}\left(\exp ^{-1}(\widetilde{\mathscr{V}})\right)$ and $\mathscr{O}_{\eta_{n}}=$ $\Lambda_{n}^{-1}\left(\exp ^{-1}\left(\widetilde{\mathscr{O}}_{\eta_{n}}\right)\right)\left(\right.$ here, $\exp ^{-1}$ denotes the inverse branch of the exponential that maps the critical point $c=1 \in \boldsymbol{S}^{1}$ of $f$ to the origin). Then consider the map

$$
\eta_{n}=\Lambda_{n}^{-1} \circ T^{-p_{n+1}} \circ \hat{f}^{q_{n+1}} \circ \Lambda_{n}: \mathscr{O}_{\eta_{n}} \rightarrow \mathbb{C} .
$$

The geometric estimates proved above show that $\mathscr{O}_{n}$ is compactly contained in $\mathscr{V}_{n}$, while $\eta_{n}\left(\mathscr{O}_{\eta_{n}}\right) \subseteq \mathscr{V}_{n}$ holds by construction. We define the domains $\mathscr{O}_{\xi_{n}}, \mathscr{V}_{v_{n}}$ and the maps $\xi_{n}: \mathscr{O}_{\xi_{n}} \rightarrow \mathbb{C}, v_{n}: \mathscr{O}_{v_{n}} \rightarrow \mathbb{C}$ in a similar way. We obtain in this fashion a holomorphic pair $\Gamma_{n}$ whose underlying critical commuting pair is precisely the $n$ th renormalization $\mathscr{R}^{n}(f)$. In addition, (14.13) shows that the conformal modulus of $\Gamma_{n}$ is bounded from below by $\mu$. Finally, it is straightforward to check that all the above topological disks have piecewise analytic boundaries, consisting of finitely many analytic arcs meeting at definite angles, so $\Gamma_{n}$ has geometric boundaries. This completes the proof of Theorem 14.4.

### 14.6 McMullen's dynamic inflexibility theorem

Let $f$ and $g$ be two real-analytic critical circle maps and let $h$ be a quasisymmetric conjugacy between $f$ and $g$, mapping the critical point $c_{f}$ of $f$ to the critical point $c_{g}$ of $g$. Suppose $h$ is $C^{1+\epsilon}$ at the critical point $c_{f}$, for some $\epsilon>0$. Then, it is not difficult to prove (using the real bounds) that the $C^{0}$ distance between $\mathscr{R}^{n} f$ and $\mathscr{R}^{n} g$ converges to zero exponentially fast as $n \rightarrow \infty$ (and this, as we have already seen, at least in the bounded type case leads to $C^{1}$ rigidity). Now, one way to guarantee that $h$ is $C^{1+\epsilon}$ at the critical point is if we know that $h$ extends to a quasiconformal homeomorphism $H$ (conjugating, say, the holomorphic extensions of $f$ and $g$ on a small neighborhood of their critical points) which happens to be $C^{1+\alpha}$-conformal at the critical point $c_{f}$, in the following sense.

Definition 14.4. We say that a map $\phi: \widehat{\mathbb{C}} \rightarrow \widehat{\mathbb{C}}$ is $C^{1+\alpha}$-conformal at $p \in \widehat{\mathbb{C}}$ (for some $\alpha>0$ ) if the complex derivative $\phi^{\prime}(p)$ exists and we have

$$
\phi(z)=\phi(p)+\phi^{\prime}(p)(z-p)+O\left(|z-p|^{1+\alpha}\right)
$$

for all $z$ near $p$.
McMullen [1996] developed a powerful theory that yields in particular a criterion for a conjugacy between two holomorphic dynamical systems to be $C^{1+\alpha_{-}}$ conformal at a point. His definition of holomorphic dynamical system is very broad, encompassing rational or transcendental maps, Kleinian groups, etc, as well as all possible geometric limits of such systems.

In order to state McMullen's criterion, we need some preparatory definitions. Our exposition here is borrowed from de Faria and de Melo [2000, §7].

Let us denote by $\mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ the set of all analytic hypersurfaces of $\widehat{\mathbb{C}} \times \widehat{\mathbb{C}}$. We topologize $\mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ as follows. If $F \subseteq \widehat{\mathbb{C}} \times \widehat{\mathbb{C}}$ is a hypersurface, its boundary $\partial F=\bar{F} \backslash F$ is closed in $\widehat{\mathbb{C}} \times \widehat{\mathbb{C}}$. Hence, given $F \in \mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ and a sequence $F_{i} \in \mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$, declare $F_{i} \rightarrow F$ if
(a) $\partial F_{i} \rightarrow \partial F$ in the Hausdorff metric on closed subsets of $\widehat{\mathbb{C}} \times \widehat{\mathbb{C}}$;
(b) For each open set $U \subseteq \widehat{\mathbb{C}} \times \widehat{\mathbb{C}}$ there exist $f, f_{i}: U \rightarrow \mathbb{C}$ such that $U \cap F=$ $f^{-1}(0), U \cap F_{i}=f_{i}^{-1}(0)$, each $f, f_{i}$ vanishes to order one on $F, F_{i}$ respectively, and the sequence $f_{i}$ converges uniformly to $f$ on compact subsets of $U$.

Define a set to be closed in $\mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ if it contains the limits of all its convergent sequences. As McMullen shows in McMullen [1996, Ch. 9], the space $\mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ with this topology is separable and metrizable.
Definition 14.5. $A$ holomorphic dynamical system is a subset $\mathscr{F} \subseteq \mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$. The elements of $\mathscr{F}$ are its holomorphic relations.

One is primarily interested in closed holomorphic dynamical systems, in other words, those which are closed subsets of $\mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$. The geometric topology on the space of all closed holomorphic dynamical systems is by definition the Hausdorff topology on the space of closed subsets of $\mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$. As proved in McMullen [ibid., Ch. 9], the geometric topology is typically non-Hausdorff (hence non-metrizable), but it is always sequentially compact.

We also need the following notions introduced by McMullen.

1. Deep point Given a compact set $\Lambda \subseteq \mathbb{C}$ and a positive number $\delta$, we say that a point $p \in \Lambda$ is a $\delta$-deep point of $\Lambda$ if for every $r>0$ the largest disk contained in $D(p, r)$ which does not intersect $\Lambda$ has radius $\leqslant r^{1+\delta}$.
2. Saturation Given a holomorphic dynamical system $\mathscr{F}$, we define its saturation $\mathscr{F}^{\text {sat }}$ to be the closure in $\mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ of the set whose elements are the intersections $F \cap U$, where $F \in \mathscr{F}$ and $U \subseteq \widehat{\mathbb{C}} \times \widehat{\mathbb{C}}$ is open.
3. Nonlinearity A holomorphic dynamical system $\mathscr{F} \subseteq \mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ is said to be non-linear if it does not leave invariant a parabolic line field in $\widehat{\mathbb{C}}$.
4. Twisting A (closed) holomorphic dynamical system $\mathscr{F} \subseteq \mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ is said to be twisting if every holomorphic dynamical system quasiconformally conjugate to $\mathscr{F}$ is non-linear.
5. Uniform twisting A family $\left\{\mathscr{F}_{\alpha}\right\}$ of holomorphic dynamical systems is said to be uniformly twisting if every geometric limit of the family of saturations $\left\{\mathscr{F}_{\alpha}^{\text {sat }}\right\}$ is a twisting dynamical system.
6. The family $(\mathscr{F}, \Lambda)$ Given $\mathscr{F} \subseteq \mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ and a compact set $\Lambda$ in the Riemann sphere, we define a family $(\mathscr{F}, \Lambda)$ of holomorphic dynamical systems in the following way. For each baseframe $\omega$ in the convex-hull $\operatorname{ch}(\Lambda)$ of $\Lambda$ in hyperbolic 3-space, let $T_{\omega}$ be the fractional linear transformation that sends $\omega$ onto the standard baseframe $\omega_{0}$ at $(0,1) \in \mathbb{C} \times \mathbb{R}_{+} \equiv \mathbb{H}^{3}$. Define $(\mathscr{F}, \omega)$ to be the dynamical system $T_{\omega}^{*}(\mathscr{F})$, the pull-back of $\mathscr{F}$ by $T_{\omega}$. Then let $(\mathscr{F}, \Lambda)$ be the family of all $(\mathscr{F}, \omega)$ as $\omega$ ranges through the baseframes in $\operatorname{ch}(\Lambda)$.

Now we have everything we need to state McMullen's dynamic inflexibility theorem. The proof is given in McMullen [ibid., p. 166].

Theorem 14.5 (Dynamic Inflexibility). Let $\mathscr{F} \subseteq \mathscr{V}(\widehat{\mathbb{C}} \times \widehat{\mathbb{C}})$ be a holomorphic dynamical system and let $\Lambda \subseteq \widehat{\mathbb{C}}$ be a compact set. If $(\mathscr{F}, \Lambda)$ is uniformly twisting and $\phi: \widehat{\mathbb{C}} \rightarrow \widehat{\mathbb{C}}$ is a $K$-quasiconformal conjugacy between $\mathscr{F}$ and another holomorphic dynamical system $\mathscr{F}^{\prime}$, then for each $\delta$-deep point $p \in \Lambda$ the map $\phi$ is $C^{1+\alpha}$ conformal at $p$, for some $\alpha>0$.

### 14.7 Proof of exponential convergence

With McMullen's dynamic inflexibility theorem at hand, we prove Theorem 13.1. By the complex bounds, every sufficiently high renormalization of a real-analytic critical commuting pair extends to a holomorphic commuting pair with good geometric control. Moreover, a quasisymmetric conjugacy between two such renormalized critical commuting pairs (mapping critical point to critical point) extends to a quasiconformal conjugacy between the corresponding renormalized holomorphic commuting pairs, by the pull-back argument. All one has to do, then, is to prove two things: (a) that the critical point of a holomorphic commuting pair is $\delta$-deep for some $\delta>0$; and (b) that the full holomorphic dynamical system generated by a holomorphic commuting pair is uniformly twisting in its limit set. The precise statements - modulo the notion of good geometric control, which we do not define here - are as follows.

Theorem 14.6 (Deep Critical Point). Let $\Gamma$ be a holomorphic pair with arbitrary rotation number and limit set $\mathscr{K}_{\Gamma}$. Then there exists $\delta>0$ such that the critical point of $\Gamma$ is a $\delta$-deep point of $\mathscr{K}_{\Gamma}$.

Theorem 14.7 (Small Limit Sets Everywhere). Let $\Gamma$ be a holomorphic pair with good geometric control and irrational rotation number of bounded type, and let $\mathscr{K}_{\Gamma}$ be its limit set. Then for each $z_{0} \in \mathscr{K}_{\Gamma}$ and each $r>0$ there exists a pointed domain $(U, y)$ with $\left|z_{0}-y\right| \asymp r$ and $\operatorname{diam}(U) \asymp r$, and there exist some iterate of $\Gamma$ mapping $(U, y)$ onto a pointed domain $(V, 0)$ univalently with bounded distortion. In particular, $U$ contains a conformal copy of some renormalization of $\Gamma$ whose limit set has size commensurable with $r$.

These results are exact analogues of results obtained by McMullen in the context of (bounded-type, infinitely renormalizable) quadratic-like maps. Used in combination with Theorem 14.5, they yield the exponential convergence of renormalizations of Theorem 13.1 in the bounded type case. Theorem 14.6 was proved in de Faria and de Melo [2000] as stated here, without any assumption on the rotation number (other than being irrational). In that same paper, Theorem 14.7 is stated and proved under the assumption that the rotation number is an irrational of bounded combinatorial type. This assumption was removed by Khmelev and Yampolsky [2006]. When the sequence of partial quotients of the continuedfraction development of the rotation number is unbounded, renormalization orbits may accumulate on commuting pairs having a fixed point (being in particular non-renormalizable). Such fixed point is necessarily parabolic (with multiplier
one), since the limiting pair is accumulated by pairs with no fixed points. Roughly speaking, the idea developed by Khmelev and Yampolsky was to apply the theory of parabolic bifurcations (see Douady [1994] and Shishikura [1998, 2000] and references therein) to holomorphic commuting pairs, in order to understand the geometry of the domain of definition of pairs with arbitrarily small rotation number. With this at hand, the authors were able in the end to adapt, to the unbounded type case, the proof of Theorem 13.1 for the bounded type case explained above, see Khmelev and Yampolsky [2006, secs. 6 and 7].

### 14.8 Hyperbolicity of renormalization

In the previous section we have finally established Theorem 13.1, which assures exponential convergence of renormalization of real-analytic critical commuting pairs with the same irrational rotation number and the same odd type at the critical point. As explained in Chapter 13, this dynamical picture can be promoted to critical commuting pairs with a finite degree of smoothness, as in Theorems 13.2 and 13.3. These two results can be regarded as the state of the art concerning exponential convergence of renormalization of critical circle maps (with a single critical point). As explained in Chapter 10, they imply the rigidity results Theorems 10.1 and 10.2.

At this point, one would like to discuss the hyperbolicity of renormalization (in the sense of Smale, i.e., uniform contraction/expansion on the tangent bundle). To give a meaning to this problem, one first needs to endow the phase-space of the renormalization operator with a smooth structure (a Banach manifold structure) on which $\mathscr{R}$ is (Fréchet) differentiable. As it turns out, this is a difficult problem that obstructs the hyperbolicity discussion directly in the space of critical commuting pairs. To overcome this problem, at least for real-analytic pairs, a crucial idea in this area was developed by Yampolsky [2002, 2003]. Roughly speaking, Yampolsky's idea was to replace the renormalization operator $\mathscr{R}$, acting on the space of commuting pairs, with an analytic operator, the cylinder renormalization operator, defined on a complex-analytic Banach manifold. This operator was constructed in Yampolsky [2002, Section 7], while hyperbolicity of periodic orbits and the construction of the corresponding stable manifolds were given in Yampolsky [ibid., secs. 8 and 9]. Finally, hyperbolicity of the whole horseshoe-like attractor for the cylinder renormalization operator was obtained in Yampolsky [2003] and re-obtained in Khmelev and Yampolsky [2006, Section 8].

It would take us too far afield to discuss the aforementioned hyperbolicity in
any real depth. Therefore, in the discussion to follow, we will merely describe the two main renormalization schemes used by Yampolsky: cylindrical renormalization (roughly described above) and parabolic renormalization. The latter is required to treat the unbounded type case.

### 14.8.1 Cylindrical and parabolic renormalizations

We forewarn the reader that what follows is a simplified description of the tools introduced by Yampolsky in the study of renormalization of critical circle maps covering the unbounded type case. In this short subsection we can hardly do justice to the wealth of ideas involved, and no details are given. Indeed, in order to make the discussion complete, we would need to go way beyond the scope of this book. For the most part, we conform with the notation used by Yampolsky in his papers.

As we have seen earlier in this book, the process of renormalizing a circle map around a given point $p$ requires us to cut the circle at two consecutive closest returns of the orbit of $p$ to $p$ and then consider the first return map to the resulting interval. If we try to glue the interval in question to get a new smooth circle and a new circle map, we find that the there is no canonical way of identifying such smooth boundaryless one-dimensional manifold with the standard affine unit circle $S^{1}=\mathbb{R} / \mathbb{Z}$. Hence, by using this approach, we are not able to define the renormalization operator on a space of circle maps, but have instead to deal with commuting pairs.

A different, clever procedure was introduced by Yampolsky [2002] to circumvent this difficulty in the analytic case. This procedure is called cylinder renormalization, and the rough idea is as follows. An analytic critical circle map $f$ has a holomorphic extension to a neighborhood of $\boldsymbol{S}^{1}$ inside the cylinder $\mathbb{C} / \mathbb{Z}$. A sufficiently deep renormalization (without rescaling) of $f$ around its critical point $c$ is given by a pair of the form ( $f^{q_{n}}, f^{q_{n+1}}$ ) which extends to a holomorphic commuting pair $(\eta, \xi)$ in a small neighborhood of $c$. If the partial quotient $a_{n+1}$ of the continued fraction expansion of $\rho(f)$ is very large, then $\eta$ is an almost parabolic map, and as such it has two repelling fixed points, symmetric about the unit circle. Joining then by a simple smooth arc $\ell$, we look at the "crescent" region bounded by the closed curve $\ell \cup \eta(\ell)$ and consider the first return map to this region. Glueing the two arcs by $\eta$, we get a new cylinder $C_{f}$ bi-holomorphically equivalent to $\mathbb{C} / \mathbb{Z}$, and through this equivalence the first return map to $C_{f}$ becomes a new analytic map defined on a new neighborhood of $\boldsymbol{S}^{1}$ inside $\mathbb{C} / \mathbb{Z}$. What makes this procedure work is the fact that the conformal identification of $C_{f}$ with the standard cylinder $\mathbb{C} / \mathbb{Z} \simeq \mathbb{C}^{*}$ is unique up to post-composition with a linear map of
the form $z \mapsto \lambda z$ (a conformal automorphism of $\mathbb{C}^{*}$ ); it is therefore unique once we normalize one point - say, by sending $c$ to $1 \in \boldsymbol{S}^{1}$ ). In this way, we get a renormalization operator acting directly on cylinder maps (rather than on holomorphic commuting pairs).

However, even with the cylinder renormalization operator in place, we still have problems when trying to use, say, compactness arguments. When the rotation number is of unbounded type, holomorphic pairs arising as limits along a subsequence of renormalizations will develop parabolic fixed points, and these limits are not renormalizable in the sense we defined. To circumvent this difficulty, Yampolsky borrowed the idea of parabolic renormalization from the works of Douady [1987] and Shishikura [1998, 2000], adapting it to the context of critical circle maps. Parabolic renormalization can be viewed as a limiting case of cylindrical renormalization. Conversely, and perhaps more surprisingly, cylindrical renormalization can be thought of as a natural unfolding of parabolic renormalization as one goes through a parabolic bifurcation (say in a one-parameter family of maps). Due to this, it is more convenient to first describe parabolic renormalization, and this is what we will do next.

## Parabolic renormalization: Fatou coordinates

In order to define parabolic renormalization, we first need to introduce a few facts concerning the local structure of a holomorphic map in a neighborhood of a parabolic fixed point. Rather than doing this in full generality, we only examine the case of specific interest to us.

Let $\phi: W \rightarrow \mathbb{C}$ be a holomorphic univalent map defined on a topological disk symmetric about the real axis, and suppose $\phi$ is a Epstein map, so that $\phi$ maps $W^{+}=W \cap \mathbb{C}^{+}$(respectively $W^{-}=W \cap \mathbb{C}^{-}$onto $\mathbb{C}^{+}$(respectively $\mathbb{C}^{-}$). We assume that $\phi$ has a parabolic fixed point $p \in \mathbb{R}$, so that locally around $p$ the map $\phi$ can be written as $\phi(z)=z+a(z-p)+O\left((z-p)^{2}\right)$. Then one can show (see Yampolsky [2001, p. 554]) the following:
(i) There exist symmetric topological disks $U^{A}, U^{R} \subset \mathbb{C}$ with $\overline{U^{A}} \cap \overline{U^{R}}=$ $\{p\}$ such that $U^{A} \cup U^{R}$ is a punctured neighborhood of $p$ and we have

$$
\phi\left(\overline{U^{A}}\right) \subset U^{A} \cup\{p\}, \quad \phi^{-1}\left(\overline{U^{R}}\right) \subset U^{R} \cup\{p\},
$$

as well as

$$
\bigcap_{j=0}^{\infty} \phi^{j}\left(\overline{U^{A}}\right)=\{p\}=\bigcap_{j=0}^{\infty} \phi^{-j}\left(\overline{U^{R}}\right) .
$$

(ii) There exist holomorphic univalent maps $\Phi^{A}: U^{A} \rightarrow \mathbb{C}$ and $\Phi^{R}: U^{R} \rightarrow$ $\mathbb{C}$ such that

$$
\Phi^{A}(\phi(z))=\Phi^{A}(z)+1, \text { for all } z \in U^{A}
$$

as well as

$$
\Phi^{R}(\phi(z))=\Phi^{R}(z)-1, \text { for all } z \in U^{R}
$$

(iii) The quotient Riemann surfaces $C^{A}=U^{A} / \phi$ and $C^{R}=U^{R} / \phi$ are both conformally equivalent to $\mathbb{C} / \mathbb{Z}$.
The region $U^{A}$ is called an attracting petal for $\phi$, and the region $U^{R}$ is called a repelling petal for $\phi$. The maps $\Phi^{A}$ and $\Phi^{R}$ conjugate the dynamics of $\left.\phi\right|_{U^{A}}$ and $\left.\phi\right|_{U^{R}}$, respectively, to translations, and are unique up to post-composition with translations. They are called Fatou coordinates for $\phi$. The cylinders $C^{A}$ and $C^{R}$ are called Écalle-Voronin cylinders of $\phi$.

Now, let $\pi_{A}: U^{A} \rightarrow C^{A}$ and $\pi_{R}: U^{R} \rightarrow C^{A}$ be the natural projections. Note that the cylinders $C^{A}$ and $C^{R}$ both have natural equators, namely the quotients $E^{A}=\left(U^{A} \cap \mathbb{R}\right) / \phi$ and $E^{R}=\left(U^{R} \cap \mathbb{R}\right) / \phi$. They also each have a north pole and a south pole. Fix a base point $z^{A} \in E^{A}$ and identify $C^{A}$ with $\mathbb{C} / \mathbb{Z}$ via the unique bi-holomorphic map $C^{A} \rightarrow \mathbb{C} / \mathbb{Z}$ that sends $E^{A}$ onto $\mathbb{R} / \mathbb{Z}$ and maps $z^{A}$ to 0 (and north pole to north pole and south pole to south pole). Likewise, fix a base point $z^{R} \in E^{R}$ and identify $C^{R}$ with $\mathbb{C} / \mathbb{Z}$ via the unique bi-holomorphic $\operatorname{map} C^{R} \rightarrow \mathbb{C} / \mathbb{Z}$ that sends $E^{R}$ onto $\mathbb{R} / \mathbb{Z}$ and maps $z^{R}$ to 0 (and again preserves north and south poles). By a transfer isomorphism we mean a bi-holomorphic map $\tau: C^{A} \rightarrow C^{R}$ which sends $E^{A}$ onto $E^{R}$, preserving the natural orientation of these circles provided by the identifications just described. Thus $\tau$ corresponds to a unique rotation of the cylinder $\mathbb{C} / \mathbb{Z}$ by an angle $\theta \in \mathbb{R} / \mathbb{Z}$. Accordingly, we write $\tau=\tau_{\theta}$.

We are now ready to define the parabolic renormalization of a holomorphic pair $\zeta=(\eta, \xi)$ in which the map $\phi=\eta$ has a parabolic fixed point. The procedure will produce a one-parameter family of holomorphic pairs, one for each choice of $\theta \in \mathbb{R} / \mathbb{Z}$. Let us fix inverse branches $\pi_{A}^{-1}$ and $\pi_{R}^{-1}$ of both projections. Let $N \geqslant 1$ be such that $\eta^{N} \circ \eta(0) \in \pi_{A}^{-1}\left(C^{A}\right)$, and let $M \geqslant 1$ be the smallest integer with the property that

$$
\eta^{M} \circ \pi_{R}^{-1} \circ \tau_{\theta} \circ \pi_{A} \circ \eta^{N} \circ \xi(0) \in[\eta(0), 0] \subseteq \mathbb{R} .
$$

Thus, we have the situation depicted in Figure 14.5. Therefore consider the composition

$$
\gamma=\eta^{M} \circ \pi_{R}^{-1} \circ \tau_{\theta} \circ \pi_{A} \circ \eta^{N} \circ \xi .
$$



Figure 14.5: Parabolic renormalization. Here, $\bar{\tau}_{\theta}=\pi_{R}^{-1} \circ \tau_{\theta} \circ \pi_{A}$.

It is possible to prove that $\gamma$ has a well-defined extension to a neighborhood of the interval $[\eta(0), 0]$ which is independent of the choices of inverse branches $\pi_{A}^{-1}$ , $\pi_{R}^{-1}$. The parabolic renormalization of $\zeta=(\eta, \xi)$ corresponding to $\theta$ is defined to be the normalized commuting pair

$$
\mathscr{P}_{\theta} \zeta=\left(\widetilde{\left.\gamma\right|_{[\eta(0), 0]}}, \widetilde{\left.\eta\right|_{[0, \gamma(0)]}}\right) .
$$

At this point we may ask: What is the connection between parabolic renormalization as just described and the notion of renormalization of holomorphic commuting pairs previously defined? One answer is provided by Proposition 14.2 below.

## Douady coordinates

Let us now fix a map $\eta_{0} \in \mathscr{E}$ in the Epstein class. We consider here small perturbations ${ }^{4}$ of $\eta_{0}$ in $\mathscr{E}$. We assume to start with that $\eta_{0}$ is a parabolic map, i.e.,
${ }^{4}$ The topology on $\mathscr{E}$ is taken to be the Carathéodory topology. See for instance McMullen [1996, p. 75].
$\eta_{0}$ has a unique parabolic fixed point $p \in \mathbb{R}$ with multiplier equal to 1 . Then for every sufficiently small perturbation $\eta$ of $\eta_{0}$ in $\mathscr{E}$ the parabolic fixed point $p$ of $\eta_{0}$ splits into a pair of repelling fixed points for $\eta$, say $p_{\eta}^{+} \in \mathbb{C}^{+}$and $p_{\eta}^{-} \in \mathbb{C}^{-}$, symmetric about the real axis ( $p_{\eta}^{-}=\overline{p_{\eta}^{+}}$). Let $\lambda_{\eta}^{+}$and $\lambda_{\eta}^{-}$be the multipliers of $p_{\eta}^{+}$and $p_{\eta}^{-}$, respectively. Then we have $\lambda_{\eta}^{ \pm} \rightarrow 1$ as $\eta \rightarrow \eta_{0}$. Some simple considerations involving the notion of holomorphic index of a fixed point (see Exercise 14.5) imply that

$$
\begin{equation*}
\frac{1}{1-\lambda_{\eta}^{+}}+\frac{1}{1-\lambda_{\eta}^{-}} \rightarrow 0, \text { as } \eta \rightarrow \eta_{0} . \tag{14.14}
\end{equation*}
$$

Taken together, these facts imply that $\arg \left(1-\lambda_{\eta}^{ \pm}\right) \rightarrow 0$ as $\eta \rightarrow \eta_{0}$. One can show that there exists a neighborhood $\mathscr{U}\left(\eta_{0}\right) \subset \mathscr{E}$ with the following property. For every $\eta \in \mathscr{U}\left(\eta_{0}\right)$ with $\left|\arg \left(1-\lambda_{\eta}^{ \pm}\right)\right| \leqslant \pi / 4$ there exist topological disks $U_{\eta}^{A}$ and $U_{\eta}^{R}$ such that $U_{\eta}^{A} \cup U_{\eta}^{R}$ is a neighborhood of $p$, and univalent maps $\Phi_{\eta}^{A}: U_{\eta}^{A} \rightarrow \mathbb{C}$ and $\Phi_{\eta}^{R}: U_{\eta}^{R} \rightarrow \mathbb{C}$ (unique up to post-composition with translations) which conjugate the dynamics of $\eta$ with translations by -1 and +1 respectively, that is to say

$$
\Phi_{\eta}^{A}(\eta(z))=\Phi_{\eta}^{A}(z)+1 \text { and } \Phi_{\eta}^{R}(\eta(z))=\Phi_{\eta}^{R}(z)-1 .
$$

As before, the quotient Riemann surfaces $C_{\eta}^{A}=U_{\eta}^{A} / \eta$ and $C_{\eta}^{R}=U_{\eta}^{R} / \eta$ are both bi-infinite cylinders, i.e. conformally equivalent to the standard cylinder $\mathbb{C} / \mathbb{Z}$. The maps $\Phi_{\eta}^{A}$ and $\Phi_{\eta}^{R}$ are called the Douady coordinates for $\eta$.

It is possible to prove that, as $\eta \rightarrow \eta_{0}$ (in the Carathéodory topology), one has $\Phi_{\eta}^{A} \rightarrow \Phi^{A}$ and $\Phi_{\eta}^{R} \rightarrow \Phi^{R}$ uniformly on compact subsets of $U^{A}$ and $U^{R}$, respectively - in other words, the Douady coordinates of $\eta$ converge to the Fatou coordinates of $\eta_{0}$. This form of continuity implies the following result.

Proposition 14.2. Let $\zeta_{k}=\left(\eta_{k}, \xi_{k}\right), k \geqslant 1$, be a sequence of renormalizable commuting pairs in the Epstein class, and let $\zeta=(\eta, \xi)$ be a parabolic commuting pair such that $\zeta_{k} \rightarrow \zeta$ as $k \rightarrow \infty$ (in particular, the rotation numbers $\rho\left(\zeta_{k}\right)$ converge to 0 ). Suppose also that the renormalizations $\mathscr{R} \zeta_{k}$ converge to another commuting pair $\bar{\zeta}$. Then there exists $\theta \in \mathbb{R} / \mathbb{Z}$ such that $\mathscr{P}_{\theta} \zeta=\bar{\zeta}$.

This proposition establishes the desired connection between the standard notion of renormalization and the notion of parabolic renormalization. Putting the two renormalization schemes together is a sort of "compactification" of the renormalization operator, and with this at hand one can adapt McMullen's theory to the context of critical circle maps through the use of towers of holomorphic commuting pairs.

## Cylindrical renormalization

We close this chapter with some brief words about the cylinder renormalization operator introduced by Yampolsky [2002]. As we saw in Section 10.2, a commuting pair represents a whole conjugacy class of critical circle maps, and therefore the renormalization operator acts on such classes. The concept introduced by Yampolsky has two main advantages. First, the cylinder renormalization operator acts directly on maps, rather than on their conjugacy classes. Second, it extends to an analytic operator in the Banach manifold $\boldsymbol{B}_{V}$ of analytic critical circle maps defined in some equatorial neighborhood $V$ of the circle $\mathbb{R} / \mathbb{Z}$ inside the cylinder $\mathbb{C} / \mathbb{Z}$.

Let us be a bit more formal. By a cylinder map we mean a map $f: V \rightarrow \mathbb{C} / \mathbb{Z}$, where $V \subseteq \mathbb{C} / \mathbb{Z}$ is an equatorial neighborhood, which is holomorphic, has a unique (cubic) critical point at $0 \in \mathbb{R} / \mathbb{Z}$, and is such that the restriction $\left.f\right|_{\mathbb{R} / \mathbb{Z}}$ maps the equator $\mathbb{R} / \mathbb{Z}$ homeomorphically onto its image $f(\mathbb{R} / \mathbb{Z})$. The space of all cylinder maps with domain $V$ is denoted $\boldsymbol{B}_{V}$. With the help of the implicit function theorem, this can be shown to be a complex Banach manifold - whose real slice $\boldsymbol{B}_{V}^{\mathbb{R}}$, consisting of those $f \in \boldsymbol{B}_{V}$ which preserve the equator, is precisely the space of real-analytic critical circle maps having a complex analytic extension to $V$. See Yampolsky [ibid., pp. 23-24] for details.

We say that a cylinder map $f \in \boldsymbol{B}_{V}$ is cylinder renormalizable if there exist $q>1$ and an equatorial neighborhood $W \subset \mathbb{C} / \mathbb{Z}$ if the following holds:
(1) There exist two $f$-periodic points $p_{1}, p_{2} \in V$ of period $q$ and a simple arc $\ell$ joining them such that $f^{q}(\ell)$ is also a simple arc and $f^{q}(\ell) \cap \ell=\left\{p_{1}, p_{2}\right\}$.
(2) The union $\ell \cup f^{q}(\ell)$ bounds a simply connected region $C_{f} \subset V$ on which $f^{q}$ is univalent - called a fundamental crescent for $f$ - and the inverse $\left.f^{-q}\right|_{f^{q}\left(C_{f}\right)}$ extends to $C_{f}$ as a univalent map.
(3) The quotient of $\mathscr{C}_{f}\left(p_{1}, p_{2}\right)=\overline{C_{f} \cup f^{q}\left(C_{f}\right)} \backslash\left\{p_{1}, p_{2}\right\}$ by the action of $f^{q}$ is a Riemann surface conformally equivalent to the bi-infinite cylinder $\mathbb{C} / \mathbb{Z}$, i.e., there exists a bi-holomorphism $\psi: \mathscr{C}_{f}\left(p_{1}, p_{2}\right) \rightarrow \mathbb{C} / \mathbb{Z}$.
(4) If $z \in \overline{C_{f}} \backslash\left\{p_{1}, p_{2}\right\}$ and its positive orbit $\left\{f^{j}(z): j \geqslant 1\right\}$ intersects $\overline{C_{f}}$, let $n(z)=\min \left\{j \geqslant 1: f^{j}(z) \in \overline{C_{f}}\right\}$, and let $V_{f}=\left\{z \in \overline{C_{f}}: n(z)<\infty\right\}$. Then set $R_{C_{f}}: V_{f} \rightarrow \overline{C_{f}}$ by $R_{C_{f}}(z)=f^{n(z)}(z)$ (note that this is a first return map).
(5) Let $\tilde{V}_{f}=V_{f} / f^{q} \subset \mathscr{C}_{f}\left(p_{1}, p_{2}\right)$ and $\widetilde{R}_{C_{f}}=R_{C_{f}} / f^{q}$ (the quotient space and quotient map, respectively).
(6) Putting $W_{f}=\psi\left(\tilde{V}_{f}\right) \subset \mathbb{C} / \mathbb{Z}$ and letting $\hat{f}: W_{f} \rightarrow \mathbb{C} / \mathbb{Z}$ be defined so that the diagram

$$
\tilde{V}_{f} \xrightarrow{\tilde{R}_{C_{f}}} \mathscr{C}_{f}\left(p_{1}, p_{2}\right)
$$


commutes, then $W \subseteq W_{f}$ and $\hat{f}$ is a cylinder map belonging to $\boldsymbol{B}_{W}$.
The map $\left.\hat{f}\right|_{W} \in \boldsymbol{B}_{W}$ thus defined is called a cylinder renormalization of $f$ of period $q$. What is the relationship between the notion of cylinder renormalization and the standard notion of renormalization previously introduced in this book? An answer to this question is provided by the following result. Let us agree to call a cylinder map an analytic critical circle map if it preserves the equator $\mathbb{R} / \mathbb{Z}$ and its restriction to the equator is a critical circle map.

Proposition 14.3. Let $f \in \boldsymbol{B}_{V}$ be an analytic critical circle map, and suppose that its rotation number $\rho(f)$ is irrational. If $f$ is cylinder renormalizable with period $q=q_{n}$ (where $q_{n}$ is a return time for $f$ ), then the corresponding cylinder renormalization $\hat{f}$ is also a critical circle map, with rotation number $G^{n}(\rho(f))$ (where $G$ is the Gauss map). Moreover, its renormalization $\mathscr{R} \hat{f}$ is analytically conjugate to $\mathscr{R}^{n+1} f$.

Note that a given cylinder map $f \in \boldsymbol{B}_{V}$ can be cylinder renormalized in several different ways. However, if we fix the period $q$ and the equatorial neighborhood $W$, then every $g \in \boldsymbol{B}_{V}$ sufficiently close to $f$ will also be cylinder renormalizable with period $q$, and $\hat{g} \in \boldsymbol{B}_{W}$. In fact, using the theory of holomorphic motions, Yampolsky shows that $\hat{g}$ depends holomorphically on $g$. The cylinder renormalization procedure just described can also be defined for holomorphic commuting pairs $\zeta=(\eta, \xi)$ in the Epstein class, and in this context it can be made more canonical because the natural periodic points to use are the (symmetric) fixed points $p_{\eta}^{ \pm}$of the maps $\eta$. This is the basis for obtaining a well-defined, Fréchet differentiable cylinder renormalization operator $\mathscr{R}_{\text {cyl }}$ whose hyperbolicity properties can then be studied.

There would be much more to be said, but we choose to stop here.

## Final remarks

There is a large literature on parabolic bifurcations, on both their local and global aspects, and on parabolic renormalization. The reader interested in delving deeper into this subject may start with Milnor [2006] for the basic local theory and then consult Shishikura [2000], as well as the book by Lanford and Yampolsky [2014] for global aspects. The theory of parabolic renormalization was used by Shishikura in his celebrated proof that the boundary of the Mandelbrot set has Hausdorff dimension equal to 2 - see Shishikura [1998] - and more recently by Buff and Chéritat in their construction of Julia sets of positive measure - see Buff and Chéritat [2012].

## Exercises

Exercise 14.1. Prove Lemma 14.3.
Exercise 14.2. Complete the proof of Theorem 14.3 by showing that holomorphic commuting pairs have no wandering domains (see Section 11.2).

Exercise 14.3. Prove Lemma 14.13.
Exercise 14.4. Prove that the family $\mathscr{F}_{\sigma}$ of complex almost parabolic maps introduced in Section 14.5 is a normal family in the sense of Montel.

Exercise 14.5. Let $f: U \rightarrow \mathbb{C}$ be a holomorphic map and suppose $z_{0} \in U$ is an isolated fixed point of $f$. We define the holomorphic index of $f$ at $z_{0}$ to be the integral

$$
i\left(f ; z_{0}\right)=\frac{1}{2 \pi i} \int_{C} \frac{d z}{z-f(z)}
$$

where $C$ is any simple closed curve containing $z_{0}$ in its interior, and no other fixed point of $f$, oriented in the counterclockwise direction.
(i) Show that $i\left(f ; z_{0}\right)$ varies continuously with $f$ (in an appropriate sense).
(ii) Let $\lambda=f^{\prime}\left(z_{0}\right)$ be the multiplier of the fixed point $z_{0}$. Show that (a) if $\lambda \neq 1$, then $i\left(f ; z_{0}\right)=(1-\lambda)^{-1} ;$ and (b) if $\lambda=1$, then $i\left(f ; z_{0}\right)=0$.
(iii) Let $D$ be a closed topological disk contained in $U$, and suppose $f$ has exactly $N$ fixed points inside $D$, say $z_{0}, z_{1}, \ldots, z_{N-1}$. Show that

$$
\frac{1}{2 \pi i} \int_{\partial D} \frac{d z}{z-f(z)}=\sum_{j=0}^{N-1} i\left(f ; z_{j}\right)
$$

(iv) Use items (i),(ii) and (iii) to prove (14.14).

## Epilogue

We end this book with some remarks, conjectures and open questions on multicritical circle maps.

1. Recall that in Chapter 6 we introduced the notion of signature of a multicritical circle map (see Definition 6.2). We may re-state Question 10.1 as follows. Let $f, g: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be two $C^{3}$ multicritical circle maps with the same signature, and let $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a conjugacy between $f$ and $g$ such that $h$ maps each critical point of $f$ to a corresponding critical point of $g$. Is $h$ a $C^{1}$ diffeomorphism? Are there conditions on the rotation number that make $h$ better than $C^{1}$ ? To the best of our knowledge, no rigidity results are available for maps with $N \geqslant 3$ critical points ${ }^{5}$. As mentioned in Section 6.1.1 (see Remark 6.1), a construction similar to the one developed by Zakeri, in order to prove Theorem 6.1, could be useful as a starting point.
2. What about (multi)critical circle maps with non-integer criticalities? Not even the existence of periodic orbits (for renormalization) in the unicritical case has been established yet in full generality (for real-analytic unicritical circle maps with bounded combinatorics, Gorbovickis and Yampolsky [2020] were able to establish both existence and hyperbolicity of the horseshoe-like attractor (recall Section 13.4), but only allowing criticalities close enough to an odd integer). For unimodal maps, this problem has been completely solved by Martens [1998] (see also Gorbovickis and Yampolsky

[^34][2018]), but it is unclear to us whether his methods can be adapted to the circle case.
3. As already mentioned, the full Lebesgue measure set $\mathbb{A} \subset(0,1)$ of rotation numbers considered in Definition 10.4, for which $C^{1+\alpha}$ rigidity holds, was originally defined in de Faria and de Melo [1999, §4.4]. A natural question is: Are these conditions optimal? In other words, is $\mathbb{A}$ the largest set of rotation numbers for which statement (3) in Theorem 10.1 is true?
4. Another way to approach the previous question is to look at the complement of the set $\mathbb{A}$. In Section 10.5, a saddle-node surgery technique was used to build $C^{\infty}$ counterexamples to $C^{1+\alpha}$ rigidity for each rotation number $\rho=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ satisfying $a_{n} \geqslant 2$ for all $n$ and
$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \log a_{n}=\infty
$$

Can such counterexamples be built for every rotation number not in $\mathbb{A}$ ? An analogous question can be asked in the analytic category. In Avila [2013] (recall Theorem 10.6), using parabolic surgery, Avila constructed real-analytic counterexamples to $C^{1+\alpha}$ rigidity for each rotation number in another set of rotation numbers (still properly contained in the complement of $\mathbb{A}$ ). What is the optimal class of rotation numbers in this case? Is it still the whole complement of $\mathbb{A}$ ?
5. The problem of global hyperbolicity of the renormalization operator for $C^{r}$ unimodal maps was solved in de Faria, de Melo, and Pinto [2006], through a combination of the deep holomorphic results obtained by Lyubich [1999] (later improved by Avila and Lyubich [2011]) with certain techniques of non-linear functional analysis borrowed from the work of Davie [1996]. Can these ideas be adapted to the study of the renormalization of $C^{r}$ (multi)critical circle maps? There are several difficulties to overcome here, such as to provide a suitable definition of a manifold structure directly in the space of real analytic critical commuting pairs. If this space can be endowed with a Banach manifold structure under which the renormalization operator is hyperbolic, then it is not too difficult to push such hyperbolicity to the space of $C^{r}$ critical commuting pairs (see Voutaz [2006]). Recall, however, that the space of cylinder maps defined by Yampolsky (see

Section 14.8) does have a complex Banach manifold structure, and that, in somewhat imprecise terms, the cylinder renormalization operator does act as a holomorphic map in this space. So perhaps an alternative approach to $C^{r}$ hyperbolicity exists which avoids commuting pairs altogether.
6. Is it possible to prove Theorem 13.2 and Theorem 13.3 without appeal to holomorphic methods? Although quite powerful, the use of holomorphic methods limits the discussion to maps all of whose critical points have integer criticalities. See problem (2) above.
7. Is Theorem 10.1 still true if the maps $f$ and $g$ are only $C^{3}$ ?
8. Rigidity in the space of $C^{2}$ maps is most likely false. Can one construct explicit examples? What about rigidity in the space of $C^{2+\alpha}$ maps?
9. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a $C^{\infty}$ multicritical circle map, all of whose critical points are non-flat. As we know from Section 2.3, $f$ is uniquely ergodic. Is $f$ distributionally uniquely ergodic? More precisely, is it true that, for each $k \in \mathbb{N}$, the linear space $\mathscr{D}_{k}^{\prime}(f)$ is one-dimensional? As mentioned in Section 8.4, this is true for $k=1$ (see Theorem 8.9). Recall also that every $C^{\infty}$ diffeomorphism of the circle with irrational rotation number is distributionally uniquely ergodic (Theorem 3.13).
10. Finally, one topic that we did not touch at all in this book is what is commonly referred to by physicists as mode locking universality. In a typical (monotone) one-parameter family of (uni)critical circle maps, such as the Arnold family, the set of parameters for which the rotation number is irrational constitutes a Cantor set (see Figure 6.2), called the mode-locking Cantor set. It is conjectured that the Hausdorff dimension of this Cantor set is a universal number - which has been numerically computed to be approximately $0.870 \ldots$, see Cvitanović, Gunaratne, and Vinson [1990]. It has been shown by Graczyk and Świątek [1996] that this dimension indeed lies strictly between zero and one. In particular, the Cantor set in question has zero Lebesgue measure. This is in sharp contrast with what happens in typical one-parameter families of circle diffeomorphisms: in such cases, Herman [1988] had already shown in the seventies that the corresponding

Cantor set has positive measure. Universality of the Hausdorff dimension in the critical case would follow from a careful study of the holonomy of the lamination determined by the stable manifolds of the renormalization operator (acting on a suitable space of critical commuting pairs), presumably in a similar manner as in the corresponding study of holonomy carried out for $C^{r}$ unimodal maps in de Faria, de Melo, and Pinto [2006]. For more on the empirical study of the scaling geometry of the mode-locking Cantor set, see the work by Cvitanović, Shraiman, and Söderberg [1985].

## Ergodic Theory of Continued Fractions

In this appendix we briefly discuss the relationship between continued fraction expansions and the ergodic theory of the Gauss map. The reader can find much more about this beautiful subject in the books Billingsley [1965], Cornfeld, Fomin, and Sinaĭ [1982], and Iosifescu and Kraaikamp [2002]. Here we content ourselves to providing a proof of the fact that the set $\mathbb{A} \subset(0,1)$ given by Definition 10.4 has full Lebesgue measure (see Corollary A. 1 and Lemma A. 3 below).

## A. 1 Expansions as itineraries

For any real number $x$ denote by $\lfloor x\rfloor$ the integer part of $x$, that is, the greatest integer less than or equal to $x$. Also, denote by $\{x\}$ the fractional part of $x:\{x\}=$ $x-\lfloor x\rfloor \in[0,1)$. Recall from Chapter 1 that the Gauss map $G:[0,1] \rightarrow[0,1]$ is given by

$$
G(\rho)=\left\{\frac{1}{\rho}\right\} \text { for } \rho \neq 0, \text { and } G(0)=0
$$

Note that both $\mathbb{Q} \cap[0,1]$ and $[0,1] \backslash \mathbb{Q}$ are $G$-invariant. Under the action of $G$, all rational numbers in $[0,1]$ eventually land on the fixed point at the origin (see Exercise A.6). On the other hand, the positive orbit of any irrational number remains
in the open set $\bigcup_{k \geqslant 1} M_{k}$, where $M_{k}=\left(\frac{1}{k+1}, \frac{1}{k}\right)$. In this appendix, we briefly discuss the following dynamical definition of continued fraction expansions.

Definition A.1. The continued fraction expansion of an irrational number in $[0,1]$ is the sequence given by its itinerary under $G$, according to the partition $\bigcup_{k \geqslant 1} M_{k}$.

More precisely, we identify each irrational number $\rho$ in $[0,1]$ with the sequence [ $\left.a_{0}, a_{1}, \ldots\right]$ defined by $G^{n}(\rho) \in M_{a_{n}}$ for all $n \in \mathbb{N}$. In other words, for any $\rho \in(0,1) \backslash \mathbb{Q}$ and any $n \in \mathbb{N}$ we have that $G^{n}(\rho) \in\left(\frac{1}{k+1}, \frac{1}{k}\right)$ if, and only if, $a_{n}=k$. It is easy to see that this definition coincides with the one used along the book. Indeed, if

$$
\rho=\frac{1}{a_{0}+\frac{1}{a_{1}+\frac{1}{\ddots}}}
$$

belongs to $(1 /(k+1), 1 / k)$, then $a_{0}=\left\lfloor\frac{1}{\rho}\right\rfloor=k$ and $G(\rho)=\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{\cdot}}}$, since

$$
1 / \rho=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{\ddots}}} .
$$

In particular, the Gauss map acts as a left shift on the continued fraction expansion of $\rho$. Indeed, since for each $k \geqslant 1$ the restriction $\left.G\right|_{M_{k}}$ is an expanding diffeomorphism onto ( 0,1 ), it can be proved (see Exercise A.7) that the map $h$ from $[0,1] \backslash \mathbb{Q}$ to $\mathbb{N}^{\mathbb{N}}$ identifying each irrational number to its itinerary under $G$ is a homeomorphism (endowing $\mathbb{N}^{\mathbb{N}}$ with the product topology). Therefore, the action of $G$ on $[0,1] \backslash \mathbb{Q}$ is topologically conjugate to the left shift $\sigma: \mathbb{N}^{\mathbb{N}} \rightarrow \mathbb{N}^{\mathbb{N}}$
mapping $\left[a_{0}, a_{1}, \ldots\right]$ to $\left[a_{1}, a_{2}, \ldots\right]$ :


## A. 2 The Gauss measure and almost surely properties

As we have seen in the fourth part of the present monograph, irrational numbers of bounded type play a major role in the rigidity theory of multicritical circle maps. Let us recall here their definition.

Definition A.2. An irrational number $\rho \in[0,1]$ is of bounded type if there exists a constant $K>0$ such that $a_{n}<K$ for all $n \in \mathbb{N}$.

The set of numbers of bounded type is dense in $(0,1)$. Indeed, as it is not difficult to prove (see Exercise A.3), the set of periodic orbits of $\sigma$ is dense in $\mathbb{N}^{\mathbb{N}}$, which implies that irrational numbers with periodic continued fraction expansion ${ }^{1}$ are dense in $(0,1)$. On the other hand, from the measure-theoretical viewpoint, we have the following result.

Lemma A.1. The set of numbers of bounded type has zero Lebesgue measure.
As it is well known (see for instance Mañé [1987]), the map $G$ admits an invariant ergodic Borel measure $v$ (called the Gauss measure) given by

$$
v(A)=\frac{1}{\log 2} \int_{A} \frac{d \rho}{1+\rho} \quad \text { for any Borel set } A \subset[0,1]
$$

Note that $v(0, \rho)=\log (1+\rho) / \log 2$ for any $\rho \in[0,1]$, so the coefficient $1 / \log 2$ turns $v$ into a probability measure on the unit interval. If we denote by $m$ the

[^35]Lebesgue measure on $[0,1]$, we immediately have

$$
\frac{1}{2 \log 2} m(A) \leqslant v(A) \leqslant \frac{1}{\log 2} m(A)
$$

for any Borel set $A \subset[0,1]$. In particular, the Gauss measure $v$ is equivalent to the Lebesgue measure on $[0,1]$ (i.e., they share the same null sets).

Proof of Lemma A.1. Consider the increasing sequence $\left\{K_{m}\right\}_{m \in \mathbb{N}}$ of subsets of $[0,1]$ defined by

$$
K_{m}=\left\{\rho \in[0,1] \backslash \mathbb{Q}: \rho=\left[a_{0}, a_{1}, \ldots\right] \quad \text { with } a_{n}<m \text { for all } n \in \mathbb{N}\right\} .
$$

Note that each $K_{m}$ is a Cantor set, homeomorphic to $\{1,2, \ldots, m-1\}^{\mathbb{N}}$. The union $\bigcup_{m \in \mathbb{N}} K_{m}$ coincides with the set of numbers of bounded type. Since the Gauss measure is equivalent to Lebesgue, it is enough to prove that $v\left(K_{m}\right)=0$ for each $m \in \mathbb{N}$. But this follows at once from the ergodicity of $v$ under $G$, since each $K_{m}$ is a $G$-invariant set contained in the interval $(1 / m, 1)$.

For the classical proof of Lemma A.1, with no dynamical arguments, we refer the reader to Khinchin [1997, Section 13]. A much more precise statement can be obtained from Birkhoff's Ergodic Theorem.

Proposition A.1. For Lebesgue almost every $\rho$ in $[0,1]$ we have that every integer $k \geqslant 1$ must appear infinitely many times in the continued fraction expansion of $\rho=\left[a_{0}, a_{1}, \ldots\right]$. Moreover, if we define

$$
\tau_{n}(\rho, k)=\frac{1}{n} \#\left\{0 \leqslant j<n: a_{j}=k\right\},
$$

we have that $\left\{\tau_{n}(\rho, k)\right\}_{n \in \mathbb{N}}$ converges to the positive value

$$
\frac{1}{\log 2} \log \left(1+\frac{1}{k(k+2)}\right)
$$

that only depends on $k$.
Proof. Since

$$
\tau_{n}(\rho, k)=\frac{1}{n} \#\left\{0 \leqslant j<n: G^{j}(\rho) \in M_{k}\right\},
$$

we deduce from Birkhoff's Ergodic Theorem that

$$
\lim _{n \rightarrow+\infty} \tau_{n}(\rho, k)=v\left(M_{k}\right)=\frac{1}{\log 2} \log \left(1+\frac{1}{k(k+2)}\right)
$$

for $v$ almost every $\rho$ (and then the same holds for Lebesgue almost every $\rho$ ).
Since the asymptotic frequency given by Proposition A. 1 is strictly decreasing in $k$, one should expect that typical numbers, even having unbounded partial quotients, have slow growth. This is explicitly formulated in the following lemma.

Lemma A.2. Let $\left\{b_{n}\right\}_{n \in \mathbb{N}}$ be any given increasing sequence of positive numbers such that $\sum_{n \in \mathbb{N}} 1 / b_{n}<\infty$. For Lebesgue almost every $\rho=\left[a_{0}, a_{1}, \ldots\right]$ in $[0,1]$ we have $a_{n}<b_{n}$ for all $n$ large enough.
Proof. For each $n \in \mathbb{N}$ consider the sets $U_{n}=\left\{\rho: a_{n}>b_{n}\right\}$ and $V_{n}=\{\rho:$ $\left.a_{0}>b_{n}\right\}$. We want to prove that

$$
\begin{equation*}
v\left(\limsup _{n \rightarrow+\infty} U_{n}\right)=v\left(\bigcap_{k \in \mathbb{N}} \bigcup_{n \geqslant k} U_{n}\right)=0 \tag{A.1}
\end{equation*}
$$

Since $G^{-n}\left(V_{n}\right)=U_{n}$ and $V_{n} \subset\left(0,1 / b_{n}\right)$, we have that

$$
v\left(U_{n}\right) \leqslant v\left(0,1 / b_{n}\right)=\frac{1}{\log 2} \log \left(1+\frac{1}{b_{n}}\right) \leqslant \frac{1}{\log 2} \frac{1}{b_{n}}
$$

for $n$ large enough. In particular, $\sum_{n \in \mathbb{N}} v\left(U_{n}\right)<\infty$ and then (A.1) follows from the Borel-Cantelli Lemma.

Corollary A.1. For Lebesgue almost every $\rho$ in $[0,1]$ we have

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log a_{n}=0 \quad \text { and } \quad \limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} \log a_{j}<\infty
$$

Lemma A.3. For Lebesgue almost every $\rho$ in $[0,1]$ we have

$$
\begin{equation*}
\frac{1}{n} \sum_{j=k+1}^{k+n} \log a_{j} \leqslant C(\rho)\left(1+\log \frac{k}{n}\right) \quad \text { for all } \quad 0<n \leqslant k \tag{A.2}
\end{equation*}
$$

where $C(\rho)>0$ depends on $\rho$.

As mentioned in Chapter 10 (see Definition 10.4), the set of numbers satisfying both Corollary A. 1 and Lemma A. 3 simultaneously was first considered in de Faria and de Melo [1999, Section 4.4]. Corollary A. 1 follows straightforward from Lemma A. 2 by taking, say, $b_{n}=n^{1+\varepsilon}$ for any $\varepsilon>0$. We proceed now to prove Lemma A.3, following de Faria and de Melo [ibid., App. C].

We remark that all probabilistic estimates below will be done for the Gauss measure $\nu$. Note first that the probability $p_{k}$ that the $n$-th partial quotient $a_{n}(\rho)$ be equal to a given integer $k \geqslant 1$ is

$$
\begin{equation*}
p_{k}=v\left(G^{-n}\left(M_{k}\right)\right)=v\left(M_{k}\right)=\frac{1}{\log 2} \log \left(1+\frac{1}{k(k+2)}\right)<\frac{2}{k^{2}} . \tag{A.3}
\end{equation*}
$$

From this, we see that the probability that $a_{n}(\rho)$ be at least $k$ is smaller than $4 / k$.
We shall now prove Lemma A.3, which establishes Condition (3) in Definition 10.4 for almost all numbers $\rho \in[0,1]$ with $\omega(t)=C(\rho)(1-\log t)$, where $C(\rho)>0$.

Proof. Let $E \subset(0,1)$ be the full Lebesgue measure set of irrational numbers satisfying Lemma A. 2 with $b_{n}=n^{2}$. In attempting to prove the inequality (A.2) for a given $\rho \in E$, we may assume that $k$ is so large that $a_{j}(\rho)<j^{2}$ for all $j \geqslant k$. The remaining cases, corresponding to the remaining finitely many pairs $(n, k)$, are taken care of by a suitable choice of the constant $C(\rho)$.

Given $(n, k)$, there are two possibilities to consider. The first possibility is that $n^{2}<k$. In this case we simply observe that

$$
\frac{1}{n} \sum_{j=k+1}^{k+n} \log a_{j}(\rho) \leqslant 2 \log (k+n)<5 \log \frac{k}{n}
$$

for all sufficiently large $k$.
The second possibility is that $n \leqslant k \leqslant n^{2}$. Here, we shall prove that with probability one the left-hand side of (A.2) is bounded by 10 . For this purpose, let us consider the following pathologies.
(a) For a given $m \geqslant 1$, there are more than $2 n p_{m}$ partial quotients $a_{k+i}(\rho)$ with $1 \leqslant i \leqslant n$ such that $a_{k+i}(\rho)=m$ (where $p_{m}$ is as defined in (A.3)). By an elementary combinatorial argument, we see that this occurs with probability at most

$$
\sum_{j=\left\lceil 2 n p_{m}\right\rceil}^{n}\binom{n}{j} p_{m}^{j}\left(1-p_{m}\right)^{n-j}<\left(\frac{e}{4}\right)^{n p_{m}}
$$

The probability that this happens for some $m$ in the range $1 \leqslant m \leqslant n^{1 / 3}$ is therefore smaller than

$$
n^{1 / 3}\left(\frac{e}{4}\right)^{2 n^{1 / 3}}<\frac{1}{n^{4}}
$$

if $n$ is sufficiently large.
(b) There are more than $n^{2 / 3}$ partial quotients $a_{k+i}(\rho)$ with $1 \leqslant i \leqslant n$ such that $a_{k+i}(\rho)>n^{1 / 3}$. By a similar reasoning to the one used in $(a)$, we see that this occurs with probability smaller than

$$
\left(\frac{e}{4}\right)^{n^{1 / 3}}<\frac{1}{n^{4}}
$$

if $n$ is sufficiently large.
Therefore, fixing $n$ sufficiently large, the probability that there exists $k$ in the range $n \leqslant k \leqslant n^{2}$ such that one of the above pathologies occurs for $(n, k)$ is certainly less than $n^{2} \times\left(2 / n^{4}\right)=2 / n^{2}$. Since the series $\sum 2 / n^{2}$ converges, again by Borel-Cantelli we deduce that with probability one there are no pathologies for $(n, k)$ if $k$ (and hence $n$ ) is sufficiently large.

Now, if there are no pathologies for $(n, k)$, and noting that for $1 \leqslant i \leqslant n$ we have

$$
a_{k+i}(\rho)<(k+i)^{2} \leqslant\left(n^{2}+n\right)^{2} \leqslant 4 n^{4}
$$

if $k$ is sufficiently large, we deduce that

$$
\begin{aligned}
\frac{1}{n} \sum_{j=k+1}^{k+n} \log a_{j}(\rho) & \leqslant \frac{1}{n} \sum_{m=1}^{\left\lfloor n^{1 / 3}\right\rfloor}\left(2 n p_{m}\right) \log m+\frac{n^{2 / 3}}{n} \log \left(4 n^{4}\right) \\
& <\sum_{m=1}^{\left\lfloor n^{1 / 3}\right\rfloor} \frac{4 \log m}{m^{2}}+\frac{1}{n^{1 / 3}}(2 \log 2+4 \log n)
\end{aligned}
$$

which is less than 10 if $n$ is sufficiently large. This completes the proof.
We have proved that the set $\mathbb{A}$ from Definition 10.4 has full Lebesgue measure in $(0,1)$.

## A. 3 Diophantine approximations revisited

We finish this appendix by recalling the definition and basic properties of Diophantine and Liouville numbers.

Definition A.3. An irrational number in $[0,1]$ is said to be Diophantine if there exist constants $C>0$ and $\delta \geqslant 0$ such that:

$$
\left|\rho-\frac{p}{q}\right| \geqslant \frac{C}{q^{2+\delta}},
$$

for any natural numbers $p$ and $q \neq 0$. Irrational numbers which are not Diophantine are called Liouville numbers.

A famous theorem, due to Liouville, asserts that any given algebraic number of degree $n \geqslant 2$ (i.e., the root of a degree $n$ polynomial with integer coefficients) is Diophantine, with exponent $\delta=n-2$ (see Khinchin [1997, Section 9]). From a dynamical viewpoint, Diophantine numbers will reappear in Appendix B, where we will prove that sufficiently smooth circle diffeomorphisms with Diophantine rotation number are smoothly linearizable (more precisely, we will prove Theorem 4.11: if $f$ belongs to Diff ${ }^{2+\alpha}\left(\boldsymbol{S}^{1}\right)$ and has rotation number $\rho$ which is Diophantine of order $\delta$, then any topological conjugacy between $f$ and the rigid rotation of angle $\rho$ is a $C^{1+\alpha-\delta}$ diffeomorphism, provided $0 \leqslant \delta<\alpha<1$ ).

As we saw in Chapter 4 (see Exercise 4.11), an irrational number is of bounded type if it satisfies Definition A. 3 for $\delta=0$, that is, $\rho$ in $[0,1]$ is of bounded type if there exists $C>0$ such that

$$
\left|\rho-\frac{p}{q}\right| \geqslant \frac{C}{q^{2}},
$$

for any natural numbers $p$ and $q \neq 0$. Recall from Lemma A. 1 that, despite being uncountable and dense in the unit interval, the set of numbers of bounded type has zero Lebesgue measure. The following lemma says that for any small $\delta>0$ in Definition A. 3 we capture almost every number.

Lemma A.4. For any given $\delta>0$, the set

$$
D_{\delta}=\left\{\rho \in[0,1]: \exists C>0 \text { such that }\left|\rho-\frac{p}{q}\right| \geqslant \frac{C}{q^{2+\delta}} \quad \forall p, q \in \mathbb{N}\right\}
$$

has full Lebesgue measure in $[0,1]$.

In particular, the set of Liouville numbers has zero Lebesgue measure (as it turns out, its Hausdorff dimension is also equal to zero, see Milnor [2006, Lem. C.7]).

Proof. Fix some decreasing sequence $\left\{\varepsilon_{n}\right\}_{n \in \mathbb{N}} \subset(0,1 / 2)$ such that $\varepsilon_{n} \rightarrow 0$ as $n$ goes to infinity. For each $n \in \mathbb{N}$ and each rational number $p / q \in[0,1]$ let $I_{n}(p / q)$ be the open interval centered at $p / q$ with radius $\varepsilon_{n} / q^{2+\delta}$, and let $U_{n}$ be the union of these intervals over all rational numbers, i.e.,

$$
\begin{aligned}
U_{n} & =\bigcup_{p / q \in[0,1] \cap \mathbb{Q}} I_{n}(p / q) \\
& =\left\{\rho \in[0,1]: \exists p, q \in \mathbb{N} \text { such that }\left|\rho-\frac{p}{q}\right|<\frac{\varepsilon_{n}}{q^{2+\delta}}\right\} .
\end{aligned}
$$

Note that each $U_{n}$ is open and dense in the unit interval, and that the sequence $\left\{U_{n}\right\}_{n \in \mathbb{N}}$ is a nested sequence. Since

$$
\bigcap_{n \in \mathbb{N}} U_{n}=[0,1] \backslash D_{\delta}
$$

it is enough to prove that $\lim _{n} m\left(U_{n}\right)=0$. With this purpose, fix some $n \in \mathbb{N}$ and consider, for any positive integer $q$, the set

$$
U_{n}(q)=\left\{\rho \in[0,1]: \exists p \in\{0,1, \ldots, q-1, q\} \text { such that }\left|\rho-\frac{p}{q}\right|<\frac{\varepsilon_{n}}{q^{2+\delta}}\right\} .
$$

From

$$
U_{n}=\bigcup_{q \in \mathbb{N} \backslash\{0\}} U_{n}(q) \quad \text { and } \quad m\left(U_{n}(q)\right)=\frac{2 \varepsilon_{n}}{q^{1+\delta}}
$$

we obtain

$$
m\left(U_{n}\right) \leqslant 2 \varepsilon_{n} \sum_{q \geqslant 1} \frac{1}{q^{1+\delta}}
$$

which converges to zero as $n$ goes to infinity (recall that $\delta$ is assumed to be strictly positive!).

Incidentally we have proved that $[0,1] \backslash D_{\delta}$ is a residual set, in the sense of Baire, since each $U_{n}$ is open and dense. With minor adaptations, this implies the following fact.

Lemma A.5. The set of Liouville numbers is residual in $[0,1]$, in the sense of Baire.

## Exercises

Exercise A.1. Show that, when restricted to each interval $M_{k}=(1 /(k+1), 1 / k)$, the Gauss map has a unique fixed point, given by $\rho_{k}=\left(\sqrt{k^{2}+4}-k\right) / 2$. In particular, if $\varphi=(1+\sqrt{5}) / 2$ denotes the famous golden ratio, we have $\rho_{1}=$ $\varphi-1$.

Exercise A.2. For each $k \in \mathbb{N}$, show that the continued fraction expansion of $\rho_{k}$ equals $[k, k, k, \ldots]$ (note that, for even integer $k$, this expansion has been obtained in Exercise 1.4).

Exercise A.3. Show that the set of periodic points of the Gauss map is dense in [0, 1].
Exercise A.4. Show that the Gauss map is transitive (in fact, topologically mixing) in the unit interval.

Exercise A.5. Show that any periodic point of the Gauss map is the root of a quadratic polynomial with integer coefficients.

Exercise A.6. Show that $\rho \in(0,1)$ is a rational number if, and only if, there exists $n \geqslant 1$ such that $G^{n}(\rho)=0$.
Exercise A.7. Prove that the map $h$ from $[0,1] \backslash \mathbb{Q}$ to $\mathbb{N}^{\mathbb{N}}$ identifying each irrational number to its itinerary under the Gauss map is a homeomorphism.

Exercise A.8. Show that the Gauss measure $v$ is invariant under the Gauss map.
Exercise A.9. Following Chapter 8, the Lyapunov exponent of the Gauss map at a given point $\rho \in(0,1) \backslash \mathbb{Q}$ is defined as

$$
\begin{equation*}
\chi_{G}(\rho)=\lim _{n \rightarrow+\infty} \frac{1}{n} \log \left|D G^{n}(\rho)\right| \tag{A.4}
\end{equation*}
$$

whenever the limit exists. For any such $\rho$, let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a circle homeomorphism with rotation number $\rho$ and unique invariant measure $\mu$. Using identity (6.45) from Exercise 6.2, show that for any $x \in S^{1}$ and any $n \in \mathbb{N}$ we have

$$
\lim _{n \rightarrow+\infty} \frac{\log \mu\left(I_{n}\right)}{n}=-\frac{\chi_{G}(\rho)}{2}
$$

where $I_{n}$ is the interval with endpoints $x$ and $f^{q_{n}}(x)$ containing $f^{q_{n+2}}(x)$.

Exercise A.10. Show that $\chi_{G}\left(\rho_{k}\right)=\log \left|D G\left(\rho_{k}\right)\right|=-2 \log \left(\rho_{k}\right)$ for all $k \in \mathbb{N}$. In particular, $\chi_{G}\left(\rho_{1}\right)=2 \log \varphi$, since $\rho_{1}=1 / \varphi$.
Exercise A.11. Let $\rho \in(0,1)$ be such that the limit in (A.4) exists. Show that $\chi_{G}(\rho) \geqslant \chi_{G}\left(\rho_{1}\right)$, with equality if, and only if, $\rho=\rho_{1}$.
Exercise A.12. Using Birkhoff's Ergodic Theorem, show that the limit in (A.4) exists for Lebesgue almost every $\rho \in(0,1)$, and equals

$$
\int_{[0,1]} \log |D G| d \nu=\frac{\pi^{2}}{6 \log 2}
$$

(Hint: Use integration by parts to deduce that

$$
\int_{[0,1]} \log |D G| d \nu=\frac{2}{\log 2} \int_{0}^{1} \frac{\log (1+\rho)}{\rho} d \rho .
$$

Solve this integral using Taylor series, and recall that $\left.\sum_{n=1}^{+\infty}(-1)^{n-1} \frac{1}{n^{2}}=\pi^{2} / 12\right)$. Exercise A.13. Let $f: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ be a homeomorphism with irrational rotation number $\rho \in(0,1)$ and unique invariant measure $\mu$. Conclude from Exercises A. 9 and A. 12 that for Lebesgue almost every $\rho$ we have

$$
\lim _{n \rightarrow+\infty} \frac{\log \mu\left(I_{n}\right)}{n}=\frac{-\pi^{2}}{12 \log 2}
$$

In other words, the decay of $\mu\left(I_{n}\right)$ is comparable to $\exp \left(\frac{-\pi^{2}}{12 \log 2} n\right)$ for almost every rotation number $\rho$.
Exercise A.14. Following the same ideas, one proves (see for instance Iosifescu and Kraaikamp [2002, Th. 4.1.26]) that for Lebesgue almost every $\rho$ we have

$$
\lim _{n \rightarrow+\infty} \frac{\log q_{n}(\rho)}{n}=\frac{\pi^{2}}{12 \log 2}
$$

Conclude from this and Exercise A. 13 that for Lebesgue almost every $\rho$ we have

$$
\lim _{n \rightarrow+\infty} \frac{1}{n} \log \left|\rho-\frac{p_{n}(\rho)}{q_{n}(\rho)}\right|=\frac{-\pi^{2}}{6 \log 2}
$$

Exercise A.15. Prove Lemma A.5.

## Cohomological Equations and Smooth <br> Conjugacies

In this appendix we provide a proof of Theorem 4.11, following the original work of Khanin and Teplinsky [2009]. With this purpose, fix $\alpha \in(0,1)$ and let $f \in$ $\operatorname{Diff}^{2+\alpha}\left(\boldsymbol{S}^{1}\right)$ whose irrational rotation number $\rho \in(0,1)$ is Diophantine of order $\delta \geqslant 0$, i.e., there exists a constant $C>0$ such that

$$
\left|\rho-\frac{p}{q}\right| \geqslant \frac{C}{q^{2+\delta}}
$$

for any rational number $p / q$. We assume, moreover, that $\delta<\alpha$.
Besides Chapter 4, we have seen the Diophantine condition several times in the present book, see Chapter 3, Chapter 7 and Chapter 8. An equivalent definition can be given as follows: $\rho$ is Diophantine of order $\delta$ if there exists a constant $M>0$ such that $q_{n+1} \leqslant M q_{n}^{1+\delta}$ for all $n \in \mathbb{N}$ (Exercise 4.10), where $\left\{q_{n}\right\}$ is the sequence of return times of $\rho$. In particular, note that $\rho$ is of bounded type if, and only if, it is Diophantine of order 0 (Exercise 4.11). Recall, finally, that we have proved in Appendix A that Diophantine numbers in $(0,1)$ form a meager set (in the sense of Baire) with full Lebesgue measure (see Lemma A. 4 and Lemma A.5).

## B. 1 The cohomological equation

As usual, we denote by $C^{0}\left(\boldsymbol{S}^{1}\right)$ the space of continuous real functions of the circle, endowed with the uniform convergence topology. In this space, we consider the following cohomological equation:

$$
\begin{equation*}
\log D f=\psi-\psi \circ f . \tag{B.1}
\end{equation*}
$$

Note that if there exists a $C^{1}$ diffeomorphism $h$ conjugating $f$ with the rigid rotation $R_{\rho}\left(\right.$ i.e., $\left.h \circ f=R_{\rho} \circ h\right)$, then $\psi=\log D h$ belongs to $C^{0}\left(\boldsymbol{S}^{1}\right)$ and is a solution of the cohomological equation (B.1).

Conversely, let us assume for a moment that there is a solution $\psi \in C^{0}\left(\boldsymbol{S}^{1}\right)$ of (B.1). Just as we did in Section 4.1, during the proof of Theorem 4.3, we consider $\phi: S^{1} \rightarrow \mathbb{R}$ given by $\phi(x)=c \cdot e^{\psi(x)}$, where the positive constant $c$ is chosen so that $\int_{\boldsymbol{S}^{1}} \phi(x) d x=1$ (in other words, $c=1 / \int_{\boldsymbol{S}^{1}} e^{\psi(x)} d x$ ). From the cohomological equation (B.1), we immediately obtain

$$
\begin{equation*}
\phi(x)=\phi(f(x)) D f(x) \tag{B.2}
\end{equation*}
$$

for all $x \in \boldsymbol{S}^{1}$. With this at hand, we fix some point $w_{0} \in \boldsymbol{S}^{1}$ and consider $h: \boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{\mathbf{1}}$ defined by $D h=\phi$ and $h\left(w_{0}\right)=1$. More precisely,

$$
h(z)=\int_{w_{0}}^{z} \phi(x) d x \quad(\bmod 1) .
$$

Since $\phi$ is continuous, $h$ is of class $C^{1}$. Moreover, from our choice of the constant $c$ above, $\int_{\boldsymbol{S}^{1}} D h(x) d x=1$ which implies that $h$ is a homeomorphism, i.e., it has topological degree one. Since $D h$ is strictly positive, the inverse $h^{-1}$ is also $C^{1}$. Therefore, $h \in \operatorname{Diff}^{1}\left(\boldsymbol{S}^{1}\right)$. Finally, using again that $D h=\phi$, the functional equation (B.2) implies that $D h=D(h \circ f)$ in the whole circle. Thus, any given lifts of $h$ and $h \circ f$ to the real line differ by a constant. In other words, the $C^{1}$ diffeomorphism $h$ conjugates $f$ with a rigid rotation (note, in particular, that the rotation number $\rho$ equals $\left.\int_{w_{0}}^{f\left(w_{0}\right)} \phi(x) d x\right)$.

Summarizing, we have proved that if there exists a solution of the cohomological equation (B.1) in $C^{0}\left(\boldsymbol{S}^{1}\right)$, then $f$ is $C^{1}$ conjugate to the rigid rotation $R_{\rho}$. Our main task, therefore, is to solve equation (B.1). In the setting of Section 4.1, this was done by means of the Gottschalk-Hedlund theorem. In this appendix we will follow a different path, after Khanin and Teplinsky [ibid.].

## B. 2 Solving the cohomological equation

Let us fix some point $w_{0} \in \boldsymbol{S}^{1}$; recall that its orbit $\mathscr{O}_{f}\left(w_{0}\right)=\left\{w_{i}=f^{i}\left(w_{0}\right)\right.$ : $i \in \mathbb{Z}\}$ is dense in $\boldsymbol{S}^{1}$. We define a function $\psi: \mathscr{O}_{f}\left(w_{0}\right) \rightarrow \mathbb{R}$ by the initial condition $\psi\left(w_{0}\right)=0$ and the recursive formula

$$
\begin{equation*}
\psi\left(w_{i+1}\right)=\psi\left(w_{i}\right)-\log D f\left(w_{i}\right) \quad \text { for all } i \in \mathbb{Z} \tag{B.3}
\end{equation*}
$$

Our main task to prove Theorem 4.11 is to establish the following fact.

## Proposition B.1. The function $\psi$ defined above is continuous.

Since $\mathscr{O}_{f}\left(w_{0}\right)$ is dense in $\boldsymbol{S}^{1}$, Proposition B. 1 allows us to extend $\psi$ continuously to the whole circle, obtaining in this way a solution of the cohomological equation (B.1) in $C^{0}\left(\boldsymbol{S}^{1}\right)$. As it turns out, the estimates we will obtain on our way to prove Proposition B. 1 allow us to also prove that the function $\phi$ defined above is Hölder continuous with (positive) exponent $\alpha-\delta$ (see Appendix B.6.1), thus proving Theorem 4.11.
Remark B.1. In the fourth and final part of this book, we have presented renormalization methods developed to prove that certain topological conjugacies are in fact smooth diffeomorphisms. In order to keep this appendix independent of those tools, we will not mention any renormalization operator here. However, the reader will not fail to notice the overlap with some of the ideas presented in Chapter 10. Indeed, after establishing some distortion estimates in Appendix B.3, we will prove in Appendix B. 4 that for any given $f \in \operatorname{Diff}^{2+\alpha}\left(\boldsymbol{S}^{1}\right)$ with irrational rotation number $\rho$, the sequences $\left\{f^{q_{n}}\right\}_{n \in \mathbb{N}}$ and $\left\{R_{\rho}^{q_{n}}\right\}_{n \in \mathbb{N}}$ converge together exponentially fast in $\operatorname{Diff}^{1}\left(\boldsymbol{S}^{1}\right)$, endowed with the standard $C^{1}$ metric, where $\left\{q_{n}\right\}_{n \in \mathbb{N}}$ is the sequence of closest return times of $\rho$ (both sequences converging, as expected, to the identity map).

An important remark here is that this exponential convergence holds for any irrational rotation number. By assuming that $\rho$ is Diophantine of order $\delta$, with $0 \leqslant \delta<\alpha$, we will be able to prove in Appendix B. 5 and Appendix B. 6 that such exponential convergence implies rigidity: any topological conjugacy between $f$ and $R_{\rho}$ is a $C^{1+\alpha-\delta}$ diffeomorphism. Recall from Chapter 4 that this is certainly not the case without a Diophantine condition (see Section 4.3).

Finally, let us point out that in Appendix B.6.1 we will establish the following nice estimate. For each $n \in \mathbb{N}$ let $\Lambda_{n}=\left|q_{n} \rho-p_{n}\right|$, and recall from Chapter 1 that $\left\{\Lambda_{n}\right\}$ decays to zero exponentially fast (as fast as $q_{n+1}^{-1}$, see Theorem 1.2). As it turns out, if $\rho$ is Diophantine of order $\delta$, there exists $K>1$ such that $\Lambda_{n}^{1+\delta} \leqslant$
$K \Lambda_{n+1}$ for all $n \in \mathbb{N}$ (see Remark B. 4 in Appendix B. 5 below). With this at hand, we will prove in Appendix B.6.1 that

$$
\left\|f^{q_{n}}-R_{\rho}^{q_{n}}\right\|_{C^{1}}=O\left(\Lambda_{n}^{\frac{\alpha}{1+\delta}}\right) \quad \text { for all } n \in \mathbb{N}
$$

Note that the obtained bound $\Lambda_{n}^{\frac{\alpha}{1+\delta}}$ depends only on $\rho$ and $\alpha$; it does not depend on any other data coming from $f$.

## B. 3 Distortion estimates

This section is devoted to establish some fundamental distortion estimates that will be needed in the proof of Theorem 4.11. It is divided in two parts: in Appendix B.3.1 we deal with diffeomorphisms in the $C^{1+B V}$ class, extending some results obtained in Chapter 3, while in Appendix B.3.2 we deal with $C^{2+\alpha}$ diffeomorphisms, focusing on cross-ratio distortion estimates (in the same spirit as we did in the third part of this book).

## B.3.1 Distortion estimates in $C^{1+B V}$

Just as in Chapter 3, we consider in this subsection a $C^{1}$ diffeomorphism $f$ : $\boldsymbol{S}^{1} \rightarrow \boldsymbol{S}^{1}$ with irrational rotation number such that $\log D f$ is a function of bounded variation, say $V=\operatorname{Var}\left(\log D f\right.$ ) (we write $f \in C^{1+B V}$ ). For any given $x \in \boldsymbol{S}^{1}$, let $\mathscr{P}_{n}(x)$ be the sequence of dynamical partitions constructed in Chapter 6 (see Section 6.3.1). Recall that $I_{n}=I_{n}(x)$ denotes the interval with endpoints $x$ and $f^{q_{n}}(x)$ containing $f^{q_{n+2}}(x)$.

Lemma B.1. For any given $f \in C^{1+B V}$ there exist $\lambda=\lambda(f) \in(0,1)$ and $K=K(f)>1$ such that $\left|I_{n+m}(x)\right| \leqslant K \lambda^{m}\left|I_{n}(x)\right|$ for any $x \in S^{1}$ and any $n, m \in \mathbb{N}$.

Proof. As we have seen in Chapter 3, during the proof of Denjoy's Theorem 3.4, $\left\|\log D f^{q_{n}}\right\|_{C^{0}} \leqslant V$ for any $n \in \mathbb{N}$. Let $\lambda=\lambda(V) \in(0,1)$ and $K=K(V)>1$ be given by

$$
\lambda=\sqrt{\frac{e^{V}}{1+e^{V}}} \quad \text { and } \quad K=\sqrt{e^{V}\left(1+e^{V}\right)}
$$

Now fix $x \in S^{1}$ and $n \in \mathbb{N}$. By combinatorics, $I_{n}\left(I_{n} \backslash I_{n+2}\right) \cup f^{q_{n+1}}\left(I_{n} \backslash I_{n+2}\right)$. Since $\left|f^{q_{n+1}}\left(I_{n} \backslash I_{n+2}\right)\right| \leqslant e^{V}\left|I_{n} \backslash I_{n+2}\right|$, we have that $\left|I_{n} \backslash I_{n+2}\right|>\left|I_{n}\right| /(1+$
$\left.e^{V}\right)$. Therefore,

$$
\left|I_{n+2}\right|=\left|I_{n}\right|-\left|I_{n} \backslash I_{n+2}\right|<\left(1-\frac{1}{1+e^{V}}\right)\left|I_{n}\right|=\lambda^{2}\left|I_{n}\right|
$$

With this at hand, an inductive argument proves Lemma B. 1 in the case that $m$ is an even integer. Now, using again $\left\|\log D f^{q_{n}}\right\| \leqslant V$, we have that $e^{-V}\left|I_{n+1}\right| \leqslant$ $\left|f^{q_{n}}\left(I_{n+1}\right)\right|<\left|I_{n}\right|$, since $f^{q_{n}}\left(I_{n+1}\right) \quad I_{n}$ by combinatorics. From our previous estimates, we know that $\left|I_{n+m+1}\right|<\lambda^{m}\left|I_{n+1}\right|$ for any even integer $m$, and then $\left|I_{n+m+1}\right|<\lambda^{m} e^{V}\left|I_{n}\right|=K \lambda^{m+1}\left|I_{n}\right|$, since $K \lambda=e^{V}$. This finishes the proof.

Definition B.1. For each $n \in \mathbb{N}$ let

$$
\ell_{n}=\ell_{n}(f)=\left\|f^{q_{n}}-\mathrm{Id}\right\|_{C^{0}}=\max _{x \in S^{1}}\left|I_{n}(x)\right|,
$$

and let $\Lambda_{n}=\ell_{n}\left(R_{\rho}\right)=\left|q_{n} \rho-p_{n}\right|$.
Note that, by minimality, $\ell_{n} \rightarrow 0$. As it easily follows from our previous lemma, the convergence happens at an exponential rate.

Corollary B.1. For any given $f \in C^{1+B V}$ there exist $\lambda=\lambda(f) \in(0,1)$ and $K=K(f)>1$ such that $\ell_{n+m} \leqslant K \lambda^{m} \ell_{n}$ for any $n, m \in \mathbb{N}$.

Proof. Let $x \in \boldsymbol{S}^{1}$ be such that $\left|I_{n+m}(x)\right|=\ell_{n+m}$. By definition, $\ell_{n} \geqslant\left|I_{n}(x)\right|$ and then Corollary B. 1 follows at once from Lemma B.1.

Lemma B.2. We have $\ell_{n} \geqslant \Lambda_{n}$ for any $n \in \mathbb{N}$.
Proof. On the 2-dimensional torus $\mathbb{T}^{2}=S^{1} \times S^{1}$ we consider the product measure $m \times \mu$, where $\mu$ denotes the unique $f$-invariant Borel probability measure. We also fix some $n \in \mathbb{N}$ and consider $\Omega_{n}=\left\{(x, y) \in \mathbb{T}^{2}: y \in I_{n}(x)\right\}$. By Fubini's Theorem,

$$
(m \times \mu)\left(\Omega_{n}\right)=\int_{\boldsymbol{S}^{1}} \mu\left(I_{n}(x)\right) d m(x)=\int_{\boldsymbol{S}^{1}} m\left(I_{n}\left(f^{-q_{n}}(y)\right)\right) d \mu(y) .
$$

Since $\mu\left(I_{n}(x)\right)=\Lambda_{n}$ for all $x \in \boldsymbol{S}^{1}$, we get

$$
\int_{\boldsymbol{S}^{1}} m\left(I_{n}\left(f^{-q_{n}}(y)\right)\right) d \mu(y)=\Lambda_{n}
$$

Since, by definition, $m\left(I_{n}\left(f^{-q_{n}}(y)\right)\right) \leqslant \ell_{n}$ for all $y \in S^{1}$, we obtain the desired estimate $\ell_{n} \geqslant \Lambda_{n}$.

Lemma B.3. For any given $f \in C^{1+B V}$ there exists $K=K(f)>1$ such that for any $x \in \boldsymbol{S}^{1}, n, m \in \mathbb{N}$ and $j \in \mathbb{N}$ with $0 \leqslant j \leqslant q_{n+1}$ we have

$$
\frac{1}{K} \frac{\left|I_{n+m}(x)\right|}{\left|I_{n}(x)\right|} \leqslant \frac{\left|I_{n+m}\left(f^{j}(x)\right)\right|}{\left|I_{n}\left(f^{j}(x)\right)\right|} \leqslant K \frac{\left|I_{n+m}(x)\right|}{\left|I_{n}(x)\right|}
$$

Proof. This result is a straightforward consequence of Koebe's distortion principle (Lemma 5.2). Indeed, fix some $n \in \mathbb{N}$ and consider the three intervals $L_{n}=I_{n}\left(f^{-q_{n}}(x)\right) \backslash I_{n+m}(x), M_{n}=I_{n}(x) \cup I_{n+m}(x)$ and $R_{n}=I_{n}\left(f^{q_{n}}(x)\right)$. Note that if $m$ is an even integer, these intervals are just consecutive fundamental domains for $f^{q_{n}}$. In any case, we also consider

$$
T_{n}=L_{n} \cup M_{n} \cup R_{n}=\left[f^{-q_{n}}(x), f^{2 q_{n}}(x)\right]
$$

By combinatorics, the trajectory $\left\{T_{n}, f\left(T_{n}\right), \ldots, f^{q_{n+1}-1}\left(T_{n}\right)\right\}$ has multiplicity of intersection equal to 3 . Moreover, for any $0 \leqslant j \leqslant q_{n+1}$, the space of $f^{j}\left(M_{n}\right)$ inside $f^{j}\left(T_{n}\right)$ is bounded from below, as it follows from $\left\|\log D f^{q_{n}}\right\| \leqslant V$ and the fact that $\left|I_{n+m}(x)\right| \leqslant K \lambda^{m}\left|I_{n}(x)\right|$ (recall Lemma B.1). With this at hand, Lemma 5.2 immediately implies Lemma B.3.

Lemma B.4. For any given $f \in C^{1+B V}$ there exists $K=K(f)>1$ such that $\left|I_{n+m}\left(w_{0}\right)\right| /\left|I_{n}\left(w_{0}\right)\right| \leqslant K \ell_{n+m} / \ell_{n}$ for all $n, m \in \mathbb{N}$.

Proof. Fix $n \in \mathbb{N}$ and let $x \in S^{1}$ be such that $\left|I_{n}(x)\right|=\ell_{n}$. Let $i \in\{0,1, \ldots$, $\left.q_{n+1}+q_{n}-1\right\}$ be such that

$$
I_{n}(x) \subset I_{n}\left(w_{i}\right) \cup I_{n}\left(w_{i+q_{n}}\right)
$$

Say that $\left|I_{n}\left(w_{i}\right)\right| \geqslant \ell_{n} / 2$. Then

$$
\frac{\left|I_{n+m}\left(w_{i}\right)\right|}{\left|I_{n}\left(w_{i}\right)\right|} \leqslant \frac{2 \ell_{n+m}}{\ell_{n}}
$$

By our previous result (Lemma B.3), the same estimate holds for $i=0$, up to a multiplicative constant depending only on $f$. Indeed, note that Lemma B. 3 is applied at most three times, since $q_{n+1}+2 q_{n}<3 q_{n+1}$. Finally, note that if $\left|I_{n}\left(w_{i}\right)\right|<\ell_{n} / 2$, we must have $\left|I_{n}\left(w_{i+q_{n}}\right)\right| \geqslant \ell_{n} / 2$, but then $\left|I_{n}\left(w_{i}\right)\right| \geqslant$ $e^{-V}\left|I_{n}\left(w_{i+q_{n}}\right)\right| \geqslant \ell_{n} / 2 e^{V}$, where $V=\operatorname{Var}(\log D f)$, and the proof goes in the same way.

## B.3.2 Distortion estimates in $C^{2+\alpha}$

From now on, we assume that $f \in \operatorname{Diff}^{2+\alpha}\left(\boldsymbol{S}^{1}\right)$ for some $\alpha \in(0,1)$. Following Khanin and Teplinsky [2009], the cross-ratio distortion of $f$ with respect to four pairwise distinct points $x_{1}, x_{2}, x_{3}, x_{4}$ will be written in this appendix as

$$
\operatorname{CrD}\left(f ; x_{1}, x_{2}, x_{3}, x_{4}\right)=\frac{\frac{f\left(x_{1}\right)-f\left(x_{2}\right)}{x_{1}-x_{2}} \frac{f\left(x_{3}\right)-f\left(x_{4}\right)}{x_{3}-x_{4}}}{\frac{f\left(x_{2}\right)-f\left(x_{3}\right)}{x_{2}-x_{3}} \frac{f\left(x_{4}\right)-f\left(x_{1}\right)}{x_{4}-x_{1}}},
$$

independently of the order of these points. Note that in the particular case $x_{2}<$ $x_{1}<x_{3}<x_{4}$, this definition coincides with the one used along the book (namely, the $b$-cross-ratio), whereas the configuration $x_{1}<x_{4}<x_{3}<x_{2}$ provides the $a$-cross-ratio (recall Chapter 5). Note also that the previous definition can be extended to the case of points not necessarily distinct, by simply replacing a ratio like $\left(f\left(x_{i}\right)-f\left(x_{i}\right)\right) /\left(x_{i}-x_{i}\right)$ by $D f\left(x_{i}\right)$.
Remark B.2. In order to simplify some of the formulas below, we shall use the notation $\Delta f[x, y]=(f(x)-f(y)) /(x-y)$ wherever convenient.
Lemma B.5. For any given $f \in \operatorname{Diff}^{2+\alpha}\left(\boldsymbol{S}^{1}\right)$ there exists a constant $K=$ $K(f)>1$ with the following property. Given $n \in \mathbb{N}$ and four points $x_{1}, x_{2}, x_{3}, x_{4}$ in $I_{n}\left(w_{0}\right)$ we have

$$
\left|\log \operatorname{CrD}\left(f^{q_{n+1}} ; x_{1}, x_{2}, x_{3}, x_{4}\right)\right| \leqslant K \ell_{n}^{\alpha}
$$

In the same way,

$$
\left|\log \operatorname{CrD}\left(f^{q_{n}} ; x_{1}, x_{2}, x_{3}, x_{4}\right)\right| \leqslant K \ell_{n+1}^{\alpha}
$$

for any given $x_{1}, x_{2}, x_{3}, x_{4}$ in $I_{n+1}\left(w_{0}\right)$.
Remark B.3. As it turns out, the second estimate in Lemma B. 5 above also holds for points $x_{1}, x_{2}, x_{3}, x_{4}$ in $I_{n-1}\left(w_{0}\right)$. See Khanin and Teplinsky [ibid., Lem. 6].

The proof of Lemma B.5, to be given below, will be a combination of the chain rule for the cross-ratio distortion and the following estimate on the distortion of a single iterate.
Lemma B.6. For any given $f \in \operatorname{Diff}^{2+\alpha}\left(\boldsymbol{S}^{1}\right)$ there exists a constant $K=$ $K(f)>1$ such that given an interval $I \subset \boldsymbol{S}^{1}$ and four points $x_{1}, x_{2}, x_{3}, x_{4} \in I$ we have

$$
\begin{equation*}
\left|\log \mathrm{CrD}\left(f ; x_{1}, x_{2}, x_{3}, x_{4}\right)\right| \leqslant K|I|^{1+\alpha} \tag{B.4}
\end{equation*}
$$

Proof. Fix some point $a \in I$, let $p$ be the second-order Taylor polynomial of $f$ around $a$ and let $r$ be its remainder term. In other words, $f(x)=p(x)+r(x)$ for all $x \in I$, where $p(x)=f(a)+f^{\prime}(a)(x-a)+\frac{1}{2} f^{\prime \prime}(a)(x-a)^{2}$. For each $i \in\{1, \ldots, 4\}$ let $d_{i}=x_{i}-a$, and consider

$$
\kappa_{i, j}=\frac{d_{i}+d_{j}}{2} \mathscr{N} f(a)+\frac{1}{f^{\prime}(a)} \frac{r\left(x_{i}\right)-r\left(x_{j}\right)}{x_{i}-x_{j}}
$$

for any $i \neq j$ in $\{1, \ldots, 4\}$, where $\mathscr{N} f$ denotes the non-linearity of $f$ (recall Chapter 3 and Chapter 5). A straightforward computation gives

$$
\Delta f\left[x_{i}, x_{j}\right]=\frac{f\left(x_{i}\right)-f\left(x_{j}\right)}{x_{i}-x_{j}}=f^{\prime}(a)\left(1+\kappa_{i, j}\right)
$$

for any $i \neq j$ in $\{1, \ldots, 4\}$. We claim that there exists $K=K(f)>1$ such that $\left|\kappa_{i, j}\right| \leqslant K|I|$. Indeed, on one hand, using that $r^{\prime \prime}$ is $\alpha$-Hölder continuous on $I$ and that $r^{\prime}(a)=r^{\prime \prime}(a)=0$, it is not difficult to deduce that

$$
\begin{equation*}
\left|\Delta r\left[x_{i}, x_{j}\right]\right|=\left|\frac{r\left(x_{i}\right)-r\left(x_{j}\right)}{x_{i}-x_{j}}\right| \leqslant K|I|^{1+\alpha} . \tag{B.5}
\end{equation*}
$$

On the other hand, since $f$ belongs to $\operatorname{Diff}^{2+\alpha}\left(\boldsymbol{S}^{1}\right)$, both $\mathscr{N} f(a)$ and $1 / f^{\prime}(a)$ are bounded, and since we obviously have $\left|d_{i}\right| \leqslant|I|$, we deduce that $\left|\kappa_{i, j}\right| \leqslant K|I|$ for any $i \neq j$ in $\{1, \ldots, 4\}$, as claimed. Now we write

$$
\begin{aligned}
& \left|\log \operatorname{CrD}\left(f ; x_{1}, x_{2}, x_{3}, x_{4}\right)\right|= \\
& =\left|\log \Delta f\left[x_{1}, x_{2}\right]-\log \Delta f\left[x_{2}, x_{3}\right]+\log \Delta f\left[x_{3}, x_{4}\right]-\log \Delta f\left[x_{4}, x_{1}\right]\right| \\
& =\left|\log \frac{\Delta f\left[x_{1}, x_{2}\right]}{f^{\prime}(a)}-\log \frac{\Delta f\left[x_{2}, x_{3}\right]}{f^{\prime}(a)}+\log \frac{\Delta f\left[x_{3}, x_{4}\right]}{f^{\prime}(a)}-\log \frac{\Delta f\left[x_{4}, x_{1}\right]}{f^{\prime}(a)}\right| \\
& =\left|\log \left(1+\kappa_{1,2}\right)-\log \left(1+\kappa_{2,3}\right)+\log \left(1+\kappa_{3,4}\right)-\log \left(1+\kappa_{4,1}\right)\right| .
\end{aligned}
$$

Using that $\left|\kappa_{i, j}\right| \leqslant K|I|$ and that $\kappa \mapsto \log (1+\kappa)$ is tangent to the identity at the origin, we deduce that

$$
\begin{aligned}
\mid \log & \operatorname{CrD}\left(f ; x_{1}, x_{2}, x_{3}, x_{4}\right) \mid \\
& =\left|\log \left(1+\kappa_{1,2}\right)-\log \left(1+\kappa_{2,3}\right)+\log \left(1+\kappa_{3,4}\right)-\log \left(1+\kappa_{4,1}\right)\right| \\
& \leqslant\left|\kappa_{1,2}-\kappa_{2,3}+\kappa_{3,4}-\kappa_{4,1}\right|+K|I|^{2} \\
& =\frac{1}{f^{\prime}(a)}\left|\Delta r\left[x_{1}, x_{2}\right]-\Delta r\left[x_{2}, x_{3}\right]+\Delta r\left[x_{3}, x_{4}\right]-\Delta r\left[x_{4}, x_{1}\right]\right|+K|I|^{2} .
\end{aligned}
$$

Combined with (B.5), this finishes the proof of Lemma B.6.

With estimate (B.4) at hand, we are ready to prove Lemma B.5.
Proof of Lemma B.5. We will prove the first estimate in the statement, the proof of the second being exactly the same. By Lemma B. 6 and the chain rule for the cross-ratio distortion (recall Lemma 5.3),

$$
\begin{aligned}
\mid \log \operatorname{CrD}( & \left.f^{q_{n+1}} ; x_{1}, x_{2}, x_{3}, x_{4}\right) \mid \\
& \leqslant \sum_{j=0}^{q_{n+1}-1}\left|\log \operatorname{CrD}\left(f ; f^{j}\left(x_{1}\right), f^{j}\left(x_{2}\right), f^{j}\left(x_{3}\right), f^{j}\left(x_{4}\right)\right)\right| \\
& \leqslant K \sum_{j=0}^{q_{n+1}-1}\left|I_{n}\left(w_{j}\right)\right|^{1+\alpha} \\
& \leqslant K \ell_{n}^{\alpha} \sum_{j=0}^{q_{n+1}-1}\left|I_{n}\left(w_{j}\right)\right| \leqslant K \ell_{n}^{\alpha}
\end{aligned}
$$

since the intervals $\left\{I_{n}\left(w_{j}\right)\right\}_{j=0}^{q_{n+1}-1}$ are pairwise disjoint (recall Section 6.3.1).

To establish further estimates, we define for each $n \in \mathbb{N}$ and $x \in \boldsymbol{S}^{1}$,

$$
M_{n}(x)=\frac{w_{q_{n+1}}-f^{q_{n+1}}(x)}{w_{0}-x} / \frac{f^{q_{n+1}}(x)-w_{q_{n+1}+q_{n}}}{x-w_{q_{n}}}
$$

and

$$
K_{n}(x)=\frac{w_{q_{n}}-f^{q_{n}}(x)}{w_{0}-x} / \frac{f^{q_{n}}(x)-w_{q_{n+1}+q_{n}}}{x-w_{q_{n+1}}}
$$

Note that

$$
\begin{equation*}
\frac{M_{n}(x)}{M_{n}(y)}=\operatorname{CrD}\left(f^{q_{n+1}} ; w_{0}, x, w_{q_{n}}, y\right) \tag{B.6}
\end{equation*}
$$

and

$$
\frac{K_{n}(x)}{K_{n}(y)}=\operatorname{CrD}\left(f^{q_{n}} ; w_{0}, x, w_{q_{n+1}}, y\right)
$$

for any $x, y$ in $\boldsymbol{S}^{1}$. Thus, by Lemma B. 5 we have

$$
\begin{equation*}
\frac{M_{n}(x)}{M_{n}(y)}=1+O\left(\ell_{n}^{\alpha}\right) \tag{B.7}
\end{equation*}
$$

for any $x, y$ in $I_{n}\left(w_{0}\right)$. Analogously,

$$
\frac{K_{n}(x)}{K_{n}(y)}=1+O\left(\ell_{n+1}^{\alpha}\right)
$$

for any $x, y$ in $I_{n+1}\left(w_{0}\right)$.
Lemma B.7. We have $M_{n}(x)=1+O\left(\ell_{n}^{\alpha}\right)$ for all $x \in I_{n}\left(w_{0}\right)$, and $K_{n}(x)=$ $1+O\left(\ell_{n+1}^{\alpha}\right)$ for all $x \in I_{n+1}\left(w_{0}\right)$.

Proof. Note first that from $e^{-V} \leqslant\left|D f^{q_{n}}(x)\right| \leqslant e^{V}$, we deduce at once $e^{-2 V} \leqslant$ $\left|M_{n}(x)\right| \leqslant e^{2 V}$ (and a similar bound for $K_{n}$ ). Now for each $n \in \mathbb{N}$ let

$$
m_{n}=\sqrt{M_{n}\left(w_{0}\right) M_{n}\left(w_{q_{n}}\right)}
$$

and note that

$$
m_{n}=\sqrt{K_{n}\left(w_{0}\right) K_{n}\left(w_{q_{n+1}}\right)}=\sqrt{\frac{D f^{q_{n}}\left(w_{0}\right)}{D f^{q_{n}}\left(w_{q_{n+1}}\right)}}=\sqrt{\frac{D f^{q_{n+1}}\left(w_{0}\right)}{D f^{q_{n+1}}\left(w_{q_{n}}\right)}}
$$

since we obviously have $D f^{q_{n}}\left(w_{q_{n+1}}\right) D f^{q_{n+1}}\left(w_{0}\right)=D f^{q_{n+1}}\left(w_{q_{n}}\right) D f^{q_{n}}\left(w_{0}\right)$ by the chain rule. We remark that

$$
\begin{equation*}
M_{n}(x)=m_{n}+O\left(\ell_{n}^{\alpha}\right) \quad \text { for all } x \in I_{n}\left(w_{0}\right), \tag{B.8}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{n}(x)=m_{n}+O\left(\ell_{n+1}^{\alpha}\right) \quad \text { for all } x \in I_{n+1}\left(w_{0}\right) \tag{B.9}
\end{equation*}
$$

For instance, (B.8) follows at once from (B.6), (B.7) and the following identity:

$$
M_{n}(x)=m_{n}+\frac{M_{n}^{2}(x)}{M_{n}(x)+m_{n}}\left(1-\frac{M_{n}\left(w_{0}\right)}{M_{n}(x)} \frac{M_{n}\left(w_{q_{n}}\right)}{M_{n}(x)}\right) .
$$

Now we claim that

$$
m_{n}-1=O\left(\ell_{n+1}^{\alpha}\right)
$$

Indeed, by combining Lemma B.4, (B.8) and (B.9) with the following formula (which is left to the reader as an exercise)

$$
K_{n+1}\left(w_{q_{n}}\right)-1=\frac{\left|I_{n+2}\left(w_{0}\right)\right|}{\left|I_{n}\left(w_{0}\right)\right|}\left(M_{n}\left(w_{q_{n+2}}\right)-1\right)
$$

we deduce

$$
\begin{equation*}
m_{n+1}-1=\frac{\left|I_{n+2}\left(w_{0}\right)\right|}{\left|I_{n}\left(w_{0}\right)\right|}\left(m_{n}-1\right)+O\left(\ell_{n+2}^{\alpha}\right) \tag{B.10}
\end{equation*}
$$

where we have used estimate $K_{n+1}(x)=m_{n+1}+O\left(\ell_{n+2}^{\alpha}\right)$ for $x=w_{q_{n}}$ (recall Remark B.3). By induction on (B.10), we obtain

$$
m_{n}-1=\frac{\left|I_{n+1}\left(w_{0}\right)\right|\left|I_{n}\left(w_{0}\right)\right|}{\left|I_{1}\left(w_{0}\right)\right|\left|I_{0}\left(w_{0}\right)\right|}\left(m_{0}-1\right)+\sum_{j=1}^{j=n} \frac{\left|I_{n+1}\left(w_{0}\right)\right|\left|I_{n}\left(w_{0}\right)\right|}{\left|I_{j+1}\left(w_{0}\right)\right|\left|I_{j}\left(w_{0}\right)\right|} O\left(\ell_{j+1}^{\alpha}\right)
$$

for all $n \geqslant 2$. Using again Lemma B. 4 and also Corollary B.1, we finally obtain

$$
\left|m_{n}-1\right| \leqslant K\left(\ell_{n+1} \ell_{n}+\ell_{n+1}^{\alpha} \sum_{j=0}^{n-1}\left(\lambda^{2-\alpha}\right)^{j}\right)
$$

which implies the claim, and finishes the proof of Lemma B.7.

## B. $4 \quad C^{1}$ exponential convergence

As before, let $f \in \operatorname{Diff}^{2+\alpha}\left(\boldsymbol{S}^{1}\right)$ with irrational rotation number. As we know from Chapter 3, $f$ is topologically conjugate to a rigid rotation (recall Denjoy's Theorem 3.4). This implies, in particular, that the sequence of circle diffeomorphisms $\left\{f^{q_{n}}\right\}_{n \in \mathbb{N}}$ converges uniformly (i.e., in the $C^{0}$ metric) to the identity map. In this section we will prove that such converge actually holds in the $C^{1}$ metric, at an exponential rate. With this purpose, for each $n \in \mathbb{N}$ consider

$$
\varepsilon_{n}=\ell_{n-1}^{\alpha}+\frac{\ell_{n}}{\ell_{n-1}} \ell_{n-2}^{\alpha}+\frac{\ell_{n}}{\ell_{n-2}} \ell_{n-3}^{\alpha}+\cdots+\frac{\ell_{n}}{\ell_{1}} \ell_{0}^{\alpha}+\frac{\ell_{n}}{\ell_{0}}
$$

where the sequence $\left\{\ell_{n}\right\}$ comes from Definition B.1. In particular,

$$
\begin{equation*}
\varepsilon_{n+1}=\ell_{n}^{\alpha}+\frac{\ell_{n+1}}{\ell_{n}} \varepsilon_{n} \tag{B.11}
\end{equation*}
$$

Proposition B.2. There exists a constant $K=K(f)>0$ such that

$$
1-K \varepsilon_{n} \leqslant\left|D f^{q_{n}}(x)\right| \leqslant 1+K \varepsilon_{n}
$$

for all $n \in \mathbb{N}$ and $x \in \boldsymbol{S}^{1}$.

In other words, $\log D f^{q_{n}}(x)=O\left(\varepsilon_{n}\right)$ for all $x \in S^{1}$ and $n \in \mathbb{N}$. An immediate consequence of Proposition B. 2 is that

$$
\left\|f^{q_{n}}-\operatorname{Id}\right\|_{C^{1}}=O\left(\varepsilon_{n}\right)
$$

Moreover, note that by Corollary B. 1 we have $\varepsilon_{n}=O\left(\lambda^{\alpha(n-1)}\right)$, and then the sequence $\left\{\varepsilon_{n}\right\}$ goes to zero exponentially fast (see also Lemma B. 9 below).

Proof of Proposition B.2. Note first the identities

$$
\frac{D f^{q_{n+1}}\left(w_{0}\right)}{M_{n}\left(w_{0}\right)}=\frac{\left|I_{n}\left(w_{q_{n+1}}\right)\right|}{\left|I_{n}\left(w_{0}\right)\right|} \quad \text { and } \quad \frac{D f^{q_{n}}\left(w_{0}\right)}{K_{n}\left(w_{0}\right)}=\frac{\left|I_{n+1}\left(w_{q_{n}}\right)\right|}{\left|I_{n+1}\left(w_{0}\right)\right|}
$$

Since we obviously have $\left|I_{n}\left(w_{q_{n+1}}\right)\right|+\left|I_{n+1}\left(w_{q_{n}}\right)\right|=\left|I_{n}\left(w_{0}\right)\right|+\left|I_{n+1}\left(w_{0}\right)\right|$, we obtain

$$
\frac{D f^{q_{n+1}}\left(w_{0}\right)}{M_{n}\left(w_{0}\right)}-1=\frac{\left|I_{n+1}\left(w_{0}\right)\right|}{\left|I_{n}\left(w_{0}\right)\right|}\left(1-\frac{D f^{q_{n}}\left(w_{0}\right)}{K_{n}\left(w_{0}\right)}\right)
$$

In other words,

$$
D f^{q_{n+1}}\left(w_{0}\right)-M_{n}\left(w_{0}\right)=\frac{\left|I_{n+1}\left(w_{0}\right)\right|}{\left|I_{n}\left(w_{0}\right)\right|} \frac{M_{n}\left(w_{0}\right)}{K_{n}\left(w_{0}\right)}\left(K_{n}\left(w_{0}\right)-D f^{q_{n}}\left(w_{0}\right)\right)
$$

By Lemma B.7,

$$
D f^{q_{n+1}}\left(w_{0}\right)-1=\frac{\left|I_{n+1}\left(w_{0}\right)\right|}{\left|I_{n}\left(w_{0}\right)\right|}\left(1-D f^{q_{n}}\left(w_{0}\right)\right)+O\left(\ell_{n}^{\alpha}\right)
$$

By induction,

$$
\begin{aligned}
& D f^{q_{n}}\left(w_{0}\right)-1= \\
& \qquad(-1)^{n} \frac{\left|I_{n}\left(w_{0}\right)\right|}{\left|I_{0}\left(w_{0}\right)\right|}\left(D f\left(w_{0}\right)-1\right)+\sum_{j=0}^{n-1}(-1)^{n+j-1} \frac{\left|I_{n}\left(w_{0}\right)\right|}{\left|I_{j+1}\left(w_{0}\right)\right|} O\left(\ell_{j}^{\alpha}\right)
\end{aligned}
$$

When combined with Lemma B.4, our last estimate implies Proposition B. 2 for $x=w_{0}$. Since $w_{0}$ is an arbitrary point in $S^{1}$, this finishes the proof of Proposition B.2.

## B.4.1 Further distortion estimates

Fix some large $n \in \mathbb{N}$, and for each $m \in \mathbb{N}$ consider the set

$$
\mathscr{C}(n+m, n)=\left\{i \in\left\{0,1, \ldots, q_{n+m+1}-1\right\}: I_{n+m}\left(w_{i}\right) \subset I_{n}\left(w_{0}\right)\right\}
$$

and the number $c(n+m, n)=\# \mathscr{C}(n+m, n)$. Note that $c(n, n)=1, c(n+1, n)=$ $a_{n+1}$ and that

$$
c(n+m+1, n)=a_{n+m+1} c(n+m, n)+c(n+m-1, n)
$$

for all $m \geqslant 2$. We also remark that, by induction on $m$, it is not difficult to prove that

$$
\begin{equation*}
\Lambda_{n}=c(n+m, n) \Lambda_{n+m}+c(n+m-1, n) \Lambda_{n+m+1} . \tag{B.12}
\end{equation*}
$$

Corollary B.2. Let $K=K(f)>0$ be given by Proposition B.2. Then we have

$$
\frac{\ell_{n}}{\ell_{n+m}} \geqslant c(n+m, n)\left(1-K \sum_{k=n}^{n+m-1} a_{k+1} \varepsilon_{k+1}\right)
$$

for all $n, m \in \mathbb{N}$.
Proof. Fix $n, m \in \mathbb{N}$ and let $i, j \in \mathscr{C}(n+m, n)$ with, say, $i<j$. By Lemma 10.4 we know that for each $k \in\{n, \ldots, n+m-1\}$ there exists an integer $b_{k+1} \in$ $\left\{0, \ldots, a_{k+1}\right\}$ such that

$$
j=i+\sum_{k=n}^{n+m-1} b_{k+1} q_{k+1}
$$

By Proposition B. 2 we have

$$
\begin{aligned}
\left|I_{n+m}\left(w_{j}\right)\right| & \geqslant\left|I_{n+m}\left(w_{i}\right)\right|\left(1-K \sum_{k=n}^{n+m-1} b_{k+1} \varepsilon_{k+1}\right) \\
& \geqslant\left|I_{n+m}\left(w_{i}\right)\right|\left(1-K \sum_{k=n}^{n+m-1} a_{k+1} \varepsilon_{k+1}\right)
\end{aligned}
$$

Now, from the definition of the set $\mathscr{C}(n+m, n)$ we have the obvious estimate

$$
\left|I_{n}\left(w_{0}\right)\right| \geqslant \sum_{i \in \mathscr{C}(n+m, n)}\left|I_{n+m}\left(w_{i}\right)\right|
$$

Thus, fixed $i \in \mathscr{C}(n+m, n)$ we have

$$
\left|I_{n}\left(w_{0}\right)\right| \geqslant c(n+m, n)\left|I_{n+m}\left(w_{i}\right)\right|\left(1-K \sum_{k=n}^{n+m-1} a_{k+1} \varepsilon_{k+1}\right)
$$

Now let $w_{0} \in \boldsymbol{S}^{1}$ be such that $\ell_{n+m}=\left|I_{n+m}\left(w_{i}\right)\right|$. Then

$$
\ell_{n} \geqslant\left|I_{n}\left(w_{0}\right)\right| \geqslant c(n+m, n) \ell_{n+m}\left(1-K \sum_{k=n}^{n+m-1} a_{k+1} \varepsilon_{k+1}\right)
$$

This finishes the proof of Corollary B.2.

## B. 5 The Diophantine condition

All previous estimates in this appendix hold for any irrational rotation number. We will now use the Diophantine condition, in order to establish the following bound.

Proposition B.3. Let $\lambda \in(0,1)$ be given by Lemma B.1. For any given $\lambda_{1} \in$ $\left(\lambda^{\alpha-\delta}, 1\right)$ we have

$$
a_{n} \varepsilon_{n}=O\left(\lambda_{1}^{n}\right)
$$

where $\rho=\left[a_{0}, a_{1}, \ldots\right]$ is the rotation number of $f$.
Remark B.4. Before entering the proof of Proposition B.3, consider the sequence $\left\{\Lambda_{n}\right\}$ given by Definition B.1. We claim that if the rotation number $\rho$ is Diophantine of order $\delta \geqslant 0$, then there exists a constant $K=K(\rho)>0$ such that

$$
\begin{equation*}
\Lambda_{n}^{1+\delta} \leqslant K \Lambda_{n+1} \tag{B.13}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Indeed, recall first that from estimate (1.16) in Theorem 1.2 we have

$$
\frac{1}{2 q_{n} q_{n+1}}<\left|\rho-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n} q_{n+1}}
$$

for all $n \in \mathbb{N}$. In other words,

$$
\frac{1}{2 q_{n}}<\Lambda_{n-1}<\frac{1}{q_{n}}
$$

Now, if $\rho$ is Diophantine of order $\delta$, there exists a constant $M=M(\rho)>0$ such that $q_{n+1} \leqslant M q_{n}^{1+\delta}$ for all $n \in \mathbb{N}$ (recall Exercise 4.10), which implies

$$
\Lambda_{n-1}^{1+\delta}<\frac{1}{q_{n}^{1+\delta}} \leqslant \frac{M}{q_{n+1}}<2 M \Lambda_{n}
$$

Thus, considering $K=2 M$ we deduce (B.13). This is how the Diophantine condition will be used in this appendix.

## B.5.1 Proof of Proposition B. 3

A natural number $n$ is a divergent level for $f$ if

$$
a_{n+1} \varepsilon_{n+1}>\lambda_{1}^{n+1}
$$

We denote by $\left\{n_{i}\right\}_{i \in \mathbb{N}}$ the sequence of all divergent levels of $f$. To prove Proposition B. 3 we assume, by contradiction, that there exist infinitely many divergent levels.

Lemma B.8. For all $i \in \mathbb{N}$ we have

$$
\frac{\ell_{n_{i}}}{\ell_{n_{i}+1}}>\frac{\lambda_{1}^{n_{i}+1}}{2 \varepsilon_{n_{i}+1}}
$$

Proof. Fix some $i \in \mathbb{N}$. Since $n_{i}$ is a divergent level for $f$, we can choose an integer $b_{n_{i}+1} \in\left\{0,1, \ldots, a_{n_{i}+1}\right\}$ so that $b_{n_{i}+1} \varepsilon_{n_{i}+1}>\lambda_{1}^{n_{i}+1}$ but $b_{n_{i}+1} \varepsilon_{n_{i}+1} \leqslant$ $1 /(2 K)$, where $K>0$ is given by Proposition B. 2 (recall here that both $\varepsilon_{n}$ and $\lambda_{1}^{n}$ go to zero as $n$ goes to infinity). By Proposition B.2,

$$
\begin{aligned}
\left|I_{n_{i}}\left(w_{0}\right)\right| & >\sum_{j=0}^{b_{n_{i}+1}-1}\left|I_{n_{i}+1}\left(w_{j q_{n_{i}+1}+q_{n_{i}}}\right)\right| \\
& \geqslant\left|I_{n_{i}+1}\left(w_{q_{n_{i}}}\right)\right| \sum_{j=0}^{b_{n_{i}+1}-1}\left(1-j K \varepsilon_{n_{i}+1}\right) \\
& >\left|I_{n_{i}+1}\left(w_{q_{n_{i}}}\right)\right| b_{n_{i}+1}\left(1-K \varepsilon_{n_{i}+1} b_{n_{i}+1}\right)
\end{aligned}
$$

where we have used the elementary estimate $\sum_{j=0}^{n-1} j<n^{2}$. Since $\varepsilon_{n_{i}+1} b_{n_{i}+1} \leqslant$ $1 /(2 K)$, we deduce that

$$
\left|I_{n_{i}}\left(w_{0}\right)\right|>\left|I_{n_{i}+1}\left(w_{q_{n_{i}}}\right)\right| b_{n_{i}+1} / 2
$$

Finally, given $i \in \mathbb{N}$ we choose $w_{0}$ so that $\ell_{n_{i}+1}=\left|I_{n_{i}+1}\left(w_{q_{n_{i}}}\right)\right|$, to obtain

$$
\ell_{n_{i}} \geqslant\left|I_{n_{i}}\left(w_{0}\right)\right|>\ell_{n_{i}+1} b_{n_{i}+1} / 2
$$

Thus

$$
\frac{\ell_{n_{i}}}{\ell_{n_{i}+1}}>b_{n_{i}+1} / 2>\frac{\lambda_{1}^{n_{i}+1}}{2 \varepsilon_{n_{i}+1}}
$$

since $b_{n_{i}+1} \varepsilon_{n_{i}+1}>\lambda_{1}^{n_{i}+1}$. This finishes the proof of Lemma B.8.
We claim now that $\varepsilon_{n_{i}+1}<\ell_{n_{i}}^{\alpha}$ for sufficiently large $i$. Indeed, from (B.11) we have

$$
\ell_{n_{i}}^{\alpha}=\varepsilon_{n_{i}+1}-\frac{\ell_{n_{i}+1}}{\ell_{n_{i}}} \varepsilon_{n_{i}}
$$

and then

$$
\ell_{n_{i}}^{\alpha}>\varepsilon_{n_{i}+1}\left(1-\frac{2 \varepsilon_{n_{i}}}{\lambda_{1}^{n_{i}+1}}\right)
$$

since $\frac{\ell_{n_{i}+1}}{\ell_{n_{i}}}<\frac{2 \varepsilon_{n_{i}+1}}{\lambda_{1}^{n_{i}+1}}$ by Lemma B.8. Now, since $\varepsilon_{n_{i}}=O\left(\lambda^{\alpha\left(n_{i}-1\right)}\right)$ (recall Appendix B.4) and since $\lambda^{\alpha}<\lambda_{1}$ by definition, the ratio $\varepsilon_{n_{i}} / \lambda_{1}^{n_{i}}$ decays exponentially fast. This implies that $\varepsilon_{n_{i}+1}<\ell_{n_{i}}^{\alpha}$ for sufficiently large $i$, as claimed.

With the claim at hand, Lemma B. 8 implies that

$$
\frac{\ell_{n_{i}}}{\ell_{n_{i}+1}}>\frac{\lambda_{1}^{n_{i}+1}}{2 \varepsilon_{n_{i}+1}}>\frac{\lambda_{1}^{n_{i}+1}}{2 \ell_{n_{i}}^{\alpha}}
$$

for sufficiently large $i$. In other words,

$$
\begin{equation*}
\ell_{n_{i}+1}=O\left(\ell_{n_{i}}^{1+\alpha} / \lambda_{1}^{n_{i}}\right) \tag{B.14}
\end{equation*}
$$

On the other hand, by Corollary B. 2 we have

$$
\begin{aligned}
\frac{\ell_{n_{i}+1}}{\ell_{n_{i+1}}} & \geqslant c\left(n_{i+1}, n_{i}+1\right)\left(1-K \sum_{k=n_{i}+1}^{n_{i+1}-1} a_{k+1} \varepsilon_{k+1}\right) \\
& \geqslant c\left(n_{i+1}, n_{i}+1\right)\left(1-K \sum_{k=n_{i}+1}^{n_{i+1}-1} \lambda_{1}^{k+1}\right)
\end{aligned}
$$

where we have used that $a_{k+1} \varepsilon_{k+1} \leqslant \lambda_{1}^{k+1}$ for all $k \in\left\{n_{i}+1, \ldots, n_{i+1}-1\right\}$. In particular, we have

$$
\begin{equation*}
\ell_{n_{i+1}}=O\left(\frac{\ell_{n_{i}+1}}{c\left(n_{i+1}, n_{i}+1\right)}\right) \tag{B.15}
\end{equation*}
$$

Now, recall that $\lambda_{1} \in(0,1)$ was defined by

$$
0<\frac{\log \lambda_{1}}{\log \lambda}<\alpha-\delta
$$

We then fix some $0<\tau<\alpha-\delta-\log \lambda_{1} / \log \lambda$, and note that $\lambda^{\alpha-\delta-\tau}<\lambda_{1}$. By Corollary B. 1 we have

$$
\ell_{n_{i}}^{1+\alpha}=\ell_{n_{i}}^{1+\delta+\tau} \ell_{n_{i}}^{\alpha-\delta-\tau}=O\left(\ell_{n_{i}}^{1+\delta+\tau} \lambda^{(\alpha-\delta-\tau) n_{i}}\right)
$$

and then, by (B.14), we obtain

$$
\begin{equation*}
\ell_{n_{i}+1}=O\left(\ell_{n_{i}}^{1+\delta+\tau} \lambda^{(\alpha-\delta-\tau) n_{i}} \lambda_{1}^{-n_{i}}\right) \tag{B.16}
\end{equation*}
$$

But from (B.15) we have

$$
\ell_{n_{i}}=O\left(\frac{\ell_{n_{i-1}+1}}{c\left(n_{i}, n_{i-1}+1\right)}\right)
$$

and since $\lambda^{(\alpha-\delta-\tau) n_{i}} \lambda_{1}^{-n_{i}}$ goes to zero as $i$ goes to infinity (recall that $\lambda^{\alpha-\delta-\tau}<$ $\lambda_{1}$ ), we deduce from (B.16) that

$$
\begin{equation*}
\ell_{n_{i}+1} \leqslant\left(\frac{\ell_{n_{i-1}+1}}{c\left(n_{i}, n_{i-1}+1\right)}\right)^{1+\delta+\tau} \tag{B.17}
\end{equation*}
$$

for sufficiently large $i$. On the other hand, from (B.12) we have $\Lambda_{n} \leqslant 2 c(n+$ $m, n) \Lambda_{n+m}$ and then $\Lambda_{n_{i-1}+1} \leqslant 2 c\left(n_{i}, n_{i-1}+1\right) \Lambda_{n_{i}}$, while from (B.13) we have $\Lambda_{n_{i}}^{1+\delta+\tau / 2} \leqslant K \Lambda_{n_{i}+1} \Lambda_{n_{i}}^{\tau / 2}$. Therefore,

$$
\Lambda_{n_{i}+1} \geqslant\left(\frac{\Lambda_{n_{i-1}+1}}{c\left(n_{i}, n_{i-1}+1\right)}\right)^{1+\delta+\tau / 2}
$$

for sufficiently large $i$, since $\Lambda_{n_{i}}$ goes to zero as $i$ goes to infinity. Combining this estimate with (B.17) we obtain

$$
\frac{\log \ell_{n_{i}+1}}{\log \Lambda_{n_{i}+1}} \geqslant \frac{1+\delta+\tau}{1+\delta+\tau / 2} \times \frac{\log \ell_{n_{i-1}+1}-\log c\left(n_{i}, n_{i-1}+1\right)}{\log \Lambda_{n_{i-1}+1}-\log c\left(n_{i}, n_{i-1}+1\right)}
$$

for large enough $i$. Note that $K=(1+\delta+\tau) /(1+\delta+\tau / 2)>1$. Moreover, from $\log \Lambda_{n_{i-1}+1} \leqslant \log \ell_{n_{i-1}+1}<0<\log c\left(n_{i}, n_{i-1}+1\right)$ (recall Lemma B.2) we have

$$
\frac{\log \ell_{n_{i}+1}}{\log \Lambda_{n_{i}+1}} \geqslant K \frac{\log \ell_{n_{i-1}+1}}{\log \Lambda_{n_{i-1}+1}}
$$

for sufficiently large $i$. Thus, the sequence of positive numbers $\left\{\delta_{n}\right\}_{n \in \mathbb{N}}$ given by

$$
\delta_{n}=\frac{\log \ell_{n}}{\log \Lambda_{n}}
$$

is unbounded. However, by Lemma B.2, we know that $\delta_{n} \in(0,1]$ for all $n \in \mathbb{N}$. This contradiction shows that there exist at most finitely many divergent levels. In other words, $a_{n} \varepsilon_{n} \leqslant \lambda_{1}^{n}$ for sufficiently large $n$, which finishes the proof of Proposition B.3.

## B. 6 Proof of Theorem 4.11

With Proposition B. 2 and Proposition B. 3 at hand, we are ready to establish the continuity of the function $\psi$ defined in Appendix B.2.

Proof of Proposition B.1. Fix $i \in \mathbb{Z}$ and some large $n \in \mathbb{N}$, and let $j>i$ be such that $w_{j} \in I_{n}\left(w_{i}\right)$. Recall from (B.3) that the function $\psi: \mathscr{O}_{f}\left(w_{0}\right) \rightarrow \mathbb{R}$ is defined by the initial condition $\psi\left(w_{0}\right)=0$ and the recursive formula

$$
\psi\left(w_{i+1}\right)=\psi\left(w_{i}\right)-\log D f\left(w_{i}\right) \quad \text { for all } i \in \mathbb{Z}
$$

In particular,

$$
\psi\left(w_{i}\right)-\psi\left(w_{j}\right)=\log D f^{j-i}\left(w_{i}\right)
$$

Now let $p \in \mathbb{N}$ be such that $w_{j} \in \mathscr{P}_{n+p}\left(w_{i}\right)$. By Lemma 10.4, for each $k \in$ $\{n, \ldots, n+p-1\}$ there exists an integer $b_{k+1} \in\left\{0, \ldots, a_{k+1}\right\}$ such that

$$
j=i+q_{n}+\sum_{k=n}^{n+p-1} b_{k+1} q_{k+1}
$$

Therefore,

$$
\psi\left(w_{i}\right)-\psi\left(w_{j}\right)=\log D f^{q_{n}+\sum_{k=n}^{n+p-1} b_{k+1} q_{k+1}}\left(w_{i}\right)
$$

Using Proposition B. 2 and Proposition B. 3 we obtain

$$
\begin{aligned}
\left|\psi\left(w_{i}\right)-\psi\left(w_{j}\right)\right| & \leqslant\left\|\log D f^{q_{n}}\right\|_{C^{0}}+\sum_{k=n}^{n+p-1}\left\|\log D f^{b_{k+1} q_{k+1}}\right\|_{C^{0}} \\
& =O\left(\varepsilon_{n}+\sum_{k=n}^{n+p-1} b_{k+1} \varepsilon_{k+1}\right)=O\left(\varepsilon_{n}+\sum_{k=n}^{+\infty} a_{k+1} \varepsilon_{k+1}\right) \\
& =O\left(\varepsilon_{n}+\sum_{k=n}^{+\infty} \lambda_{1}^{k+1}\right)
\end{aligned}
$$

Since this last term goes to zero as $n$ goes to infinity, we deduce that $\psi$ is continuous at $w_{i}$, and since $i$ was an arbitrary integer, this finishes the proof of Proposition B.1.

As explained in Appendix B.1, Proposition B. 1 implies that $\psi: \mathscr{O}_{f}\left(w_{0}\right) \rightarrow \mathbb{R}$ can be continuously extended to the whole circle, and that $\phi: \boldsymbol{S}^{1} \rightarrow \mathbb{R}$ given by $\phi(x)=e^{\psi(x)} / \int e^{\psi(y)} d y$ is the derivative of a $C^{1}$ diffeomorphism that conjugates $f$ with the corresponding rotation. Therefore, we have proved the following result.

Corollary B.3. Let $\alpha \in(0,1)$ and let $f \in \operatorname{Diff}^{2+\alpha}\left(\boldsymbol{S}^{1}\right)$ such that its rotation number $\rho$ is Diophantine of order $\delta<\alpha$. Then any topological conjugacy between $f$ and the rigid rotation of angle $\rho$ is a $C^{1}$ diffeomorphism.

## B.6.1 Hölder continuity of the invariant density

As before, we denote by $\mu$ the unique Borel probability measure on $\boldsymbol{S}^{1}$ which is invariant under $f$, and by $m$ the (normalized) Lebesgue measure on $\boldsymbol{S}^{1}$. Recall from Section 2.3 that $\mu(A)=m(h(A))$ for any Borel set $A \subset \boldsymbol{S}^{1}$ and any topological conjugacy $h$ between $f$ and the rigid rotation $R_{\rho}$. A straightforward consequence of Corollary B. 3 is that

$$
\mu(A)=\int_{A} \phi d m .
$$

The function $\phi$ is the density function of the measure $\mu$. Note that, since $\phi$ is continuous and strictly positive in $\boldsymbol{S}^{1}$, we have $\mu(A) \asymp m(A)$. In other words, the $\mu$-measure of any given interval is comparable to its Euclidean length ${ }^{1}$. Therefore, for smooth diffeomorphisms with Diophantine rotation number, the qualitative notion of minimality can be strengthened to a quantitative one. Indeed, from Birkhoff Ergodic Theorem we know that given any point $x \in \boldsymbol{S}^{1}$ and any interval $A \subset \boldsymbol{S}^{1}$ we have

$$
\lim _{n \rightarrow+\infty} \frac{1}{n} \#\left\{j: 0 \leqslant j<n \text { and } f^{j}(x) \in A\right\}=\mu(A) \asymp m(A) .
$$

In other words, the asymptotic frequency with which any given point visits an open interval is comparable to the Euclidean length of the given interval. These are some of the statistical aspects of the smooth rigidity being discussed here.

In this final subsection we establish Hölder continuity of the invariant density. More precisely, we will prove the following fact.

Proposition B.4. The function $\phi$ is Hölder continuous in the whole circle, with Hölder exponent $\alpha-\delta$.

Before entering the proof of Proposition B.4, we establish the following estimate, announced at the introduction of this appendix.
Lemma B.9. $\varepsilon_{n}=O\left(\Lambda_{n}^{\frac{\alpha}{1+\delta}}\right)$.
Proof. Note first that by combining Corollary B. 3 with Lemma B. 2 and the Mean Value Theorem we obtain that for all $n \in \mathbb{N}$

$$
\begin{equation*}
0<\min _{x \in S^{1}}\{\phi(x)\} \leqslant \frac{\Lambda_{n}}{\ell_{n}} \leqslant 1 . \tag{B.18}
\end{equation*}
$$

[^36]In other words, $\ell_{n} \asymp \Lambda_{n}$. Since, by definition,

$$
\varepsilon_{n}=\frac{\ell_{n}}{\ell_{0}}+\sum_{j=0}^{n-1} \frac{\ell_{n}}{\ell_{j+1}} \ell_{j}^{\alpha}
$$

estimate (B.18) implies that

$$
\varepsilon_{n}=O\left(\Lambda_{n}+\sum_{j=0}^{n-1} \frac{\Lambda_{n}}{\Lambda_{j+1}} \Lambda_{j}^{\alpha}\right)
$$

But by (B.13) $\Lambda_{j}^{\alpha}=O\left(\Lambda_{j+1}^{\frac{\alpha}{1+\delta}}\right)$, and then

$$
\begin{aligned}
\varepsilon_{n} & =O\left(\Lambda_{n}+\sum_{j=0}^{n-1} \Lambda_{n} \Lambda_{j+1}^{\frac{\alpha}{1+\delta}-1}\right)=O\left(\Lambda_{n}+\Lambda_{n}^{\frac{\alpha}{1+\delta}} \sum_{j=0}^{n-1}\left(\frac{\Lambda_{n}}{\Lambda_{j+1}}\right)^{1-\frac{\alpha}{1+\delta}}\right) \\
& =O\left(\Lambda_{n}+\Lambda_{n}^{\frac{\alpha}{1+\delta}} \sum_{j=0}^{n-1}\left(\lambda^{1-\frac{\alpha}{1+\delta}}\right)^{n-j-1}\right)
\end{aligned}
$$

by Corollary B.1. Since $\alpha /(1+\delta)<1$, the sum $\sum_{j=0}^{n-1}\left(\lambda^{1-\frac{\alpha}{1+\delta}}\right)^{n-j-1}$ is bounded, which implies Lemma B.9.

Remark B.5. With Lemma B. 9 at hand, we can improve some of our previous estimates. For instance, by combining Lemma B. 9 with Proposition B. 2 we immediately obtain

$$
\left\|f^{q_{n}}-\operatorname{Id}\right\|_{C^{1}}=O\left(\Lambda_{n}^{\frac{\alpha}{1+\delta}}\right)=O\left(\left|q_{n} \rho-p_{n}\right|^{\frac{\alpha}{1+\delta}}\right)
$$

which improves our estimates from Appendix B.4. Moreover, since $\left|R_{\rho}^{q_{n}}-\mathrm{Id}\right|$ is constant and equal to $\Lambda_{n}$, we deduce that $\left\|f^{q_{n}}-R_{\rho}^{q_{n}}\right\|_{C^{1}}=O\left(\Lambda_{n}^{\frac{\alpha}{1+\delta}}\right)$ for all $n \in \mathbb{N}$, as announced in Remark B.1.

On the other hand, combining Lemma B. 9 with (B.13) (i.e., the Diophantine condition) we obtain
$a_{n} \varepsilon_{n}=O\left(\frac{\Lambda_{n-1}}{\Lambda_{n}} \Lambda_{n}^{\frac{\alpha}{1+\delta}}\right)=O\left(\Lambda_{n}^{\frac{1}{1+\delta}+\frac{\alpha}{1+\delta}-1}\right)=O\left(\Lambda_{n}^{\frac{\alpha-\delta}{1+\delta}}\right)=O\left(\Lambda_{n-1}^{\alpha-\delta}\right)$,
thus improving Proposition B.3.
To prove Proposition B. 4 consider two points $w$ and $w_{0}$ in $\boldsymbol{S}^{1}$, and recall that the orbit $\mathscr{O}_{f}\left(w_{0}\right)=\left\{w_{i}=f^{i}\left(w_{0}\right): i \in \mathbb{Z}\right\}$ is dense in $\boldsymbol{S}^{1}$. Let $n \in \mathbb{N}$ be such that

$$
w \in \overline{I_{n-1}\left(w_{-q_{n-1}}\right) \backslash I_{n}\left(w_{0}\right)}
$$

In other words, $w_{q_{n}} \leqslant w \leqslant w_{-q_{n-1}}$. Moreover, let $j \in\left\{1, \ldots, a_{n}\right\}$ be such that $w_{j q_{n}} \leqslant w \leqslant w_{(j+1) q_{n}}$.

## Lemma B.10.

$$
\begin{equation*}
\left|\phi\left(w_{0}\right)-\phi(w)\right|=O\left(\left(j \Lambda_{n}\right)^{\alpha-\delta}\right) . \tag{B.19}
\end{equation*}
$$

We remark that (B.19) implies at once Proposition B.4. Indeed, note first that

$$
\left|h\left(w_{0}\right)-h(w)\right| \geqslant\left|h\left(w_{0}\right)-h\left(w_{j q_{n}}\right)\right|=\left|R_{\rho}^{j q_{n}}\left(h\left(w_{0}\right)\right)-h\left(w_{0}\right)\right|=j \Lambda_{n}
$$

Therefore

$$
\left|\phi\left(w_{0}\right)-\phi(w)\right|=O\left(\left(j \Lambda_{n}\right)^{\alpha-\delta}\right)=O\left(\left|h\left(w_{0}\right)-h(w)\right|^{\alpha-\delta}\right)
$$

and since, by Corollary B.3, $h$ is certainly bi-Lipschitz, we have

$$
\left|\phi\left(w_{0}\right)-\phi(w)\right|=O\left(\left|w_{0}-w\right|^{\alpha-\delta}\right)
$$

Thus, (B.19) implies Proposition B. 4 as claimed. We finish Appendix B by proving Lemma B. 10.

Proof of Lemma B.10. Continuity of $\phi$, combined with the identity $\phi\left(w_{0}\right)-\phi(w)$ $=\phi(w)\left(e^{\psi\left(w_{0}\right)-\psi(w)}-1\right)$, easily implies that it is enough to prove

$$
\left|\psi\left(w_{0}\right)-\psi(w)\right|=O\left(\left(j \Lambda_{n}\right)^{\alpha-\delta}\right)
$$

With this purpose, we first claim that

$$
\begin{equation*}
\left|\psi\left(w_{0}\right)-\psi(w)\right|=O\left(j \varepsilon_{n}+\sum_{k=n}^{+\infty} a_{k+1} \varepsilon_{k+1}\right) \tag{B.20}
\end{equation*}
$$

Indeed, let $N \in \mathbb{N}$ be large enough so that $w_{N}=f^{N}\left(w_{0}\right)$ is arbitrarily close to $w$. Let $p \in \mathbb{N}$ be such that $w_{N} \in \mathscr{P}_{n+p}\left(w_{0}\right)$. Just as in the proof of Corollary B. 2
and Proposition B.1, for each $k \in\{n, \ldots, n+p-1\}$ let $b_{k+1} \in\left\{0, \ldots, a_{k+1}\right\}$ be such that

$$
N=j q_{n}+\sum_{k=n}^{n+p-1} b_{k+1} q_{k+1}
$$

By definition of $\psi$ we have

$$
\psi\left(w_{0}\right)-\psi\left(w_{N}\right)=\log D f^{j q_{n}+\sum_{k=n}^{n+p-1} b_{k+1} q_{k+1}}\left(w_{0}\right),
$$

and then, just as in the proof of Proposition B.1, we obtain

$$
\left|\psi\left(w_{0}\right)-\psi\left(w_{N}\right)\right|=O\left(j \varepsilon_{n}+\sum_{k=n}^{+\infty} a_{k+1} \varepsilon_{k+1}\right)
$$

The obtained bound is finite by Proposition B.3, and does not depend on $N$. Thus, by continuity of $\psi$, the same bound applies to $\left|\psi\left(w_{0}\right)-\psi(w)\right|$, which establishes (B.20). It remains to prove that $j \varepsilon_{n}+\sum_{k \geqslant n} a_{k+1} \varepsilon_{k+1}=O\left(\left(j \Lambda_{n}\right)^{\alpha-\delta}\right)$.

On one hand, by Lemma B.9, we can write

$$
j \varepsilon_{n}=O\left(j \Lambda_{n}^{\frac{\alpha}{1+\delta}}\right)=O\left(\left(j \Lambda_{n}\right)^{\alpha-\delta}\left(j \Lambda_{n}^{\frac{\delta}{1+\delta}}\right)^{1-(\alpha-\delta)}\right)
$$

But $j \Lambda_{n}^{\frac{\delta}{1+\delta}}$ is bounded. Indeed, note first that

$$
j \Lambda_{n}^{\frac{\delta}{1+\delta}} \leqslant a_{n} \Lambda_{n}^{\frac{\delta}{1+\delta}}<\frac{\Lambda_{n-1}}{\Lambda_{n}} \Lambda_{n}^{\frac{\delta}{1+\delta}}
$$

since $a_{n}=\Lambda_{n-1} / \Lambda_{n}-\Lambda_{n+1} / \Lambda_{n}$. From (B.13) we have $\Lambda_{n-1}=O\left(\Lambda_{n}^{\frac{1}{1+\delta}}\right)$, and then $\Lambda_{n-1} / \Lambda_{n}=O\left(\Lambda_{n}^{\frac{-\delta}{1+\delta}}\right)$. Thus, $j \Lambda_{n}^{\frac{\delta}{1+\delta}}$ is bounded and then

$$
\begin{equation*}
j \varepsilon_{n}=O\left(\left(j \Lambda_{n}\right)^{\alpha-\delta}\right) \tag{B.21}
\end{equation*}
$$

On the other hand,
$\sum_{k=n}^{+\infty} a_{k+1} \varepsilon_{k+1}=O\left(\sum_{k=n}^{+\infty} \frac{\Lambda_{k}}{\Lambda_{k+1}} \Lambda_{k+1}^{\frac{\alpha}{1+\delta}}\right)=O\left(\sum_{k=n}^{+\infty} \Lambda_{k}^{\alpha-\delta} \Lambda_{k}^{1-(\alpha-\delta)} \Lambda_{k+1}^{\frac{\alpha}{1+\delta}-1}\right)$.

Using again (B.13) we obtain $\Lambda_{k}^{1-(\alpha-\delta)}=O\left(\Lambda_{k+1}^{\frac{1-(\alpha-\delta)}{1+\delta}}\right)=O\left(\Lambda_{k+1}^{1-\frac{\alpha}{1+\delta}}\right)$, and then

$$
\sum_{k=n}^{+\infty} a_{k+1} \varepsilon_{k+1}=O\left(\sum_{k=n}^{+\infty} \Lambda_{k}^{\alpha-\delta}\right)=O\left(\Lambda_{n}^{\alpha-\delta}\right)
$$

Combining this last estimate with (B.20) and (B.21) we obtain (B.19). This finishes the proof of Lemma B. 10 .

As explained above, Lemma B. 10 implies Proposition B.4. Finally, by combining Corollary B. 3 with Proposition B.4, we deduce Theorem 4.11 and finish Appendix B.

## A Skew Product over the Gauss Map

In our study of orbit flexibility in Chapter 9, we considered a certain skew product $T: M \rightarrow M$, where $M=([0,1] \backslash \mathbb{Q}) \times[-1,1]$. Here, we enlarge it to get a self-map of the rectangle $R=[0,1] \times[-1,1]$.

Recall the formula defining $T$ over $M$, namely

$$
\begin{equation*}
T(\rho, \alpha)=\left(G(\alpha), T_{\rho}(\alpha)\right), \tag{C.1}
\end{equation*}
$$

where $G$ is the Gauss map, and for each (irrational) $\rho$ the fiber map $T_{\rho}:[-1,1] \rightarrow$ $[-1,1]$ is given by

$$
T_{\rho}(\alpha)= \begin{cases}-\alpha & \text { for } \alpha \in[-1,0]  \tag{C.2}\\ -\frac{\alpha}{\rho G(\rho)} & \text { for } \alpha \in(0, \rho G(\rho)] \\ \left\{\frac{1-\alpha}{\rho}\right\} & \text { for } \alpha \in(\rho G(\rho), 1]\end{cases}
$$

Thus, to extend $T$ to a self-map of the rectangle $R$, it suffices to define the fiber maps $T_{\rho}:[-1,1] \rightarrow[-1,1]$ also for rational values of $\rho$. When $\rho \in[0,1] \cap \mathbb{Q}$ is not of the form $\rho=\frac{1}{n}$, we define $T_{\rho}$ using the same formulas in (C.2). We also
define $T_{0} \equiv 0$, and for each $n \in \mathbb{N}, T_{1 / n}:[-1,1] \rightarrow[-1,1]$ by $T_{1 / n}(\alpha)=-\alpha$ if $\alpha \in[-1,0]$ and $T_{1 / n}(\alpha)=\{n(1-\alpha)\}$ if $\alpha \in(0,1]$. Once this is done, we can define the extended skew product, which we still denote by $T$, by the same formula (C.1).
Remark C.1. Although the fiber maps $T_{\rho}:[-1,1] \rightarrow[-1,1]$ are not (piecewise) expanding, it is important to observe that the composition of any two of them (with $\rho \neq 0$ ) is expanding. This fact will be very useful in our study of the skew product $T$.

Our main purpose in this appendix is to examine $T$ from the point of view of ergodic theory. More precisely, our goal is to prove the following result.
Theorem C.1. The skew product $T: R \rightarrow R$ admits a unique invariant Borel probability measure which is absolutely continuous with respect to Lebesgue measure. This invariant measure is ergodic under $T$, and its support coincides with $R$.

## C. 1 An absolutely continuous invariant measure

For one-dimensional maps, there is a well-known result called the Folklore Theorem (see Mañé [1987, Ch. III, Thm. 1.2] or de Melo and van Strien [1993, Ch. V, Thm. 2.2]), that in essence asserts that a piecewise smooth expanding map always admits an absolutely continuous invariant probability measure. In sharp contrast with this fact, a piecewise smooth two-dimensional expanding map may not admit an absolutely continuous invariant measure. For such a measure to exist, additional hypotheses are necessary (see for instance Buzzi [2000] and Tsujii [2001] and references therein).

Fortunately, in our case the map $T$ is rather special. The fact that $T$ is a skew product over an expanding map (the Gauss map), combined with the fact that it is a Markov map (see below) which is even affine on the fibers, allows us to reduce the problem to an essentially one-dimensional situation. Indeed, we start this appendix with the following useful property of the family of fiber maps defined above.
Lemma C.1. Given any sequence $\left\{\theta_{n}\right\}_{n \in \mathbb{N}} \subset[0,1] \backslash \mathbb{Q}$ consider the sequence of compositions $\left\{\Psi_{\theta_{0} \cdots \theta_{n-1}}\right\}_{n \geqslant 1}$ in $[-1,1]$ given by

$$
\Psi_{\theta_{0} \cdots \theta_{n-1}}=T_{\theta_{0}} \circ T_{\theta_{1}} \circ \cdots \circ T_{\theta_{n-1}} \quad \text { for all } n \geqslant 1 .
$$

Then for any given Borel set $B \subset[-1,1]$, the sequence $\left\{\lambda\left(\Psi_{\theta_{0} \cdots \theta_{n-1}}^{-1}(B)\right)\right\}_{n \in \mathbb{N}}$ is convergent, where $\lambda$ denotes the Lebesgue measure on $[-1,1]$. Moreover,

$$
\theta_{0} G\left(\theta_{0}\right) \lambda(B) \leqslant \lim _{n \rightarrow+\infty}\left\{\lambda\left(\Psi_{\theta_{0} \cdots \theta_{n-1}}^{-1}(B)\right)\right\} \leqslant\left(2-\theta_{0} G\left(\theta_{0}\right)\right) \lambda(B)
$$

Proof. From $\left\{\theta_{n}\right\}$ we build the sequence $\left\{\tau_{n}\right\}_{n \in \mathbb{N}} \subset[0,1]$ given by
$\tau_{0}=1, \tau_{1}=0 \quad$ and $\quad \tau_{n+2}=\theta_{n} G\left(\theta_{n}\right) \tau_{n}+\left(1-\theta_{n} G\left(\theta_{n}\right)\right) \tau_{n+1}, \quad \forall n \in \mathbb{N}$.
In other words, $\tau_{2}=\theta_{0} G\left(\theta_{0}\right)$ and

$$
\tau_{n}=\theta_{0} G\left(\theta_{0}\right)+\sum_{j=1}^{n-2}(-1)^{j} \prod_{i=0}^{j} \theta_{i} G\left(\theta_{i}\right) \quad \text { for all } n \geqslant 3
$$

The sequence $\left\{\tau_{n}\right\}$ clearly converges to some number $\tau_{\infty}$, which satisfies ${ }^{1}$

$$
0<\frac{\theta_{0} G\left(\theta_{0}\right)}{2}<\tau_{\infty}<\theta_{0} G\left(\theta_{0}\right)<\frac{1}{2}
$$

Given a Borel set $B \subset[-1,1]$ and $n \in \mathbb{N}$ let $\ell_{n}$ and $r_{n}$ in $[0,1]$ be given by

$$
\ell_{n}=\lambda\left(\Psi_{\theta_{0} \cdots \theta_{n-1}}^{-1}(B) \cap[-1,0]\right) \quad \text { and } \quad r_{n}=\lambda\left(\Psi_{\theta_{0} \cdots \theta_{n-1}}^{-1}(B) \cap[0,1]\right)
$$

By definition of each $T_{\theta}$, the following relations hold for all $n \in \mathbb{N}$ :

$$
\left\{\begin{array}{l}
\ell_{n+1}=r_{n} \\
r_{n+1}=\theta_{n} G\left(\theta_{n}\right) \ell_{n}+\left\lfloor\frac{1}{\theta_{n}}\right\rfloor \theta_{n} r_{n}=\theta_{n} G\left(\theta_{n}\right) \ell_{n}+\left(1-\theta_{n} G\left(\theta_{n}\right)\right) r_{n}
\end{array}\right.
$$

With this at hand, we easily obtain by induction that for all $n \in \mathbb{N}$ we have

$$
\left\{\begin{array}{l}
\ell_{n}=\tau_{n} \ell_{0}+\left(1-\tau_{n}\right) r_{0} \\
r_{n}=\tau_{n+1} \ell_{0}+\left(1-\tau_{n+1}\right) r_{0}
\end{array}\right.
$$

In particular, the Lebesgue measure of $\Psi_{\theta_{0} \cdots \theta_{n-1}}^{-1}(B)$ in $[-1,1]$ is given by

$$
\lambda\left(\Psi_{\theta_{0} \cdots \theta_{n-1}}^{-1}(B)\right)=\left(\tau_{n}+\tau_{n+1}\right) \ell_{0}+\left(2-\left(\tau_{n}+\tau_{n+1}\right)\right) r_{0}
$$

which converges to $2\left(\tau_{\infty} \ell_{0}+\left(1-\tau_{\infty}\right) r_{0}\right)$ as $n$ goes to infinity. This proves Lemma C.1.

With Lemma C. 1 at hand we have the following result.

[^37]Lemma C.2. The skew product $T$ preserves a probability measure $\mu_{T}$ on the rectangle $R$ which is absolutely continuous (with respect to Lebesgue).

Proof. We only sketch the arguments, as they are quite standard. As before, denote by $\nu$ and $\lambda$ the Gauss measure on $[0,1]$ and the Lebesgue measure on $[-1,1]$ respectively. Denote by $\mu$ the absolutely continuous (with respect to Lebesgue) Borel measure on the rectangle $R$ given by $\mu=v \times \lambda$. In other words, given a Borel set $A \subset R$ we have

$$
\mu(A)=\int_{\pi_{1}(A)} \lambda_{\rho}(A) d \nu(\rho)
$$

where $\pi_{1}: R \rightarrow[0,1]$ is the projection on the first coordinate given by $\pi_{1}(\rho, \alpha)=$ $\rho$, and where $\lambda_{\rho}$ is the Lebesgue measure on the vertical fiber given by $\rho$, i.e., $\lambda_{\rho}(A)=\lambda(A \cap(\{\rho\} \times[-1,1]))$ for any $\rho \in[0,1]$.

Given $n \in \mathbb{N}$ and open intervals $I \subset[0,1]$ and $J \subset[-1,1]$ we label each point $\theta_{n-1}$ of $G^{-n}(I)$ with the $n$-tuple $\left\{\theta_{0}, \ldots, \theta_{n-1}\right\}$ given by $G\left(\theta_{0}\right) \in I$ and $G\left(\theta_{i}\right)=\theta_{i-1}$ for all $i \in\{1, \ldots, n-1\}$. With this notation we can write

$$
T^{-n}(I \times J)=\bigcup_{\substack{\left\{\theta_{0}, \ldots, \theta_{n-1}\right\} \\ G\left(\theta_{0}\right) \in I, G\left(\theta_{i}\right)=\theta_{i-1}}}\left\{\theta_{n-1}\right\} \times \Psi_{\theta_{0} \ldots \theta_{n-1}}^{-1}(J)
$$

From Lemma C. 1 we know that

$$
\lambda\left(\Psi_{\theta_{0} \cdots \theta_{n-1}}^{-1}(J)\right) \leqslant 2 \lambda(J)
$$

holds for any $n$-tuple, and then

$$
\begin{aligned}
\mu\left(T^{-n}(I \times J)\right) & =\int_{G^{-n}(I)} \lambda_{\rho}\left(T^{-n}(I \times J)\right) d \nu(\rho) \leqslant 2 \lambda(J) \int_{G^{-n}(I)} d \nu(\rho) \\
& =2 \lambda(J) v\left(G^{-n}(I)\right)=2 \lambda(J) v(I)=2 \mu(I \times J)
\end{aligned}
$$

With this at hand we deduce that

$$
\begin{equation*}
\left(T_{*}^{n} \mu\right)(A) \leqslant 2 \mu(A) \quad \text { for any Borel set } A \subset R \text { and any } n \in \mathbb{N} \tag{C.3}
\end{equation*}
$$

Finally, consider the sequence of Borel measures on the rectangle $R$ given by

$$
\mu_{n}=\frac{1}{n} \sum_{j=0}^{n-1} T_{*}^{j} \mu
$$

Since $T$ is a local diffeomorphism around Lebesgue almost every point in $R$, we deduce that the push-forward under $T$ of any absolutely continuous measure is also absolutely continuous and that, when restricted to absolutely continuous measures, the operator $T_{*}$ acts continuously in the weak* topology. Let $\omega$ be any weak* accumulation point of $\left\{\mu_{n}\right\}$ (recall that $\mu_{n}(R)=2$ for all $n$ ). By (C.3), $\omega(A) \leqslant$ $2 \mu(A)$ for any Borel set $A \subset R$. Therefore, $\omega$ is absolutely continuous with respect to $\mu$, and then it is also absolutely continuous with respect to Lebesgue. In particular, the measure $\omega$ is a continuity point of $T_{*}$, which implies that it is $T$-invariant in the usual way. We conclude the proof of Lemma C. 2 by taking the probability measure $\mu_{T}=\frac{1}{2} \omega$.

## C. 2 Markov property

In order to prove Theorem C.1, it remains to prove that the absolutely continuous invariant probability measure $\mu_{T}$ given by Lemma C. 2 is unique, supported on the whole rectangle $R$ and ergodic under $T$ (see Corollary C. 1 below).

## C.2.1 A countable Markov partition

The skew product $T$ admits a countable Markov partition that we presently describe. The basic (open) Markov atoms of the partition are of three different types (see Figure C.1):

1. The trapezoids $V_{k, \ell}$, with $k \in \mathbb{N}$ and $0 \leqslant \ell \leqslant k-1$, given by

$$
V_{k, \ell}=\left\{(\rho, \alpha) \in R: \frac{1}{k+1}<\rho<\frac{1}{k}, 1-(\ell+1) \rho<\alpha<1-\ell \rho\right\}
$$

2. The triangles

$$
U_{k}=\left\{(\rho, \alpha) \in R: \frac{1}{k+1}<\rho<\frac{1}{k}, 0<\alpha<1-k \rho\right\} \quad(k \in \mathbb{N})
$$

3. The rectangles

$$
R_{k}=\left\{(\rho, \alpha) \in R: \frac{1}{k+1}<\rho<\frac{1}{k},-1<\alpha<0\right\} \quad(k \in \mathbb{N})
$$



Figure C.1: The Markov partition for $T$ has three different types of atoms.

The map $T$ is one-to-one in each of these Markov atoms, mapping them diffeomorphically onto either $R^{+}=(0,1) \times(0,1)$ or $R^{-}=(0,1) \times(-1,0)$. More precisely, we have $T\left(U_{k}\right)=R^{-}, T\left(R_{k}\right)=R^{+}$and $T\left(V_{k, \ell}\right)=R^{+}$, for all $k$ and all $\ell$. The collection $\mathscr{P}$ of all such atoms is our Markov partition for $T$.

## Markov tiles

Let us write

$$
\mathscr{P}=\left\{W_{1}, W_{2}, \ldots, W_{m}, \ldots\right\}
$$

for an enumeration of the elements of the Markov partition $\mathscr{P}$. For each $m$, let $\tau_{m}: R^{ \pm} \rightarrow W_{m}$ be the inverse branch of $T$ that takes $T\left(W_{m}\right)=R^{ \pm}$back onto $W_{m}$. Then $\tau_{m}$ is a smooth diffeomorphism and we have $\tau_{m} \circ T=\mathrm{id}_{W_{m}}$ and $T \circ \tau_{m}=\operatorname{id}_{R^{ \pm}}$. An $n$-tuple $\left(m_{1}, m_{2}, \ldots, m_{n}\right) \in \mathbb{N}^{n}$ is said to be admissible if the composition $\tau_{m_{1}} \circ \tau_{m_{2}} \circ \cdots \tau_{m_{n}}$ is well-defined (as a map of $R^{ \pm}$into $R$ ). For each admissible $n$-tuple $\left(m_{1}, m_{2}, \ldots, m_{n}\right) \in \mathbb{N}^{n}$, we consider the region (polygon)

$$
W_{m_{1}, m_{2}, \ldots, m_{n}}=\tau_{m_{1}} \circ \tau_{m_{2}} \circ \cdots \circ \tau_{m_{n}}\left(R^{ \pm}\right)
$$

Such region is called a Markov n-tile. Note that $T\left(W_{m_{1}, m_{2}, \ldots, m_{n}}\right)=W_{m_{2}, \ldots, m_{n}}$, so each Markov $n$-tile is mapped onto a Markov $(n-1)$-tile if $n \geqslant 2$, or onto $R^{ \pm}$ if $n=1$.

Lemma C.3. There exist constants $C>0$ and $0<\lambda<1$ such that, for every Markov n-tile $W_{m_{1}, m_{2}, \ldots, m_{n}}$, we have

$$
\operatorname{diam}\left(W_{m_{1}, m_{2}, \ldots, m_{n}}\right)<C \lambda^{n}
$$

Proof. This follows at once from the easily verifiable fact that the map $T^{2}=T \circ T$ is expanding.

We denote by $\mathscr{W}$ the collection of all Markov tiles, and for each $n$ we denote by $\mathscr{W}^{(n)}$ the collection of all Markov $n$-tiles, so that $\mathscr{W}=\bigcup_{n \in \mathbb{N}} \mathscr{W}^{(n)}$. The following easily proven facts are worth keeping in mind here:

MT1. For each $n$ the elements of $\mathscr{W}^{(n)}$ are pairwise disjoint open subsets of $R$;
MT2. For each $n$ the complement of $\bigcup_{W \in \mathscr{W}^{(n)}} W$ in $R$ is a Lebesgue null-set;
MT3. The union $\bigcup_{W \in \mathscr{W}} \partial W$ is a Lebesgue null-set;
MT4. For each open subset $A \subseteq R$, there exists a collection $\mathscr{C}_{A} \subseteq \mathscr{W}$ of pairwise disjoint Markov tiles such that $A \backslash \bigcup_{W \in \mathscr{C}_{A}} W$ has zero Lebesgue measure.

Note that Lemma 9.2 follows at once from the fact that any given open set in $R$ contains the closure of an $n$-tile (and then it eventually covers the whole rectangle under iteration of $T$ ).

## C. 3 Ergodicity

We are now ready to show that the skew product $T$ is ergodic with respect to the invariant measure $\mu_{T}$.

## C.3.1 Bounding Jacobian distortion

One path towards proving that $T$ is ergodic is to show that the Jacobians of all inverse branches of iterates of $T$ have uniformly bounded distortion. This follows from Proposition C. 1 below. In the proof, we will need the following simple lemma.

Lemma C.4. Let $k_{j}>0, b_{j} \geqslant 0(j \geqslant 0)$ be two sequences of real numbers, and assume that $B=\sum_{j=0}^{\infty} \sqrt{b_{j}}<\infty$. Then for each $n \in \mathbb{N}$ we have

$$
\begin{equation*}
\sum_{j=0}^{n} k_{j} \min \left\{b_{n-j}, k_{j}^{-2}\right\} \leqslant B \tag{C.4}
\end{equation*}
$$

Proof. For each $1 \leqslant j \leqslant n$, there are only two possibilities:
(i) $k_{j}^{-2}<b_{n-j}$ : In this case we have

$$
k_{j} \min \left\{b_{n-j}, k_{j}^{-2}\right\}=k_{j}^{-1}<\sqrt{b_{n-j}} .
$$

(ii) $k_{j}^{-2} \geqslant b_{n-j}$ : In this case we have

$$
k_{j} \min \left\{b_{n-j}, k_{j}^{-2}\right\}=k_{j} b_{n-j} \leqslant\left(b_{n-j}^{-1}\right)^{\frac{1}{2}} b_{n-j}=\sqrt{b_{n-j}} .
$$

From (i) and (ii) it follows that the sum in the left-hand side of (C.4) is bounded by $\sum_{j=0}^{n} \sqrt{b_{n-j}} \leqslant B$.

Proposition C.1. There exists a constant $K>1$ for which the following holds for all $n \in \mathbb{N}$. If $\left(\rho_{0}, \alpha_{0}\right)$ and $\left(\rho_{0}^{*}, \alpha_{0}^{*}\right)$ are any two points in the same Markov $n$-tile, then

$$
\begin{equation*}
\frac{1}{K} \leqslant\left|\frac{\operatorname{det} D T^{n}\left(\rho_{0}, \alpha_{0}\right)}{\operatorname{det} D T^{n}\left(\rho_{0}^{*}, \alpha_{0}^{*}\right)}\right| \leqslant K \tag{C.5}
\end{equation*}
$$

Proof. First, some preliminary considerations. For definiteness, let $W_{m_{1}, m_{2}, \ldots, m_{n}}$ be the Markov $n$-tile containing the two points $\left(\rho_{0}, \alpha_{0}\right)$ and $\left(\rho_{0}^{*}, \alpha_{0}^{*}\right)$. Let us write, for $j=1,2, \ldots,\left(\rho_{j}, \alpha_{j}\right)=T^{j}\left(\rho_{0}, \alpha_{0}\right)$ and $\left(\rho_{j}^{*}, \alpha_{j}^{*}\right)=T^{j}\left(\rho_{0}^{*}, \alpha_{0}^{*}\right)$. From the definition of our skew product, we see that

$$
\left\{\begin{align*}
\rho_{j} & =G^{j}\left(\rho_{0}\right)  \tag{C.6}\\
\alpha_{j} & =T_{\rho_{j-1}} \circ T_{\rho_{j-2}} \circ \cdots \circ T_{\rho_{0}}\left(\alpha_{0}\right)
\end{align*}\right.
$$

and similar formulas hold for $\rho_{j}^{*}, \alpha_{j}^{*}$. Note that, for each $0 \leqslant j \leqslant n$, we have $\left(\rho_{j}, \alpha_{j}\right),\left(\rho_{j}^{*}, \alpha_{j}^{*}\right) \in W_{m_{j+1}, \ldots, m_{n}}$. Hence, by Lemma C.3, for each such $j$ we have

$$
\left|\rho_{j}-\rho_{j}^{*}\right| \leqslant \operatorname{diam}\left(W_{m_{j+1}, \ldots, m_{n}}\right)<C \lambda^{n-j}
$$

Next, for each $0 \leqslant j \leqslant n$, let $k_{j}$ be the unique natural number such that $\frac{1}{k_{j}+1}<$ $\rho_{j}, \rho_{j}^{*}<\frac{1}{k_{j}}$, so that $\left|\rho_{j}-\rho_{j}^{*}\right|<\frac{1}{k_{j}^{2}}$. Combining these two estimates, we can write

$$
\begin{equation*}
\left|\rho_{j}-\rho_{j}^{*}\right|<\min \left\{C \lambda^{n-j}, k_{j}^{-2}\right\} . \tag{C.7}
\end{equation*}
$$

We are now ready to estimate the ratio of determinant Jacobians in (C.5). Using (C.6) and the chain rule, we see that

$$
D T^{n}\left(\rho_{0}, \alpha_{0}\right)=\left[\begin{array}{cc}
\prod_{j=0}^{n-1} G^{\prime}\left(\rho_{j}\right) & 0 \\
* & \prod_{j=0}^{n-1} T_{\rho_{j}}^{\prime}\left(\alpha_{j}\right)
\end{array}\right]
$$

and similarly for $D T^{n}\left(\rho_{0}^{*}, \alpha_{0}^{*}\right)$. Hence the ratio of determinant Jacobians at both points equals

$$
\begin{equation*}
\frac{\operatorname{det} D T^{n}\left(\rho_{0}, \alpha_{0}\right)}{\operatorname{det} D T^{n}\left(\rho_{0}^{*}, \alpha_{0}^{*}\right)}=\prod_{j=0}^{n-1} \frac{G^{\prime}\left(\rho_{j}\right)}{G^{\prime}\left(\rho_{j}^{*}\right)} \prod_{j=0}^{n-1} \frac{T_{\rho_{j}}^{\prime}\left(\alpha_{j}\right)}{T_{\rho_{j}^{*}}^{\prime}\left(\alpha_{j}^{*}\right)} \tag{C.8}
\end{equation*}
$$

We proceed to estimate both products in the right-hand side of (C.8).
(i) Since $G^{\prime}(\xi)=-1 / \xi^{2}$ wherever $G$ is differentiable, each term in the first product is positive, equal to $\left(\rho_{j}^{*} / \rho_{j}\right)^{2}$, and thus we have

$$
\left|\log \prod_{j=0}^{n-1} \frac{G^{\prime}\left(\rho_{j}\right)}{G^{\prime}\left(\rho_{j}^{*}\right)}\right| \leqslant 2 \sum_{j=0}^{n-1}\left|\log \rho_{j}-\log \rho_{j}^{*}\right|
$$

The mean value inequality tells us that $\left|\log \rho_{j}-\log \rho_{j}^{*}\right| \leqslant\left(k_{j}+1\right)\left|\rho_{j}-\rho_{j}^{*}\right|$, and therefore, by (C.7), we have

$$
\begin{equation*}
\left|\log \prod_{j=0}^{n-1} \frac{G^{\prime}\left(\rho_{j}\right)}{G^{\prime}\left(\rho_{j}^{*}\right)}\right| \leqslant 4 \sum_{j=0}^{n-1} k_{j} \min \left\{C \lambda^{n-j}, k_{j}^{-2}\right\} . \tag{C.9}
\end{equation*}
$$

(ii) From the formulas defining the fiber maps $T_{\rho}$ (see Section 9.3.1), we deduce that there are only three possibilities:

$$
\frac{T_{\rho_{j}}^{\prime}\left(\alpha_{j}\right)}{T_{\rho_{j}^{*}}^{\prime}\left(\alpha_{j}^{*}\right)}=\left\{\begin{array}{cl}
1, & \text { if }-1<\alpha_{j}, \alpha_{j}^{*}<0 \\
\frac{\rho_{j}^{*} \rho_{j+1}^{*}}{\rho_{j} \rho_{j+1}}, & \text { if } 0<\alpha_{j}<1-k_{j} \rho_{j} \text { and } 0<\alpha_{j}^{*}<1-k_{j} \rho_{j}^{*} \\
\frac{\rho_{j}^{*}}{\rho_{j}}, & \text { if } 1-k_{j} \rho_{j}<\alpha_{j}<1 \text { and } 1-k_{j} \rho_{j}^{*}<\alpha_{j}^{*}<1
\end{array}\right.
$$

Whichever case occurs, we always have

$$
\left|\log \frac{T_{\rho_{j}}^{\prime}\left(\alpha_{j}\right)}{T_{\rho_{j}^{*}}^{\prime}\left(\alpha_{j}^{*}\right)}\right| \leqslant\left|\log \rho_{j}-\log \rho_{j}^{*}\right|+\left|\log \rho_{j+1}-\log \rho_{j+1}^{*}\right|
$$

This yields

$$
\left|\log \prod_{j=0}^{n-1} \frac{T_{\rho_{j}}^{\prime}\left(\alpha_{j}\right)}{T_{\rho_{j}^{*}}^{\prime}\left(\alpha_{j}^{*}\right)}\right| \leqslant 2 \sum_{j=0}^{n}\left|\log \rho_{j}-\log \rho_{j}^{*}\right|
$$

Therefore, using the mean value inequality and (C.7) just as in (i), we deduce that

$$
\begin{equation*}
\left|\log \prod_{j=0}^{n-1} \frac{T_{\rho_{j}}^{\prime}\left(\alpha_{j}\right)}{T_{\rho_{j}^{*}}^{\prime}\left(\alpha_{j}^{*}\right)}\right| \leqslant 4 \sum_{j=0}^{n} k_{j} \min \left\{C \lambda^{n-j}, k_{j}^{-2}\right\} \tag{C.10}
\end{equation*}
$$

Combining the estimates (C.9) and (C.10), we arrive at

$$
\begin{equation*}
\left|\log \left(\prod_{j=0}^{n-1} \frac{G^{\prime}\left(\rho_{j}\right)}{G^{\prime}\left(\rho_{j}^{*}\right)} \prod_{j=0}^{n-1} \frac{T_{\rho_{j}}^{\prime}\left(\alpha_{j}\right)}{T_{\rho_{j}^{*}}^{\prime}\left(\alpha_{j}^{*}\right)}\right)\right| \leqslant 8 \sum_{j=0}^{n} k_{j} \min \left\{C \lambda^{n-j}, k_{j}^{-2}\right\} \tag{C.11}
\end{equation*}
$$

Applying Lemma C. 4 with $b_{j}=C \lambda^{j}$, we deduce that the sum on the right-hand side of (C.11) is bounded by $B=\sqrt{C} /(1-\sqrt{\lambda})$. Thus, exponentiating both sides of this last inequality, one finally arrives at (C.5), with $K=e^{8 B}$. This completes the proof of Proposition C.1.

## C.3.2 A Lebesgue density argument

In what follows, we denote by meas $(A)$ the Lebesgue measure of a measurable set $A \subseteq R$.

Lemma C.5. Let $A \subseteq R^{ \pm}$be a set with positive Lebesgue measure. Then there exists a constant $0<c_{A}<1$ such that, for every Markov n-tile $W$ with $T^{n}(W)=$ $R^{ \pm}$, we have

$$
\begin{equation*}
\frac{\operatorname{meas}\left(W \cap T^{-n}(A)\right)}{\operatorname{meas}(W)} \geqslant c_{A} \tag{C.12}
\end{equation*}
$$

Proof. Since $T^{n}$ maps $W$ diffeomorphically onto $R^{ \pm}$, the change-of-variables formula tells us that

$$
\operatorname{meas}(A)=\iint_{W \cap T^{-n}(A)}\left|\operatorname{det} D T^{n}(\rho, \alpha)\right| d \rho d \alpha
$$

as well as

$$
1=\operatorname{meas}\left(R^{ \pm}\right)=\iint_{W}\left|\operatorname{det} D T^{n}(\rho, \alpha)\right| d \rho d \alpha
$$

Applying the mean-value theorem for double integrals to both integrals above and using Proposition C.1, we deduce (C.12), with a constant $c_{A}$ that depends only on $\operatorname{meas}(A)$ (and the constant $K$ in (C.5)).

Lemma C.6. If $B \subseteq R$ is a set with positive Lebesgue measure, then

$$
\operatorname{meas}\left(R \backslash \bigcup_{n \geqslant 0} T^{-n}(B)\right)=0
$$

Proof. Replacing $B$ by $T^{-1}(B)$ if necessary, we may assume that $B^{+}=B \cap R^{+}$ and $B^{-}=B \cap R^{-}$both have positive measure. Let $\epsilon=\frac{1}{2} \min \left\{c_{B^{+}}, c_{B^{-}}\right\}$, where $c_{B^{ \pm}}$are the constants obtained applying Lemma C. 5 to $A=B^{ \pm}$.

We argue by contradiction. Suppose $E=R \backslash \bigcup_{n \geqslant 0} T^{-n}(B)$ is such that meas $(E)>0$. Let $z \in E$ be a Lebesgue density point of $E$, and choose $\delta>0$ so small that the disk $D=D(z, \delta) \subset R$ satisfies

$$
\begin{equation*}
\frac{\operatorname{meas}(D \cap E)}{\operatorname{meas}(D)} \geqslant 1-\epsilon \tag{C.13}
\end{equation*}
$$

By fact (MT4) stated right after Lemma C.3, there exists a collection $\mathscr{C}$ of pairwise disjoint Markov tiles such that $D=D^{*} \cup \bigcup_{W \in \mathscr{C}} W$, where $D^{*}$ has zero Lebesgue measure. For each $W \in \mathscr{C}$, there exists a positive integer $m_{K}$ such that $T^{m_{K}}(W)=R^{ \pm} \supseteq B^{ \pm}$. Thus, by Lemma C.5, we have

$$
\begin{aligned}
\operatorname{meas}\left(W \cap \bigcup_{n \geqslant 0} T^{-n}(B)\right) & \geqslant \operatorname{meas}\left(W \cap T^{-m_{K}}\left(B^{ \pm}\right)\right) \\
& \geqslant c_{B^{ \pm}} \operatorname{meas}(W) \geqslant 2 \in \operatorname{meas}(W) .
\end{aligned}
$$

Since this is true for every Markov tile in $\mathscr{C}$, we deduce that

$$
\operatorname{meas}\left(D \cap \bigcup_{n \geqslant 0} T^{-n}(B)\right) \geqslant 2 \epsilon \operatorname{meas}(D)
$$

that is to say,

$$
\begin{equation*}
\frac{\operatorname{meas}(D \cap(R \backslash E))}{\operatorname{meas}(D)} \geqslant 2 \epsilon \tag{C.14}
\end{equation*}
$$

But (C.13) and (C.14) are clearly incompatible. This contradiction shows that meas $(E)=0$, and the lemma is proved.
Corollary C.1. Let $A \subset R$ be a Borel set which is $T$-invariant, i.e., $T^{-1}(A)=A$. If A has positive Lebesgue measure, then it has full Lebesgue measure in the whole rectangle $R$.

Proof. The invariance $T^{-1}(A)=A$ implies $T^{-n}(A)=A$ for all $n \geqslant 0$. Since $\operatorname{meas}(A)>0$, we obtain from Lemma C. 6 that

$$
\operatorname{meas}(A)=\operatorname{meas}\left(\bigcup_{n \geqslant 0} T^{-n}(A)\right)=\operatorname{meas}(R)
$$

## C.3.3 End of proof

With this at hand we can finish the proof of Theorem C.1: Corollary C. 1 implies at once that any absolutely continuous probability measure which is invariant under $T$, is also ergodic under $T$. Therefore, the measure $\mu_{T}$ given by Lemma C. 2 is ergodic. Moreover, since the support of $\mu_{T}$ is itself a $T$-invariant subset of $R$ with positive Lebesgue measure (because it has full $\mu_{T}$-measure), Corollary C. 1 implies that it must coincide with the whole rectangle $R$ (since it is compact and it has full measure). In particular, $\mu_{T}$ is the unique absolutely continuous probability measure invariant under $T$, and this concludes the proof of Theorem C.1. We finish this appendix by proving Proposition 9.4.

Proof of Proposition 9.4. Let $B_{1}, B_{2}, \ldots, B_{j}, \ldots$ be a basis for the topology of $R^{+} \cup R^{-}$. For each $j \geqslant 1$, let $B_{j}^{\infty}=\bigcup_{n \geqslant 0} T^{-n}\left(B_{j}\right)$. Note that each $B_{j}^{\infty} \subset$ $R^{+} \cup R^{-}$is open, and by Lemma C. 6 it has full Lebesgue measure in $R$ (in particular, it is also dense in $R$ ). Therefore $\mathscr{G}_{0}=\bigcap_{j \geqslant 1} B_{j}^{\infty}$ also has full Lebesgue measure in $R$. Moreover, $\mathscr{G}_{0}$ is a dense $G_{\delta}$, hence residual, subset of $R^{+} \cup R^{-}$. Finally, if $z$ is any point in $\mathscr{G}_{0}$, then its positive orbit $\left\{T^{n}(z): n \geqslant 0\right\}$ visits every basic set $B_{j}$, and therefore is dense in $R$.
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Almost parabolic map, 180, 283
balanced decomposition, 185
Almost Schwarz inclusion, 366
Ancestor, 251, 252
Annular Riemann surface, 316
Arnold tongue, 99
Arnold's counterexamples, 105
Asymptotically holomorphic map, 360, 361
Atom
critical, 190
level, 291
long, 148
regular, 196
saddle-node, 196
short, 148
Automorphic measure, 68, 237
ergodicity, 76
existence, 75
uniqueness, 77

## B

Beau bounds, 163
Beltrami equation, 307
path, 304, 395
Bi-critical circle map, 273
Bi-Schwarzian, 121 chain rule, 121, 133
Blaschke product, 136, 179
Bounded geometry, 250
Bowtie, 397
Bridge, 194
balanced decomposition, 196
primary, 196
saddle-node, 196
Brjuno
condition, 106, 107, 111
number, 107

C
$C^{1}$ bounds, 156
Carathéodory topology, 427
Centralizer, 248

Circle homeomorphism
( $p, q$ )-stable, 102
lift, 26
quasisymmetrically orbit-rigid, 245
Closest returns, 5
Coboundary, 70
Cocycle identity, 82, 209
Cohomological equation, 71
Cohomology group, 71
Collet-Eckmann condition, 228
Commuting pair
critical, 276
$K$-controlled, 319
holomorphic, 397
infinitely renormalizable, 280
Comparability, 155
Complex bounds, 392, 406
Conformal measure, 69
Conformal modulus, 305
Continued fractions, 7
convergents, 9
partial quotients, 9
Coordinates
Fatou, 426
Critical
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times, 193
Critical point
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type, 123
Cross-ratio
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Cross-ratio distortion, 120
chain rule, 120
weakly bounded, 172
Cross-ratios, 113
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Écalle-Voronin, 426
map, 429
Cylinder renormalization, 423

## D
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Denjoy
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Hausdorff dimension, 64
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sequence, 58
Denjoy-Koksma inequality, 49, 73, 268
Devil staircase, 97
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class, 64
number, 84,111
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type, 85
Distribution
finite-order, 70
invariant, 69, 70, 238
Schwartz, 70
Douady coordinates, 427
Dynamical partition, 148
Dynamical system
holomorphic, 420

## E
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Epstein
class, 427
map, 408
Equidistribution, 14
modulo one, 14
Weyl's criterion, 15

Weyl's theorem, 14
Ergodicity
distributional unique, 72
of skew product $T, 479$
w.r.t. Lebesgue measure, 65

Euler-Lambert identity, 258
Exponential covering map, 3
Extended lift, 364

## F

Faa-di-Bruno's formula, 294
Family
Arnold, 98, 138
one-parameter, 97
standard, 97
Fatou coordinates, 426
Fiber map, 254, 473
Fine grid, 172
isomorphism, 175
Fourier
coefficients, 88
series, 87

## G

Gauss map, 11, 281
Geometrically equivalent orbits, 244
Glueing, 277
bidimensional, 375

## H

Hausdorff dimension, 64
Herman's invariants, 80
Holomorphic index, 428, 431
Holomorphic map
entire, 110
Homeomorphism
circle, 26
( $p, q$ )-stable, 102
lift, 26
measurably non-singular, 39
minimal, 40
rotation number, 27
expansive, 43
$K$-quasiconformal, 306
$K$-quasisymmetric, 171
quasiconformal, 171, 305
quasisymmetric, 171
quasisymmetric distortion, 171

## I

Inequality
Denjoy-Koksma, 49, 73
Yoccoz, 214
Interval exchange map, 280
Invariant measure
absolutely continuous, 473
$\sigma$-finite, 208, 213
Hausdorff dimension, 204, 239
purely singular, 204
singular, 101
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bounded type, 111, 178
Brjuno, 107
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Liouville, 444, 445
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## K

KAM theory, 83
Katznelson criterion, 209
Koebe's distortion principle, 119, 197, 215, 293
Kolmogorov's strategy, 85

## L

Laurent
coefficients, 110
series, 110

Lebesgue density point, 483
Lemma
$C^{\infty}$ realization, 248
$C^{m}$-approximation, 294
cancellation, 127
holomorphic approximation, 310
Kakutani-Rokhlin, 169
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Weyl's, 305
Liouville number, 111
Lyapunov exponent, 67, 74, 228, 229
of Gauss map, 446

## M

Map
almost parabolic, 180
holomorphic, 90 entire, 110
piecewise affine, 41
quasiconformal, 303, 315
smooth, 119
Markov map, 254, 473
Markov partition, 476
Markov tiles, 476
Measure
automorphic, 68,237
conformal, 69
Mode-locking
interval, 98
phenomenon, 98
Multicritical circle map, 136
beau bounds, 163
Lyapunov exponent, 229
quasisymmetric rigidity, 188
real a priori bounds, 150
signature, 136

Multiplicity of intersection, 126

## N

Nonlinearity, 46, 421
chain rule, 46
nonlinearity
Koebe's principle, 116
P
Parabolic bifurcation, 423
Parabolic map, 428
Parabolic renormalization, 424, 425
Partition
auxiliary, 193
dynamical, 193
Phase-locking
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phenomenon, 98
Pigeonhole principle, 3
Plateau, 37, 48
Poincaré
density, 114
disk, 365
length, 114
metric, 365
neighborhood trapping, 408
Polar ratio, 159
Pull-back argument, 399
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Quadratic-like map, 394
renormalizable, 394
Quasicircle, 179
Quasiconformal homeomorphism, 304, 305
analytic definition, 306
geometric definition, 305
Quasiconformal surgery, 179
Quasisymmetric
orbit-flexibility, 245
orbit-rigidity, 245
Quasisymmetric homeomorphism, 171
Quasisymmetry, 171
criterion for, 174

## R

Real bounds, 146, 149, 393
Renormalization, 274
ancestor, 252
cylinder, 423
exponential convergence, 357 , 388, 422
hyperbolicity, 423
parabolic, 424, 425
Rauzy-Veech, 280
shadowing property, 359
trail, 253
Restricted domain, 287
Riemann surface lamination, 396
Rigidity
conjecture, 272
countrexamples, 297
quasisymmetric, 188
smooth, 271
Rotation
irrational, 3
rational, 3
Rotation number, 27
bounded type, 111, 217
Diophantine, 111
even-type, 258
function, 97

## S

Saturation, 421
Schwarzian derivative, 114
chain rule, 115
kernel, 115
minimum principle, 118
Seven-point argument, 141
Signature, 136, 273
Skew product, 254, 472
Small denominators, 83, 88
Spectrum (of a Cantor set), 63
Standard family
of commuting pairs, 322
Surgery
saddle-node, 298

## T

Teichmüller distance, 395
Theorem
Arnold's conjugacy, 85, 93
Avila-Kocsard, 72
Birkhoff's ergodic, 39, 236, 440
Carleson's, 202
Denjoy's, 47
Douady-Yoccoz, 69
Folklore, 473
Gottschalk-Hedlund, 81
Hahn-Banach, 70, 78
Herman-Yoccoz, 108
Katznelson-Ornstein, 108
Khanin-Teplinsky, 108
Markeley's, 62
McDuff's, 63
measurable Riemann mapping, 304, 307
monotone convergence, 208
Morrey's, 307
Navas-Triestino, 72
Schauder-Tychonoff, 75
Siegel's, 84
Stone-Weierstrass, 15
straightening, 394

Trujillo's, 239
Weyl's equidistribution, 14
Yoccoz's, 140, 272
Yoccoz's global conjugacy, 109
Yoccoz's local conjugacy, 107
Zakeri's, 137
Topology
geometric, 420
Hausdorff, 420
weak*, 75, 77
Transfer isomorphism, 426
Transformation
fractional linear, 7
Möbius, 7
Translation number, 27
Twisting, 421
uniform, 421

## U

Unit circle, 2

## V

Variation bounded, 49, 74
total, 49

## Y

Yoccoz's inequality, 181, 193, 214, 286

## Z

Zygmund class, 51

## List of Symbols

[ $M, T$ ] cross-ratio of intervals $M, T$, page 114
$\lfloor x\rfloor \quad$ greatest integer $\leqslant x$, page 3
$\{x\} \quad$ fractional part of $x$, page 3
$\|\cdot\|_{C^{k}} C^{k}$ norm, page 80
$\|\cdot\|_{\text {BV }}$ bounded variation norm, page 49
$\|\cdot\|_{\sigma} \quad C^{0}$ norm of functions defined on $S_{\sigma}$, page 88
A special class of rotation numbers, page 282
$B_{f}(\cdot, \cdot)$ bi-Schwarzian of $f$, page 121
$\operatorname{BV}\left(\boldsymbol{S}^{1}\right)$ space of functions of bounded variation on the circle, page 49
$C^{1+\mathrm{BV}}$ space of maps $f$ with $\log D f \in \operatorname{BV}\left(\boldsymbol{S}^{1}\right)$, page 52
$\mathbb{C}(I)$ the plane slit along two rays, page 364
$\operatorname{CrD}(f ; M, T)$ cross-ratio distortion of $f$ on intervals $M, T$, page 120
D class of all standard $C^{1}$ Denjoy examples, page 58
$D^{0}\left(\boldsymbol{S}^{1}\right)$ space of lifts of elements of Diff ${ }_{+}^{0}\left(\boldsymbol{S}^{1}\right)$, page 30
$\operatorname{Diff}^{1+Z}\left(\boldsymbol{S}^{1}\right)$ space of circle diffeomorphisms with $\log D f \in Z$, page 51
$\operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{\mathbf{1}}\right)$ space of orientation-preserving homeomorphisms of $\boldsymbol{S}^{1}$, page 30
$\operatorname{dim}_{H}(\cdot)$ Hausdorff dimension, page 64
$D_{\theta}(a, b)$ Poincaré disk, page 365
$\mathscr{E} \quad$ Epstein class, page 427
$\mathbb{E}_{\infty} \quad$ set of irrationals $\rho=\left[a_{1}, a_{2}, \cdots\right] \in(0,1)$ with each $a_{n}$ even and $a_{n} \rightarrow \infty$, page 247
$G(\cdot) \quad$ Gauss map, page 11
$\mathscr{H}_{r}(\cdot)$ Herman's $C^{r}$ invariant, page 80
$I_{n}(x) \quad n$-th renormalization interval of $x$, page 147
$m \quad$ normalized Lebesgue measure on the unit circle, page 39
$\mathscr{N} f \quad$ nonlinearity of $f$, page 46
$\mathscr{P}_{n}(x) n$-th dynamical partition associated with $x$, page 147
$\mathscr{P}\left(\boldsymbol{S}^{\mathbf{1}}\right)$ space of Borel probability measures on $\boldsymbol{S}^{1}$, page 68
$R_{\alpha} \quad$ counterclockwise rotation by angle $2 \pi \alpha$, page 3
$\mathscr{R}(\cdot)$ renormalization operator, page 280
$\operatorname{SL}(2, \mathbb{R})$ special linear group in dimension 2, page 7
$S^{1}=\mathbb{R} / \mathbb{Z}$ unit circle or one-dimensional torus, page 3
$S f \quad$ Schwarzian derivative of $f$, page 115
$S_{\sigma} \quad$ the strip $\{z \in \mathbb{C}:|\operatorname{Im}(z)|<\sigma\}$, page 86
$\operatorname{Var}(\varphi)$ total variation of $\varphi$, page 49
$W^{0} \quad$ class of $C^{0}$ Denjoy examples, page 58
$W^{1} \quad$ class of $C^{1}$ Denjoy examples, page 58
$Z \quad$ Zygmund class, page 51
$Z_{0}(f)$ centralizer of $f$ in $\operatorname{Diff}_{+}^{0}\left(\boldsymbol{S}^{\mathbf{1}}\right)$, page 40
$\alpha_{T}(x) \alpha$-limit set of $x$ under $T$, page 33
$\chi_{A} \quad$ characteristic or indicator function of $A$, page 14
$\chi_{f}(x)$ Lyapunov exponent of $f$ at $x$, page 67
$\mu_{f} \quad$ Beltrami coefficient of a QC homeomorphism $f$, page 306
v Gauss measure, page 439
$\omega_{T}(x) \omega$-limit set of $x$ under $T$, page 33
$\Omega(T)$ non-wandering set of $T$, page 33
$\rho(f)$ rotation number of $f$, page 27
$\rho_{T}(\cdot) \quad$ Poincaré density of interval $T$, page 114
$\tau(F)$ translation number of $F$, page 27
$\widehat{\varphi}(n) \quad n$-th Fourier coefficient of $\varphi$, page 88
$\zeta=(\eta, \xi)$ critical commuting pair, page 275
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[^0]:    ${ }^{1}$ Also known as the box counting principle, it simply states that if $N+1$ objects are placed in $N$ boxes, then at least one box will contain at least two objects.

[^1]:    ${ }^{2}$ Through this identification, $\mathscr{M}(\mathbb{R})$ contains a copy of $\operatorname{PSL}(2, \mathbb{R})=\operatorname{SL}(2, \mathbb{R}) /\{ \pm I\}$ (the projective special linear group) as a subgroup of index 2.

[^2]:    ${ }^{3} \mathrm{Or}$, equivalently, uniformly distributed modulo one.

[^3]:    ${ }^{4}$ In the old days when Arnold and Avez discussed the problem, pocket calculators were not available. Today anybody with one at hand and a bit of patience can check by brute force that the answer to the first question is yes. Indeed, the first occurrence of 7 as first digit happens in $2^{46}=70368744177664$.

[^4]:    ${ }^{5}$ Given by $a_{k_{1}, \ldots, k_{n}}=\int_{\mathbb{T}^{n}} \varphi\left(x_{1}, \ldots, x_{n}\right) e^{-2 \pi i\left(k_{1} x_{1}+\cdots+k_{n} x_{n}\right)} d x_{1} \cdots d x_{n}$.
    ${ }^{6}$ In the sense that $\left\langle T, u \circ R_{\alpha}\right\rangle=\langle T, u\rangle$ for any $u \in C^{0}\left(\boldsymbol{S}^{1}\right)$.

[^5]:    ${ }^{1}$ It is easy to see that $\operatorname{BV}\left(\boldsymbol{S}^{\mathbf{1}}\right)$ is a vector space. It is in fact a Banach space under the norm $\|\varphi\|_{\mathrm{BV}}=|\varphi(0)|+\operatorname{Var}(\varphi)$.

[^6]:    ${ }^{2}$ We denote by $C^{1+\mathrm{BV}}$ the class of all $C^{1}$ maps $f$ such that $\log D f \in \operatorname{BV}\left(\boldsymbol{S}^{1}\right)$.

[^7]:    ${ }^{3}$ We denote by $\mathscr{P}\left(\boldsymbol{S}^{\mathbf{1}}\right)$ the space of Borel probability measures on the circle. Also, we say that two such measures are equivalent if they are mutually absolutely continuous.

[^8]:    ${ }^{4}$ Which in turn is inspired by a similar notion introduced by Patterson [1976] and Sullivan [1979] himself in the context of Fuchsian and Kleinian groups.

[^9]:    ${ }^{5}$ In contradistinction to the 'ordinary' cohomology group $H^{1}\left(f, C^{k}(M)\right)=$ $C^{k}(M) / B\left(f, C^{k}(M)\right)$. The latter is not as nice: it is usually non-Hausdorff, because $B\left(f, C^{k}(M)\right)$ is usually not closed in $C^{k}(M)$.

[^10]:    ${ }^{1}$ The acronym stands for Kolmogorov, Arnold and Moser.

[^11]:    ${ }^{2}$ Here and throughout we think of $\mathbb{R} / \mathbb{Z}$ as the interval $[0,1]$ with the endpoints identified, and the induced order relation via this identification.

[^12]:    ${ }^{3}$ Note that the $(p, q)$-stability property can always be destroyed by a small perturbation. This suggests that it would be more appropriate to use the moniker ( $p, q$ )-unstable when referring to such maps. We will nevertheless conform to the terminology used in Cornfeld, Fomin, and Sinaĭ [1982, p. 88].

[^13]:    ${ }^{4}$ It is easy to see that the inequality in (5) implies that $q_{n+1}>2 n^{2} q_{n}$, so the sequence $\left(q_{n}\right)$ is strictly increasing.

[^14]:    ${ }^{1}$ Look up Gronwall's inequality in any good book on differential equations.

[^15]:    ${ }^{2}$ In the special case $z_{1}=z_{0}$, we obtain $z_{1}=z_{0}=b$, and then $D(\phi \circ f)(b)=1$ and $\phi(f(c))=c$. This implies that $D(\phi \circ f)(c)<1$ (otherwise, the Minimum Principle would imply that $D(\phi \circ f)(x)>1$ for all $x \in(b, c)$, which is impossible since $\phi \circ f$ fixes both $b$ and $c)$. Again, this contradicts the Minimum Principle since $c \in\left(b, z_{2}\right)$. The remaining case $z_{1}=z_{2}$ is analogous.

[^16]:    ${ }^{3}$ Actually, the diffeomorphism $\psi$ extends to a biholomorphism between the $\mathbb{R}$-symmetric strip $\{z \in \mathbb{C}:-\pi / 2<\operatorname{Im} z<\pi / 2\}$ and the $\mathbb{R}$-symmetric open disc with diameter $(0,1)$. In particular, the distance $d_{h y p}$ defined above coincides with the standard Poincare distance on $(0,1)$.

[^17]:    ${ }^{1}$ Later generalized by Halmos [1956, p. 71].

[^18]:    ${ }^{1}$ In fact, $\mathscr{B}_{n}$ is a finite algebra: each one of its elements is a finite union of atoms of $\mathscr{Q}_{n}$.

[^19]:    ${ }^{2}$ See Remark 1.2.
    ${ }^{3}$ By the expression consecutive intervals we mean a pair of intervals that share a common endpoint and have no other points in common.

[^20]:    ${ }^{4}$ In fact, the comparability constant can be taken to be equal to (a universal constant times) $C_{\sigma}^{2}$, where $C_{\sigma}$ is the constant in Lemma 7.3.

[^21]:    ${ }^{5}$ As we saw in Section 7.4.2, each long interval $I_{n}^{i}\left(c_{0}\right) \in \mathscr{P}_{n}\left(c_{0}\right)$ is decomposed as the union of $2 r+3 \leqslant 4 N+3$ atoms of $\mathscr{P}_{n}^{*}\left(c_{0}\right)$.

[^22]:    ${ }^{1}$ As customary, the mesh of a partition is the maximum length of its atoms.

[^23]:    ${ }^{2}$ One can easily check that $d_{\min } \leqslant d(i, n) \leqslant d_{\max }^{N}$, where $d_{\min }$ and $d_{\max }$ are the smallest and largest power-law exponents of the critical points of $f$, and $N$ is the number of such critical points.

[^24]:    ${ }^{3}$ Again, $N$ is the total number of critical points of $f$.

[^25]:    ${ }^{4}$ The claim's proof will show that $q=q_{n}$ or $q=q_{n+1}$, depending on whether $I$ is a long or short atom of $\mathscr{P}_{n}(c)$, respectively.

[^26]:    ${ }^{1}$ The interval $I_{n} \cup I_{n+1}$, whose interior contains $x$, is sometimes called the $n$-th renormalization domain of $f$ around $x$. The meaning of the word "renormalization" will be explained in Chapter 10.

[^27]:    ${ }^{2}$ Indeed, let $\left\{A_{n}\right\}$ be a sequence of open and dense sets in $R$ such that $\cap A_{n}=\mathscr{G}_{0}$. For each $\rho \in \boldsymbol{R}$ and each $n$ we have that $(\{\rho\} \times[-1,1]) \cap A_{n}$ is open and has full Lebesgue measure in $\{\rho\} \times[-1,1]$, and in particular it is also dense in $\{\rho\} \times[-1,1]$.
    ${ }^{3}$ Which states that $\tanh \left(x^{-1}\right)=[x, 3 x, 5 x, 7 x, \ldots]$ for all $x \in \mathbb{N}$; see Lang [1995, p. 71]

[^28]:    ${ }^{1}$ As a first step, the real bounds (Theorem 6.3) can be used to establish $C^{r}$ bounds for return maps, as in Section 6.4 (see also de Faria and de Melo [1999, App. A]). A standard Arzelà-Ascoli argument gives then pre-compactness of renormalization orbits.

[^29]:    ${ }^{1}$ Recall that a $K$-quasiconformal homeomorphism has a derivative almost everywhere with respect to the Lebesgue measure. By Exercise 11.2, such derivative maps an ellipse of eccentricity at most $K$ onto a circle. Hence a quasiconformal map defines a (measurable) field of ellipses with bounded eccentricity, which is mapped into a field of circles by the derivatives. By Theorem 11.1, the converse is also true: any measurable field of ellipses with bounded eccentricity comes from a quasiconformal homeomorphism in this way.

[^30]:    ${ }^{1}$ However, we warn the reader that the renormalization "operator" is not a complex-analytic

[^31]:    operator.

[^32]:    ${ }^{2}$ A quasicircle, we recall, is the boundary of a quasidisk, which in turn is the image of a round disk under a quasiconformal homeomorphism of the plane.

[^33]:    ${ }^{3}$ It is easy to see that $\left[f^{q_{m+1}}(c), f^{q_{m}-q_{m+1}}(c)\right] \supset I_{m} \cup I_{m+1}$.

[^34]:    ${ }^{5} \mathrm{~A}$ recent preprint by Gorbovickis and Yampolsky [2021] contains a proof of the $C^{1+\alpha}$ rigidity problem for real-analytic maps with bounded combinatorics.

[^35]:    ${ }^{1}$ It is worth mentioning here that the set of irrational numbers with periodic (or eventually periodic) continued fraction expansion coincides with the set of quadratic algebraic numbers, i.e., the set of roots of all quadratic polynomials with integer coefficients (a proof of this result, due to Lagrange, can be found in Khinchin [1997, Section 10], see also Exercise A.5). Algebraic numbers of higher degree are also interesting from the continued fraction expansion viewpoint, see Khinchin [ibid., Section 9] and also Appendix A. 3 below.

[^36]:    ${ }^{1}$ Recall that this is not the case neither for diffeomorphisms with Liouvillean rotation number (even real-analytic ones, see Section 4.3) nor for multicritical circle maps (of any combinatorics and any degree of smoothness, see Section 8.2).

[^37]:    ${ }^{1}$ Remember here that $\theta G(\theta) \in(0,1 / 2)$ for any $\theta \in[0,1] \backslash \mathbb{Q}$ (if $\theta<1 / 2$ this is obvious since $0<G(\theta)<1$; if $\theta>1 / 2$, then $\theta G(\theta)=1-\theta)$.

