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Introduction

We consider the setting studied in [2] of N-player games, in which the fol-
lowing SDE gives the motion of the i-th player

dX i,N
t =

(
αi,N(t)+b

(
X i,N

t ,
1

N

N∑
j=1

V N(X i,N
t −Xj,N

t )
))

dt+dW i,N
t , t ∈ [0, T ],

where b is a deterministic field, W i,N are independent Wiener processes and
V N is a reference function to be defined in the next section. In addition,
X i,N

0 , i = 1, ..., N , are Rd -valued (i.i.d) random variables, independent of
the Wiener processes, such that X i,N

0 is distributed as a random variable
with law µ0.

Also, αi,N is a strategy vector for each player i acts to minimize the
expected total cost, given by the following functional

JN
i (αN)

.
= E

∫ T

0

1

2

∣∣∣αi,N(s)
∣∣∣2 + f

(
X i,N

s ,
1

N

N∑
j=1

V N(X i,N
s −Xj,N

s )
)ds + g(X i,N

T )


where XN

t is the solution of (1) under αN = (αi,N)i=1,...,N .

Hypothesis and Motivation

We assume the following.
(H1) b and f are bounded Borel measurable functions, continuous and such

that there exist L > 0 for which it holds that

|b(x, p)− b(y, q)| + |f (x, p)− f (y, q)| ≤ L(|x− y| + |p− q|)

for all x, y ∈ Rd, p, q ∈ R+.
(H2) g is a Borel measurable function s.t. g, ∂xig ∈ Cb(Rd), i = 1, ..., d.
(H3) The reference function V ∈ C1

c (Rd) ∩ P(Rd), i.e., V is a smooth density
and has compact support.

(H4) For all Lq estimates, β ∈ (0, 12) works. More precisely, for q ∈ [1, 2] is
sufficient to take β ∈ (0, 1), while q > 2 needs β ∈ (0, q

2q−2).

(H5) The law µ0 has a density p0 ∈ Cb(Rd) satisfying∫
Rd

eλ|x| p0(x) dx < ∞, ∀λ > 0.

The goal of this work is to quantify the rate of convergence of a molli-
fied empirical measure towards a density that appears as the solution of a
limiting equation.
We define now a central object: the mollified empirical measure.

Consider for each N ∈ N, V N(z)
.
= Nβ V (N

β
dz)

and let the empirical measure

SN
t

.
=

1

N

N∑
i=1

δX i,N
t

We choose the reference function V N to regularize the above:

pNt
.
= SN

t ∗ V N , pNt (x)
.
=

1

N

N∑
i=1

V N(x−X i,N
t ), for t ∈ [0, T ].

pNt is also accounting for the mean-field interaction. Let’s say V has sup-
port on the unit ball. For large N , the player i interacts, via N−1V N(X i,N

t −
Xj,N

t ) only with few players, those of distance less than N−β
d:

N−1V N(X i,N
t −Xj,N

t ) = Nβ−1V
(
N

β
d(X i,N

t −Xj,N
t )

)
The idea behind the moderate interaction is that β = 0 and β = 1 repre-
sent strong and weak interactions regimes (range of interaction 1 and N−1

d

respect.).
For a given representative player, the other players’ positions are enco-

ded in pN(t, x) which, for N large approximates a limit density p(t, x). So,
in [2] they studied the ”isolated” SDE where p(t, x) is a given density:

dXt = (α(t) + b(Xt, p(t,Xt))) dt + dWt

under cost functional

J(α) = E
[ ∫ T

0

( 1
2
|α(s)|2 + f (Xs, p(s,Xs))

)
ds + g(XT )

]
and concluded that the optimal strategy for this problem is α∗(t, x) =
−∇u(t, x), for (u, p) solution of the MFG System of equations
−∂tu− 1

2∆u− b(x, p(t, x)) · ∇u + 1
2|∇u|2 = f (x, p(t, x)),

∂tp− 1
2∆p +∇ · [p(t, x)(−∇u(t, x) + b(x, p(t, x)))] = 0, (2)

p(0, ·) = p0(·), u(T, ·) = g(·).

Moreover, α = −∇u is an ε-Nash equilibrium for the N -player game, for
large N . This way, we proceed supposing that the strategies are fixed.
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Main result

Using Itō’s formula several times, we find the following mild formula-
tion for pN(t):

pNt (x) = Pt p
N
0 (x) +

∫ t

0

∇Pt−s

[
V N ∗

((
α(s, ·) + b(·, pNs (·))

)
SN
s

)]
(x) ds +MN

t (x)

where MN
t (x) = 1

N

∑N
i=1

∫ t

0 ∇V N(x − X i,N
s ) · dW i,N

s is a martingale-ish
term. The essence of this work relies on the following Propagation of
Chaos result

Theorem (Thm 5.1, [2]). Assume (H1), (H3) and (H5). Fix a common
strategy α ∈ Cb([0, T ] × Rd,Rd) for all players. Then, the empirical me-
asure SN converges in probability to a flow µ ∈ C([0, T ],P(Rd)), each µt

having density pt, with p ∈ Cb([0, T ] × Rd) and being the unique solution
in this space of the equation

pt = Ptp0 +

∫ t

0

∇Pt−s

(
ps (α(s, ·) + b(·, ps ))

)
ds

Our main result is the convergence rate of pNt to the pt above.

Theorem 1. Suppose (H1)-(H5) are in place. Let α ∈ Cγ
b ([0, T ]×Rd,Rd)

be given. Then, ∀ϵ > 0, ∀m ≥ 1, we have for each q ≥ 1∥∥∥ sup
t∈[0,T ]

∥pNt − pt∥Lq(Rd)

∥∥∥
Lm(Ω)

≤ C
∥∥∥∥pN0 − p0∥Lq(Rd)

∥∥∥
Lm(Ω)

+ CN−ρ+ϵ

with
ρ

.
= min

(
β

d
(γ ∧ γ′),

1

2
(1 + β(1 + θq))

)
where γ′ is the Hölder regularity of pN and θq

.
= d(1− 2

q) ∨ 0.

Here are a few key ingredients.

• First, the rate of convergence of the stochastic convolution integral MN
t

was already known in a similar setting [4, Prop. A.8]: Let m ≥ 1, q ≥ 1
and ε > 0. Then there exists C > 0 s.t. ∀N ∈ N∗www sup

s∈[0,t]

wwMN
s

ww
Lq(Rd)

www
Lm(Ω)

≤ CN−1
2(1+β(1+θq))+ϵ , ∀t ∈ [0, T ]

• semigroup estimates: ∥∇Pt∥Lq→Lq ≤ C√
t
.

• Hölder estimates: ∥pNt ∥γ′ ≤ C [2, Lemma 5.6]
• compact support of V providing part of the rate via

V N(x− ·)|x− ·|γ def
= NβV (N

β
d(x− ·))|x− ·|γ ≤ N−β

dγV N(x− ·).

• a generalized version of Grönwall’s lemma - Suppose b ≥ 0, β > 0 and
a(t), b(t) are nonnegative functions locally integrable on 0 ≤ t ≤ T < ∞
with

u(t) ≤ a(t) + b

∫ t

0

(t− s)β−1 u(s) ds

on this interval. Then

u(t) ≤ a(t) + θ

∫ t

0

E ′
β(θ(t− s)) a(s) ds, 0 ≤ t < T,

where θ = (bΓ(β))1/β, Eβ(z) =
∑∞

n=0 z
nβ/Γ(nβ + 1).

⇝We use the above with β = 1
2 and

∥pN(t)− p(t)∥Lq ≤ a(t) +

∫ t

0

C√
t− s

∥pN(s)− p(s)∥Lq ds

Work in Progress

We aim to generalize the model introducing a common noise, i.e., another
Wiener process, Bt, independent of the previous one, inflicting at all
players’ motions. The SDE becomes

dX i,N
t = F (X i,N

t , pNt (X
i,N
t )) dt + dW i,N

t + σ(X i,N
t ) ◦ dBt

with σ sufficiently regular and the stochastic integral is a Stratonovich
one. Now the (mollified) empirical measure should converge to a non-
deterministic limit equation, a SPDE:

∂tpt = −∇ · (ptF (·, pt)) dt +
1

2
∆pt dt−∇pt ◦ σ dBt

Semigroup techniques fail, but we expect to establish a similar convergence
rate.
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