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## Abstract

This thesis focus on optimal statistical estimation for finite samples from the perspectives of robustness and heavy-tailed data. We study two problems: properties of the trimmed mean, and covariance matrix estimation, both from a nonasymptotic perspective.

Regarding the trimmed mean, our main result is that the trimmed mean achieves sub-Gaussian performance, up to constant factors, when the trimming parameter $k \approx \log (1 / \alpha)$ under suitable moment conditions. We also show that a different tuning of the trimming parameter gives minimax-optimal results with respect to adversarial data contamination, where a fraction $\epsilon$ of sample points can be modified arbitrarily. Furthermore, for more generality, we provide a way of choosing the trimming parameter based on Lepskii's.

Concerning the covariance matrix estimation, this thesis provides a sub-Gaussian optimal covariance estimator under heavy tails. Our main result improves the current state-of-art regarding high probability bounds given by Mendelson and Zhivotovskiy.
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## Chapter 1

## Introduction

### 1.1 A historical summary

1.1.1 Optimal estimation. In this thesis, we study a subject of Mathematical Statistics: optimal statistical estimation for finite samples. There has been a recent surge of interest on study this topic. In this line of research, one of the most important goals is to design estimators with sub-Gaussian guarantees under minimal assumptions.

Estimating the mean of a real random variable based on observations of a finite sample is the most fundamental problem in statistics. We start this chapter with the so-called sub-Gaussian case for this mean estimation problem. Here, we are interested in finding, for each sample size $n$ and confidence level $1-\alpha$, an estimator $\widehat{E}_{n, \alpha}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with the following property. Let $X_{1}, \ldots, X_{n}$ be an independent and identically distributed sample from an unknown distribution with mean $\mu$ and finite variance $\sigma^{2}$. Then:

$$
\begin{equation*}
\mathbb{P}\left[\left|\widehat{E}_{n, \alpha}\left(X_{1}, \ldots, X_{n}\right)-\mu\right| \leq C \sigma \sqrt{\frac{\log (1 / \alpha)}{n}}\right] \geq 1-\alpha, \tag{1.1}
\end{equation*}
$$

where $C>0$ is uniform in $n$ and $\alpha$. The crucial point here is that, while the estimator may depend on $\alpha$ as well on $n$, the above bound should hold uniformly over all distributions with finite second moments, irrespective of how heavy their tails are.

Asymptotically (when $n \rightarrow \infty$ ) this problem is direct. Indeed, the Central Limit Theorem gives Gaussian guarantees for the standard sample mean (empirical mean). However, it is well known, that the sample mean is not optimal for finite samples unless the sample points are Gaussian. In Catoni, 2012, the author showed that Chebyshev's inequality is essentially tight
for some data distribution: if $X_{1}, \ldots, X_{n}$ are i.i.d. random variable on $\mathbb{R}$ with mean $\mu$ and variance $\sigma^{2}<+\infty$, the following holds for $1-\alpha \in(0,1)$ where $c$ is a positive constant.

$$
c \alpha \leq \mathbb{P}\left(\left|n^{-1} \sum_{i=1}^{n} X_{i}-\mu\right| \leq \sigma \sqrt{\frac{1}{\alpha n}}\right) \leq \alpha
$$

There exist other estimators satisfying optimal sub-Gaussian rates. For instance, Catoni in Catoni, 2012 improves the empirical mean estimator achieving a bound in the fashion of (1.1) under the assumption of finite known variance, and from nonasymptotic point of view. For more examples, see Devroye et al., 2016, Lee and Valiant, 2020. $\S 2.2 .2$ provides information of this theme in more detail. In Devroye et al., 2016, the authors prove bounds as in (1.1) for the median-of-means estimator. In addition, they prove that the assumption of finite variance is necessary. The next chapter is devoted to the analysis of the trimmed-mean (or truncated-mean) defined by removing a the $k$ largest and smallest points for some parameter of the observations, and then averaging over the rest of the sample points. One of our most important results is that this estimator achieves minimax-optimal performance.

Statistical estimation in the presence heavy-tailed situations and outliers has recently attracted much attention. Following we give a short and partial review of some notable contributions on the subject matter.
1.1.2 Heavy tails. Much recent work has been devoted to understanding sub-Gaussian estimation under weak assumptions. Following, we present a brief review of this topic for the mean of vector case and the covariance matrix estimation. For a thorough review see Lugosi and Mendelson, 2019a. In that work, Lugosi and Mendelson survey the progress in mean estimation and regression function estimation in the presence of heavy-tailed data.

In regards to the mean estimation for a vector, some important references are [Lugosi and Mendelson, 2019b, Minsker, 2015. In Minsker, 2015, Minsker provided a general estimator in Banach spaces with tight concentration bounds, although not optimal. Based on the idea of the multivariate median, in Lugosi and Mendelson, 2019b, Lugosi and Mendelson present a sub-Gaussian estimator under the sole hypothesis of second moment. Similar rates were obtained years after in Lugosi and Mendelson, 2021. In the last paper, the authors show that the high-dimensional trimmed mean estimator has optimal performance under adversarial contamination and weak tail assumptions. Other important references in the multidimensional case are Joly et al., 2017, Lugosi and Mendelson, 2019b that propose successive improvements of the median-of-means approach to get an estimator with non-asymptotic sub-

Gaussian performance and dimension-free tail bound.
Let us mention that efficiently computable estimators for the mean of vectors have also been investigated. As opposed to the works cited above, Catoni and Giulini presented a computable estimator in Catoni and Giulini, 2017. In that article, the authors construct an estimator reached from the empirical mean under the unique hypothesis of the existence of a finite covariance matrix. Their estimator is straightforward to compute. However, it does not achieve sub-Gaussian bounds. Major results in this topic are given in Hopkins, 2020, Cherapanamjeri et al., 2019. Hopkins Hopkins, 2020 provides the first polynomial-time algorithm to estimate the vector mean with sub-Gaussian performance; under finite mean and covariance hypotheses. Cherapanamjeri et al. obtained similar performance in Cherapanamjeri et al., 2019, but they improve appreciably the run-time achieving optimal statistical efficiency. See also Depersin and Lecué, 2022 for an estimator that is robust to outliers and heavy-tailed data, and also it has a nearly linear running time.

Concerning the covariance case, there has been wide interest in this problem. Important results in this topic are the following, Koltchinskii and Lounici, 2014, Lounici, 2012, Minsker, 2018, Minsker and Wei, 2018, Ostrovskii and Rudi, 2019, Mendelson and Zhivotovskiy, 2019, Vershynin, 2011. Let us mention that Minsker in Minsker, 2018 provides a mean estimator for a random matrix assuming only finite second moment on the entries of such matrix. His estimator achieves sub-Gaussian or sub-exponential performance. In 2018, Minsker and Wei Minsker and Wei, 2018 design an estimator that admits tight deviation bounds for heavy-tailed data. Their estimator depends on the dimension of the space. Recently, Mendelson and Zhivotovskiy Mendelson and Zhivotovskiy, 2019 have in interested in the problem. Their main result shows that there is an estimator for the covariance matrix of a high-dimensional random vector that almost has optimal performance and is free-dimensional, under $L 4-L 2$ norm equivalence assumption. One of the main results of this thesis is to construct a minimax-optimal estimator for the covariance matrix under mild hypotheses. Chapter $\S 3$ is entirely dedicated to this question. For complementary information and further references see $\S 3.1$.

We end this section by giving further detail about the sample points that we are considering. As we are not only interested in estimators that are sub-Gaussian optimal under heavy-tailed data, but also robust to modifications of a small fraction of observations.
1.1.3 Robustness. In 1964, Huber's breakthrough paper Huber, 1964 introduced the basis of Robust Statistics. Since then, a body of work on the subject of robust estimation has emerged Huber, 1972, Huber, 1972, Stigler, 2010. In Hubert's contamination model the outliers are i.i.d. with an unknown probability distribution. In this work, we consider the model of adversarial contamination of the data. In this sense, an adversary can corrupt a fraction $\epsilon$ of the sample. This model has gained space in the literature recently since the work Diakonikolas and Kane, 2019.

It was noticed by Tukey and McLaughlin in Tukey and Mclaughlin, 1963 that the Winsorized and the so-called trimmed mean estimate the mean from outlier contaminated data. Other results on the theoretical properties of the trimmed mean and Winsorized estimator were obtained in Bickel, 1965. The two aforementioned works are from an asymptotic approach. For further background on the robust theory and its connections with trimmed mean see § 2.2. Actually, we prove in chapter $\S 2$ that the trimmed mean estimator for the mean of a real variable has sub-Gaussian performance under heavy-tailed data and also adversarial corruption.

Following the theme above, Lerasle and Oliveira Lerasle and Oliveira, 2011 develop the theory of "robust empirical mean estimators". They obtain that the median-of-means estimator is robust. That estimator was constructed based on methods developed by Nemirovski and Yudin Blair, 1985. The problem of mean robust estimation gained much attention in high dimension. As mentioned in § 1.1.2 Minsker Minsker, 2015 constructs an alternative version of the median-of-means estimator using the geometric mean. His estimator is robust in the general context of Banach spaces.

Broadly progress has been made in the direction of computationally efficient robust estimation. The first efficient robust estimators for learning several fundamental classes of high-dimensional distributions were provided in Diakonikolas et al., 2019. Subsequent work Hopkins et al., 2021 unified view on robust and heavy-tailed mean estimation in high dimensions. That result translates into algorithms for both cases: heavy-tailed data and robustness. Therefore, the work of Hopkins et al. provides an algorithm that has a run-time that matches the fastest known algorithms on both perspectives. Recently, Diakonikolas and Kane Diakonikolas et al., 2020 provide the first computationally efficient algorithm with subGaussian and robust guarantees for mean estimation under a finite covariance assumption. Finally, a recent survey Diakonikolas and Kane, 2019 on this setting may be consulted for further review.

### 1.2 Our contribution in this thesis

This thesis provides sub-Gaussian estimators under heavy tails and adversarial contamination, from a nonasymptotic perspective. We study the problem in the following settings: (i) mean estimation of a real random variable from an i.i.d. sample; (ii) covariance matrix estimation of a high-dimensional random vector. Our contributions to these topics are explained below.

We will present in detail our collaboration concerning the first problem in § 2. The trimmed mean is a classical estimator for expectations and location parameters of distribution. This thesis presents new finite-sample results on this estimator. One result is that the trimmed mean achieves minimax-optimal results for prespecified confidence and contamination levels. In particular, it satisfies a sub-Gaussian bound under the sole assumption that the variance exists. We also build nonasymptotic confidence intervals for the trimmed mean under highermoment conditions, or assuming symmetry of the data distribution. Finally, we present an adaptive procedure for choosing the trimming parameter which is based on Lepskii's method. These results were obtained in collaboration with Paulo Orenstein and Roberto I. Oliveira.

The chapter $\S 3$ is dedicated to the second question. Our work provides a minmax-optimal estimator for the covariance matrix $\Sigma$ of a $d$-dimensional random vector from an i.i.d. random sample. Under the only assumption of bounded kurtosis (or $L^{4}-L^{2}$ equivalence) over its one-dimensional marginals. Our estimator has an error performance that matches with the case of the Gaussian setting presented in Koltchinskii and Lounici, 2014. This holds even though we allow for very general distributions that may not have moments of order $>4$. Our result improves a recent theorem by Mendelson and Zhivotovskiy displayed in [Mendelson and Zhivotovskiy, 2019. These results were obtained in collaboration with Roberto I. Oliveira.

### 1.3 Notation

In this section, we introduce some notation used throughout the thesis. We denote by $c$ and $C$ absolute positive constants whose value may change from line to line. The cardinality of a finite set $A$ is denoted by $\# A$. For real numbers $x$ and $y, x_{+}:=\max \{x, 0\}$ and $x_{-}:=$ $\max \{-x, 0\}$ denote its positive and negative parts, respectively; and $x \wedge y:=\min \{x, y\}$ and $x \vee y:=\max \{x, y\}$. Moreover, $\lfloor x\rfloor$ and $\lceil x\rceil$ denote the floor and ceiling of $x$, respectively. The set of positive integers is $\mathbb{N}:=\{1,2,3, \ldots\}$. For $n \in \mathbb{N},[n]:=\{i \in \mathbb{N}: 1 \leq i \leq n\}$ is
the set of numbers from 1 to $n$. The unit sphere of the Euclidean norm in $\mathbb{R}^{d}$ is denoted by $\mathbb{S}^{d-1}:=\left\{u \in \mathbb{R}^{d}:\|u\|=1\right\}$. For a matrix $M,\|M\|_{\text {op }}$ denotes the operator norm. The effective rank of a non-null positive semidefinite square matrix $M \in \mathbb{R}^{d \times d}$ is given by

$$
r(M)=\frac{\operatorname{tr}(M)}{\|M\|_{\mathrm{op}}}
$$

We use the symbol $X \sim P$ to say that $X$ is a random variable with distribution $P$. We also write $X \sim Y$ when $X, Y$ are random variables with the same distribution.

## Chapter 2

## Trimmed-means results

### 2.1 Introduction

We consider the problem of estimating the expectation or a location parameter of a random variable from an i.i.d. random sample. The sample mean is the standard estimator for these tasks. However, it is very sensitive to outliers.

The trimmed mean is a more robust alternative to the sample mean. Let $X_{1}, \ldots, X_{n}$ be a random sample and denote by $X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)}$ its order statistics. Given an integer $0 \leq k<n / 2$, the $k$-trimmed-mean is given by:

$$
\bar{X}_{n, k}:=\frac{1}{n-2 k} \sum_{i=k+1}^{n-k} X_{(i)} .
$$

This is the arithmetic mean of sample points after the $k$ largest and $k$ smallest values of the sample are removed. $\bar{X}_{n, k}$ equals the standard sample mean for $k=0$, whereas $k=\lceil n / 2\rceil-1$ gives a sample median. Intermediate choices of $k$ will in general lead to different trade-offs between bias and variance.

Starting in the late Sixties, the trimmed mean was analyzed in a number of papers. Important asymptotic results include Stigler, 1973, Jaeckel, 1971, Hall, 1981, Léger and Romano, 1990, Jana Jurecková, 1994, and experiment-based analyses are given in Hogg, 1974, Stigler, 1977, Rocke et al., 1982 , among other references. Further discussion of this large literature is provided in 2.2 .1 below.

In this thesis, we investigate the trimmed mean from a nonasymptotic perspective, obtaining
new results. Our main contributions are listed below.

- Minimax-optimal trimming under moment conditions and contamination. Given a confidence level $1-\alpha$, we show that the trimmed mean with a distribution-independent choice $k \approx \log (1 / \alpha)$ achieves minimax optimal error rates for estimating the population mean. In particular, we obtain a "sub-Gaussian" estimator in the finite-variance setting Catoni, 2012, Devroye et al., 2016. A different, but also distribution-independent choice of $k$ gives optimal results to adversarial data contamination in the sense of Diakonikolas and Kane, 2019.
- Nonasymptotic confidence intervals. In the contamination-free setting, we show how one can build confidence intervals in two settings. The first one is the classical setting where the parameter of interest is the median of the distribution, and data is symmetrical around the median. The other case is that of mean estimation under kurtosis-type assumptions.
- Adaptive choice trimming. The above results are for fixed choices of the trimming parameters. The problem of tuning the trimming has also been much studied at least since Jaeckel Jaeckel, 1971. We give here a proposal for selecting the trimming parameter based on Lepskii's adaptive method, which is related to recent work on Winsorized importance sampling Orenstein, 2018.

Underlining all of these results is a Bernstein-type concentration inequality for the trimmed mean that holds under essentially no assumptions. Loosely speaking, this inequality holds conditionally on certan order statistics in the random sample, and gives concentration around a "population trimmed mean." This simple observation seems new, but turns out to be essential to our theory.

The remainder of the chapter is organized as follows. Related work on the trimmed mean, "subGaussian" estimators and other topics is discussed in Section 2.2. Section 2.3 presents the main definitions and assumptions in the chapter. Our conditional concentration bound is presented in Section 2.4. The subsequent Section 2.5 presents bounds for general and optimal choices of $k$ under moment conditions and contamination. Section 2.6 presents nonasymptotic confidence intervals for the trimmed mean. Finally, Section 2.7 discusses our method for choosing the trimming parameters from the data. An appendix contains additional proofs.

### 2.2 Related work

2.2.1 Background on the trimmed mean. The literature on the trimmed mean is quite large. In what follows, we present a brief and partial review. Readers interested in this topic are encouraged to consult the book of Huber and Ronchetti Huber and Ronchetti, 2009, and also Stigler's historical overview [Stigler, 2010] for some background on the general field of robust estimators.

The idea of trimming a sample predates Statistics as a science; see Huber, 1972 for early historical references. Tuckey's seminal paper Tukey, 1962 explicitly proposes the trimmed mean and the Winsorized estimator:

$$
\bar{X}_{n, k}^{w}=\frac{n-2 k}{n} \bar{X}_{n, k}+\frac{k}{n}\left(X_{(k)}+X_{(n-k+1)}\right)
$$

as ways to estimate location parameters from outlier-contaminated data. Tuckey also suggested the possibility or data-dependent choices of $k$.

With the advent of classical Robust Statistics, in the hands of Huber [Huber and Ronchetti, 2009, Huber, 1972 and others, the trimmed mean became a popular topic of study. An important result, due to Stigler [Stigler, 1973] gives the asymptotic distribution of $\bar{X}_{n, k}$ when $n \rightarrow+\infty$ and $k=\lfloor\eta n\rfloor$ with $\eta \in(0,1 / 2)$. This distribution will depend on continuity properties of the cumulative distribution function. Moreover, the estimator is asymptotically unbiased when the data distribution is symmetric, but not in general. We note that other methods based on linear statistics of the ordered sample have also been proposed Stigler, 1974 which can be "nicer" than the trimmed mean in some ways. We note that higher-dimensional versions of the trimmed mean have been considered Maller, 1988.

Starting with Jaeckel Jaeckel, 1971, a number of papers have looked at the problem of choosing $k$ adaptively. The main result of Jaeckel, 1971, sharpened in Hall, 1981 and improved in Jana Jurecková, 1994, shows that a certain way of choosing $k$ that "minimizes the asymptotic variance" gives an asymptotically normal estimator. Other methods for choosing $k$ include the bootstrap Léger and Romano, 1990 and random weighting methods Shi Jian, Zheng Zhongguo , 1996. All of these papers make two strong assumptions. Firstly, the distribution of the data must be symmetric around the median. Secondly, the cumulative distribution function of the data-generating distribution must be "well-behaved" in some sense.

A line of works has studied trimmed means via experiments. Hogg Hogg, 1974
presents a number of results on adaptive robust estimators and makes concrete suggestions on trimmed means. The experiments comparing trimming and Winsorization in Wilfrid J. Dixon, Karen K. Yuen, 1974 suggest trimming is usually better. Stigler Stigler, 1977 compares different robust estimators over real datasets and shows that trimmed mean with $k=\lfloor 0.1 n\rfloor$ is often one of the very best estimators. Further analysis by Rocke et al Rocke et al., 1982 does not quite corroborate Stigler, but still indicates that the trimmed mean has good performance. Other work Lee, 2004 proposes a method for choosing $k$ with good practical performance, but no mathematical analysis. Finally, we note in passing that there are papers on high-dimensional versions of the trimmed mean Maller, 1988.

### 2.2.2 Minimax optimality for fixed confidence, and adversarial con-

 tamination. We now turn to a topic of more recent interest: that of mean estimators with near-optimal finite-sample guarantees. As we discuss in $\S 1.1 .1$ it is not obvious that such sub-Gaussian estimators should exist. For instance, the sample mean is not sub-Gaussian in this sense, as Chebyshev's inequality is nearly tight for i.i.d. sums. Catoni's seminal work Catoni, 2012 provides one such estimator in the case where $\sigma^{2}$ is known and $\log (1 / \alpha) \ll n$. In fact, his estimator achieves $C=\sqrt{2}+o(1)$ for 1.1 which can be shown to be optimal. Experiments reveal that Catoni's estimator is more efficient than the sample mean even for very simple distributions $P$.Reference Devroye et al., 2016 explores the notion of sub-Gaussian estimators in greater depth. That paper shows that, in general, sub-Gaussian estimators must indeed depend on the desired confidence $1-\alpha$, and that some bound of the sort $\log (1 / \alpha) \leq c n$ is needed. On the other hand, estimators that work across wide range of $\alpha$ are possible under slightly stronger conditions. That paper also noted that a simple estimator called "median-of-means" is subGaussian even when the variance is unknown, albeit with a suboptimal constant $C>0$. Recent work Lee and Valiant, 2020 gives sub-Gaussian estimators with near optimal $C=\sqrt{2}+o(1)$ for the case of unknown variance. There has also been great interest in extending these results to higher dimensions: see Lugosi and Mendelson, 2019b, Lugosi and Mendelson, 2021 and the survey Lugosi and Mendelson, 2019a for more details. Incidentally, the "high dimensional trimmed mean" in Lugosi and Mendelson, 2021 was inspired by an early version of the present work. A further line of work considers what happens in the case of even heavier tails. Instead of assuming finite variance, assume now that $\mathbb{E}\left[\left|X_{1}-\mu\right|^{p}\right] \leq \nu_{p}^{p}$ for some $1<p<2$. It
follows from Bubeck et al., 2013 that the median of means estimator satisfies

$$
\begin{equation*}
\mathbb{P}\left[\left|\widehat{E}_{n, \alpha}\left(X_{1}, \ldots, X_{n}\right)-\mu\right| \leq C \nu_{p}\left(\frac{\log (1 / \alpha)}{n}\right)^{1-1 / p}\right] \geq 1-\alpha \tag{2.1}
\end{equation*}
$$

for some universal $C>0$. It is possible to show that this cannot be improved, up to the value of $C$ Devroye et al., 2016, Theorem 3.1]. The upshot is that the median-of-means estimator is optimal for any choice of $1 \leq p \leq 2$. As it turns out, a suitably tuned trimmed mean has similar performance (cf. Theorem 2.18 below).

Finally, we discuss the model of adversarial data contamination. Recall that the traditional contamination model in Robust Statistics is that of Huber [Huber, 1964, where there is a uncontaminated distribution $P$, but data comes from a contaminated law $(1-\epsilon) P+\epsilon Q$, with $Q$ unknown. In the adversarial model we consider, an $\epsilon$ fraction of data points may be replaced arbitrarily. In particular, one may imagine that an adversary gets to see the uncontaminated random sample and then chooses which points to replace so as to foil the statistician. This model has become standard in recent work on algorithmic high-dimensional Statistics [Diakonikolas and Kane, 2019]. It places quite strong requirements on an estimator, and proving results about it can be easier for this very reason.
2.2.3 Adaptive estimators. There are many methods in the literature for adaptively selecting an estimator from a family of candidates. In the mean estimation setting, Devroye et al., 2016 propose one such method based on confidence intervals, which require $p>2$ moments of the data distribution. A recent paper by one of the authors Orenstein, 2018 discusses adaptive Winsorization of the sample mean under weak assumptions. The main application that method is to importance sampling, where sample points receive weights that may vary significantly, thus leading to large variance. The main contribution of that paper was to show that a procedure derived from Lepskii's adaptation method Lepskii, 1991 (see also [Mathé, 2006]) balances the bias and variance of Winsorized estimates. Here, we show that a method based on sample trimming has similar performance.

### 2.3 Assumptions

2.3.1 Basic assumptions on the data. Our most basic assumption will be that we have i.i.d. data.

Assumption 2.1 (i.i.d. data). $X_{1}, \ldots, X_{n}$ is a sample of size $n \in \mathbb{N}$ of independent and identically distributed random variables with common distribution $P$ and cumulative distribution function

$$
F(t):=P(-\infty, t]=\mathbb{P}\left[X_{1} \leq t\right](t \in \mathbb{R}) .
$$

We let $F^{-1}$ be the quantile transform (or generalized inverse) of $P$.

We will also consider variants of this assumption. In the first one, we make moment assumptions on $P$.

Assumption 2.2 (i.i.d. data with a mean and higher moments). Besides Assumption 2.1, we assume $P$ has a well-defined mean

$$
\mu:=\int_{\mathbb{R}} x P(d x)=\mathbb{E}\left[X_{1}\right]
$$

We also define the (possibly infinite) centered $L^{p}$ norms:

$$
\nu_{p}:=\left(\int_{\mathbb{R}}|x-\mu|^{p} P(d x)\right)^{1 / p}=\left\|X_{1}-\mu\right\|_{L^{p}} \in[0,+\infty] \quad(1 \leq p<+\infty)
$$

and also write $\sigma^{2}:=\nu_{2}^{2}$ for the (possibly infinite) variance.

The second assumption makes no restrictions whatsoever on the moments of $P$, but requires symmetry; for instance, $P$ could be a shifted Cauchy distribution.

Assumption 2.3 (i.i.d. symmetrical data). Besides Assumption 2.1, we assume $P$ is symmetrical about its median $\mu$, i.e. that $X_{1} \sim 2 \mu-X_{1}$.

Assumption 2.4 (Adversarial contamination). Let $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ a set of random variables defined over the same probability space as the $X_{i}$. We call this set an $\epsilon$-contamination of $\left\{X_{i}\right\}_{i=1}^{n}$ if

$$
\#\left\{i \in[n]: X_{i}^{\prime} \neq X_{i}\right\} \leq \epsilon n .
$$

2.3.2 The trimmed mean and related quantities. The trimmed mean will be our main object of study in this chapter. The next definition adds a few other quantities that will be of interest when analyzing the trimmed mean.

Definition 2.5 ( $\left(k_{1}, k_{2}\right)$-trimmed mean, variance and width $)$. Let $X_{1}, \ldots, X_{n}$ satisfy Assumption 2.1, and let

$$
X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)}
$$

denote the increasing rearrangement of the sample (ie. its order statistics). Assume $k_{1}, k_{2} \in$ $\mathbb{N} \cup\{0\}$ satisfy $k_{1}+k_{2}<n$. The $\left(k_{1}, k_{2}\right)$-trimmed mean estimator is defined as

$$
\bar{X}_{n, k_{1}, k_{2}}:=\frac{1}{n-k_{1}-k_{2}} \sum_{i=k_{1}+1}^{n-k_{2}} X_{(i)}
$$

and the ( $k_{1}, k_{2}$ )-trimmed variance estimator is

$$
\hat{\sigma}_{n, k_{1}, k_{2}}^{2}:=\frac{1}{n-k_{1}-k_{2}} \sum_{i=k_{1}+1}^{n-k_{2}}\left(X_{(i)}-\bar{X}_{n, k_{1}, k_{2}}\right)^{2} .
$$

The $\left(k_{1}, k_{2}\right)$-width is defined as $\Delta_{n, k_{1}, k_{2}}:=X_{\left(n-k_{2}-1\right)}-X_{\left(k_{1}\right)}$. When $k_{1}=k_{2}=k$, we write $\bar{X}_{n, k}$ for $\bar{X}_{n, k, k}$, and similarly for the other quantities.
2.3.3 Contaminated data. We will then consider the trimmed mean computed on the contaminated sample.

Definition 2.6. When $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ is a $\epsilon$-contaminated sample satisfying Assumption 2.4, we similarly write

$$
X_{(1)}^{\prime} \leq X_{(2)}^{\prime} \leq \cdots \leq X_{(n)}^{\prime}
$$

for its order statistics, and
to denote trimmed mean and variance computed on the contaminated sample. We define $\hat{\sigma}_{n, k_{1}, k_{2}}^{\prime}$ and $\Delta_{n, k_{1}, k_{2}}^{\prime}$ in analogy with the above and with Definition 2.5 .

The following facts will be useful when analyzing the contaminated trimmed mean.

Proposition 2.7. Let $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ be an $\epsilon$-contaminated sample and $X_{1}, \ldots, X_{n}$ be its uncontaminated version. Assume $k_{1}, k_{2} \in \mathbb{N} \cup\{0\}$ satisfy $\min \left\{k_{1}, k_{2}\right\} \geq\lfloor\epsilon n\rfloor$ and $k_{1}+k_{2}<n$ Then:

$$
\bar{X}_{n, k_{1}-\lfloor\epsilon n\rfloor, k_{2}+\lfloor\epsilon n\rfloor} \leq{\overline{X^{\prime}}}_{n, k_{1}, k_{2}} \leq \bar{X}_{n, k_{1}+\lfloor\epsilon n\rfloor, k_{2}-\lfloor\epsilon n\rfloor} .
$$

Proof. It suffices to prove the following

$$
\begin{equation*}
\text { Claim: } \forall i \in\left\{k_{1}+1, \ldots, n-k_{2}\right\}: X_{(i-c)} \leq X_{(i)}^{\prime} \leq X_{(i+c)} \tag{2.2}
\end{equation*}
$$

To prove this, notice that

$$
X_{(i)}^{\prime}=\inf \left\{t \in \mathbb{R}: \#\left\{j \in[n]: X_{j}^{\prime} \leq t\right\} \geq i\right\}
$$

Now, if we take $t=X_{(i+c)}$ above, we see that $X_{j} \leq t$ for at least $i+c$ indices $j \in[n]$. Since $X_{j}=X_{j}^{\prime}$ for all but at most $c$ indices $j$, we conclude:

$$
\#\left\{j \in[n]: X_{j}^{\prime} \leq X_{(i+c)}\right\} \geq \#\left\{j \in[n]: X_{j} \leq X_{(i+c)}\right\}-c \geq i
$$

Therefore, $X_{(i)}^{\prime} \leq X_{(i+c)}$. This proves the upper bound part of the claim, and the lower bound part is similar.

### 2.4 General finite-sample bounds

In this section we study the trimmed mean for fixed trimming parameters $k_{1}, k_{2}$ and arbitrary distribution $P$, as in Assumption 2.1. We show that it is possible to prove a conditional finitesample result that holds under no additional assumptions. This result - Theorem 2.10 below - says that the trimmed mean concentrates around a "randomly trimmed population mean". Under our stronger Assumptions 2.2 and 2.3, this trimmed population mean will be shown to be close to the parameter $\mu$ of interest.
2.4.1 Conditional concentration. Before we can state our conditional concentration result, we need some preliminaries. Take $X_{1}, \ldots, X_{n}$ as in Assumption 2.1, and notice that:

$$
\left(X_{1}, \ldots, X_{n}\right) \sim\left(F^{-1}\left(U_{1}\right), \ldots, F^{-1}\left(U_{n}\right)\right)
$$

where the $U_{i}$ are i.i.d. uniform over $[0,1]$. Additionally,

$$
\left(X_{(1)}, \ldots, X_{(n)}\right) \sim\left(F^{-1}\left(U_{(1)}\right), \ldots, F^{-1}\left(U_{(n)}\right)\right)
$$

where $U_{(1)} \leq U_{(2)} \leq \cdots \leq U_{(n)}$ are the order statistics of the $U_{i}$. This leads us to the following fact.

Proposition 2.8 (Proof omitted). Under Assumption 2.1. one can define (on a richer probability space, if needed) random variables $U_{1}, \ldots, U_{n}$ that are i.i.d. uniform over $[0,1]$, such that $F^{-1}\left(U_{i}\right)=X_{i}$ and $F^{-1}\left(U_{(i)}\right)=X_{(i)}$ almost surely for each $i \in[n]$.

We now define conditional mean and variance parameters associated with the random variables $F^{-1}\left(U_{i}\right)$.

Definition 2.9 ( $(a, b)$-trimmed population mean, variance and width). Let $F^{-1}$ be the cumulative distribution function quantile transform of $P$ as in Assumption 2.1, Also let $U$ be a uniform random variable over $[0,1]$. Given $0<a<b<1$, we define the $(a, b)$-trimmed population mean and variance as

$$
\mu(a, b):=\mathbb{E}\left[F^{-1}(U) \mid a<U<b\right]=\frac{1}{b-a} \int_{a}^{b} F^{-1}(u) d u
$$

and

$$
\sigma^{2}(a, b):=\mathbb{V}\left[F^{-1}(U) \mid a<U<b\right]=\frac{1}{b-a} \int_{a}^{b}\left(F^{-1}(u)-\mu(a, b)\right)^{2} d u
$$

We also define the $(a, b)$-widthz as $\Delta(a, b):=F^{-1}(b)-F^{-1}(a)$.
Our first finite-sample result shows that the sample trimmed mean concentrates around a trimmed population mean, and the same holds for the variance.

Theorem 2.10. Let $X_{1}, \ldots, X_{n}$ satisfy Assumption 2.1. Assume additionally that we have defined i.i.d. Uniform $[0,1]$ random variables $U_{1}, \ldots, U_{n}$ over the same probability space, with $X_{i}=F^{-1}\left(U_{i}\right)$ for each $i \in[n]$ (as per Proposition 2.8). Let $U_{(1)} \leq U_{(2)} \leq \cdots \leq U_{(n)}$ denote the order statistics of the $U_{i}$. Choose parameters $k_{1}, k_{2}>0$. Then, almost surely, conditionally on $U_{\left(k_{1}\right)}$ and $U_{\left(n-k_{2}+1\right)}$ :

1. given $\alpha_{1} \in(0,1)$, the following inequality holds with (conditional) probability at least $1-\alpha_{1}$ :

$$
\begin{gathered}
\bar{X}_{n, k_{1}, k_{2}}-\mu\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right) \\
\leq \sigma\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right) \sqrt{\frac{2 \log \left(1 / \alpha_{1}\right)}{n-k_{1}-k_{2}}}+\Delta_{n, k_{1}, k_{2}} \frac{\log \left(1 / \alpha_{1}\right)}{3\left(n-k_{1}-k_{2}\right)}
\end{gathered}
$$

2. given $\alpha_{2} \in(0,1)$, the following two inequalities hold simultaneously with probability $\geq$ $1-\alpha_{2}$ :

$$
\sigma\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right) \leq\left|\bar{X}_{n, k_{1}, k_{2}}-\mu\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right)\right|+\hat{\sigma}_{n, k_{1}, k_{2}}+2 \Delta_{n, k_{1}, k_{2}} \sqrt{\frac{\log \left(2 / \alpha_{2}\right)}{\left(n-k_{1}-k_{2}\right)}}
$$

and

$$
\hat{\sigma}_{n, k_{1}, k_{2}} \leq \sigma\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right)+\Delta_{n, k_{1}, k_{2}} \sqrt{\frac{\log \left(2 / \alpha_{2}\right)}{2\left(n-k_{1}-k_{2}\right)}}
$$

3. when the events described in items 1 and 2 both hold, and additionally $2 \log \left(1 / \alpha_{1}\right)<$ $n-k_{1}-k_{2}$, we also have:

$$
\bar{X}_{n, k_{1}, k_{2}}-\mu\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right) \leq \frac{\hat{\sigma}_{n, k_{1}, k_{2}} \sqrt{\frac{2 \log \left(1 / \alpha_{1}\right)}{n-k_{1}-k_{2}}}+c_{0} \Delta_{n, k_{1}, k_{2}} \frac{\log \left(1 / \alpha_{\min }\right)}{\left(n-k_{1}-k_{2}\right)}}{1-\sqrt{\frac{2 \log \left(1 / \alpha_{1}\right)}{n-k_{1}-k_{2}}}}
$$

where $\alpha_{\min }:=\max \left\{\alpha_{1}, \alpha_{2} / 2\right\}$ and $c_{0}:=1 / \sqrt{2}+\sqrt{5 / 6}$.
Finally, when $P$ is supported on $[0,+\infty)$, the inequalities above also work for $k_{1}=0$ if we set $U_{(0)}=0$.

One interesting aspect of this theorem is that it can be used to obtain a confidence interval around the trimmed population mean $\mu\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right)$. This is the case because both $\hat{\sigma}_{n, k_{1}, k_{2}}$ and $\Delta_{n, k_{1}, k_{2}}$ can be computed from data. However, $\mu\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right)$ is a random quantity because the pair $\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right)$ is random. Much of what we do in the rest of the chapter is to find conditions under which this random quantity is close to the mean or median of $P$. The results in the next subsection are a first step in this direction.

Proof of Theorem 2.10. We only consider the case where $k_{1}>0$, as the proof for nonnegative variables (and $k_{1}=0$ ) is entirely analogous.

For the remainder of the proof, we condition on $U_{\left(k_{1}\right)}=a<U_{\left(n-k_{2}+1\right)}=b$. Under this conditioning:

$$
\left.\left(U_{(i)}\right)_{i=k_{1}+1}^{n-k_{2}}\right|_{U_{\left(k_{1}\right)}=a, U_{\left(n-k_{2}+1\right)}=b} \sim\left(V_{(j)}\right)_{j=1}^{n-k_{1}-k_{2}}
$$

where the $V_{(j)}$ are the order statistics of an i.i.d. random sample

$$
\left(V_{1}, V_{2}, \ldots, V_{n-k_{1}-k_{2}}\right) \stackrel{i . i . d .}{\sim} \text { Uniform }[a, b] \text {. }
$$

Therefore, the conditional distribution of the trimmed mean,

$$
\bar{X}_{n, k_{1}, k_{2}}=\frac{1}{n-k_{1}-k_{2}} \sum_{i=k_{1}+1}^{n-k_{2}} F^{-1}\left(U_{(i)}\right),
$$

is

$$
\left.\bar{X}_{n, k_{1}, k_{2}}\right|_{U_{\left(k_{1}\right)}=a, U_{\left(n-k_{2}+1\right)}=b} \sim \frac{1}{n-k_{1}-k_{2}} \sum_{j=1}^{n-k_{1}-k_{2}} F^{-1}\left(V_{(j)}\right)=\frac{1}{n-k_{1}-k_{2}} \sum_{i=1}^{n-k_{1}-k_{2}} F^{-1}\left(V_{j}\right) .
$$

The RHS is a sum of i.i.d. terms with mean $\mu(a, b)$ and variance $\sigma^{2}(a, b)$. We also know that the $F^{-1}\left(V_{i}\right)$ take values in the interval $\left[F^{-1}(a), F^{-1}(b)\right]$, which has length $\Delta(a, b)$. Therefore, the
first statement in the Theorem is a direct application of Bernstein's inequality to the conditional distribution of $X_{n, k_{1}, k_{2}}$.

For the second part, we notice that

$$
\hat{\sigma}_{n, k_{1}, k_{2}}^{2}=H^{2}-\left(\mu(a, b)-\bar{X}_{n, k_{1}, k_{2}}\right)^{2}, \text { where } H^{2}:=\frac{1}{n-k_{1}-k_{2}} \sum_{i=k_{1}+1}^{n-k_{2}}\left(X_{(i)}-\mu(a, b)\right)^{2}
$$

Under our conditioning, $H$ is an i.i.d. sum:

$$
\left.H^{2}\right|_{U_{\left(k_{1}\right)}=a, U_{\left(n-k_{2}+1\right)}=b} \sim \frac{1}{n-k_{1}-k_{2}} \sum_{i=1}^{n-k_{1}-k_{2}}\left(F^{-1}\left(V_{j}\right)-\mu(a, b)\right)^{2}
$$

The terms in sum in the RHS have mean $\sigma^{2}(a, b)$, are bounded by $\Delta(a, b)^{2}$ in absolute value, and have variance:

$$
\mathbb{V}\left[\left(F^{-1}\left(V_{j}\right)-\mu(a, b)\right)^{2}\right] \leq \mathbb{E}\left[\left(F^{-1}\left(V_{j}\right)-\mu(a, b)\right)^{4}\right] \leq \Delta(a, b)^{2} \sigma^{2}(a, b)
$$

Therefore, Bernstein's inequality implies that, with probability $\geq 1-\alpha_{2}$,

$$
\begin{equation*}
\left|H^{2}-\sigma^{2}(a, b)\right| \leq \Delta(a, b) \sigma(a, b) \sqrt{\frac{2 \log \left(2 / \alpha_{2}\right)}{n-k_{1}-k_{2}}}+\frac{\Delta(a, b)^{2} \log \left(2 / \alpha_{2}\right)}{3\left(n-k_{1}-k_{2}\right)} \tag{2.3}
\end{equation*}
$$

When (2.3) holds, we have:

$$
\hat{\sigma}_{n, k_{1}, k_{2}}^{2} \leq H^{2} \leq\left(\sigma(a, b)+\Delta(a, b) \sqrt{\frac{\log \left(2 / \alpha_{2}\right)}{2\left(n-k_{1}-k_{2}\right)}}\right)^{2}
$$

so that:

$$
\begin{equation*}
\hat{\sigma}_{n, k_{1}, k_{2}} \leq \sigma(a, b)+\Delta(a, b) \sqrt{\frac{\log \left(2 / \alpha_{2}\right)}{2\left(n-k_{1}-k_{2}\right)}} \tag{2.4}
\end{equation*}
$$

Under (2.3), we also have that:

$$
\left(\sigma(a, b)-\Delta(a, b) \sqrt{\frac{\log \left(2 / \alpha_{2}\right)}{2\left(n-k_{1}-k_{2}\right)}}\right)^{2} \leq H^{2}+\frac{5 \Delta(a, b)^{2} \log \left(2 / \alpha_{2}\right)}{6\left(n-k_{1}-k_{2}\right)}
$$

and we may use the formula for $H^{2}$ and sub-additivity of the square root function to obtain:

$$
\begin{equation*}
\sigma(a, b) \leq \hat{\sigma}_{n, k_{1}, k_{2}}+\left|\bar{X}_{n, k_{1}, k_{2}}-\mu(a, b)\right|+c_{0} \Delta(a, b) \sqrt{\frac{\log \left(2 / \alpha_{2}\right)}{\left(n-k_{1}-k_{2}\right)}} \tag{2.5}
\end{equation*}
$$

where $c_{0}=1 / \sqrt{2}+\sqrt{5 / 6} \leq 2$. Thus (2.4) and 2.5 - the two inequalities claimed in item 2 of the Theorem - follow from (2.3), which holds with probability $\geq 1-\alpha_{2}$. To prove item 3 in the theorem, we just observe that, if $X_{n, k_{1}, k_{2}}-\mu(a, b)<0$, there is nothing to prove. Otherwise, one may plug (2.5) into the inequality in item 1 and obtain the desired result after some manipulations.

### 2.4.2 Bounds on the trimmed population mean and variance. We now

 discuss how one can control the two trimmed population parameters appearing in Theorem 2.10. We start with a result that holds under moment conditions.Lemma 2.11. Under Assumption 2.2 (whereby $P$ has mean $\mu$ ), for any $p>1$ and $0 \leq a<$ $b \leq 1$,

$$
|\mu(a, b)-\mu| \leq \inf _{p>1} \nu_{p} \frac{\delta^{1-1 / p}}{1-\delta}
$$

where

$$
\delta:=1-(b-a) .
$$

Proof. Since $\mu=\int_{0}^{1} F^{-1}(u) d u$,

$$
\mu(a, b)-\mu=\frac{\int_{a}^{b}\left(F^{-1}(u)-\mu\right) d u}{1-\delta}=-\frac{\int_{[0,1 \backslash \backslash a, b]}\left(F^{-1}(u)-\mu\right) d u}{1-\delta} .
$$

The integral in the RHS can be rewritten as

$$
-\int_{[0,1]}\left(F^{-1}(u)-\mu\right) \mathbf{1}_{A} d u, \text { where } A:=[0,1] \backslash[a, b]
$$

Since the Lebesgue measure of $A$ is $\delta$, we obtain, for any $p>1$ :

$$
|\mu(a, b)-\mu| \leq \frac{\left(\int_{[0,1]}\left|F^{-1}(u)-\mu\right|^{p} d u\right)^{\frac{1}{p}} \delta^{1-1 / p}}{1-\delta}=\nu_{p} \frac{\delta^{1-\frac{1}{p}}}{1-\delta}
$$

from Hölder's inequality. Taking the infimum over $p$ finishes the proof.

We now consider what happens when $P$ is symmetric about its median.

Lemma 2.12. Under Assumption 2.3 (whereby $P$ has median $\mu$ ), for any $p>1$ and $0 \leq a<$ $1 / 2<b \leq 1$, we have:

$$
|\mu(a, b)-\mu| \leq \Delta(a, b) \frac{\eta}{1-\delta}
$$

where

$$
\delta:=1-(b-a) \text { and } \eta=\max \{b-(1-a), a-(1-b)\} .
$$

Proof. Assume without loss that $b \geq 1-a$. By symmetry, we have $\mu=\mu(a, 1-a) \in$
$\left[F^{-1}(a), F^{-1}(b)\right]$. Therefore:

$$
\begin{aligned}
\mu(a, b)= & \frac{1}{b-a} \int_{a}^{b} F^{-1}(u) d u \\
= & \frac{1-2 a}{b-a}\left(\frac{1}{1-2 a} \int_{a}^{1-a} F^{-1}(u) d u\right) \\
& +\frac{b-1+a}{b-a}\left(\frac{1}{b-1+a} \int_{1-a}^{b} F^{-1}(u) d u\right) \\
= & \left(\frac{1-2 a}{b-a}\right) \mu+\left(\frac{b-1+a}{b-a}\right) R,
\end{aligned}
$$

with $R \in\left[F^{-1}(a), F^{-1}(b)\right]$. So $\mu(a, b)$ is a convex combination of $\mu$ and $R$. Both of these values lie in the interval $\left[F^{-1}(a), F^{-1}(b)\right]$, which has length $\Delta(a, b)$. We deduce:

$$
|\mu(a, b)-\mu| \leq\left(\frac{b-1+a}{b-a}\right)|R-\mu| \leq \Delta(a, b) \frac{\eta}{1-\delta}
$$

Finally, we compare $\sigma(a, b)$ to the population moments.

Lemma 2.13. Make Assumption 2.2. Fix $0 \leq a<b \leq 1$ and set $\delta:=1-(b-a)$.

$$
\sigma(a, b) \leq \frac{\sigma}{1-\delta}
$$

and more generally, for any $1<q \leq 2$,

$$
\sigma(a, b) \leq \frac{\left(\nu_{p}\right)^{\frac{q}{2}} \Delta(a, b)^{1-\frac{q}{2}}}{1-\delta}
$$

For $p>2$, if $\nu_{p}<+\infty$ and $4 \delta^{1-\frac{2}{p}}\left(\nu_{p}^{2} / \sigma^{2}\right)<1$, then:

$$
\sigma \leq \frac{(1-\delta) \sigma(a, b)}{\sqrt{1-4 \delta^{1-\frac{2}{p}}\left(\nu_{p}^{2} / \sigma^{2}\right)}}
$$

Proof. The first statement follows from a simple chain of inequalities:

$$
\begin{aligned}
\sigma^{2}(a, b) & =\frac{1}{2(b-a)^{2}} \int_{a}^{b} \int_{a}^{b}\left(F^{-1}(u)-F^{-1}(v)\right)^{2} d u d v \\
\text { (integrand is } \geq 0) & \leq \frac{1}{2(1-\delta)^{2}} \int_{0}^{1} \int_{0}^{1}\left(F^{-1}(u)-F^{-1}(v)\right)^{2} d u d v \\
& =\frac{\sigma^{2}}{(1-\delta)^{2}}
\end{aligned}
$$

The second statement is similar, as

$$
\forall(u, v) \in[a, b]^{2}:\left(F^{-1}(u)-F^{-1}(v)\right)^{2} \leq \Delta(a, b)^{2-q}\left|F^{-1}(u)-F^{-1}(v)\right|^{q},
$$

so that:

$$
\sigma(a, b)^{2} \leq \frac{\Delta(a, b)^{2-q}}{2(1-\delta)^{2}} \int_{0}^{1} \int_{0}^{1}\left|F^{-1}(u)-F^{-1}(v)\right|^{q} d u d v
$$

The integral in the RHS is

$$
\|X-Y\|_{L^{q}}^{q} \text { where } X, Y \sim P \text { are independent }
$$

which (by convexity) is at most $2^{q-1}\|X-\mu\|_{L^{q}}^{q}=2^{q-1} \nu_{q}^{q}$. We now consider the final statement in the Lemma. Notice that:

$$
\sigma^{2}=(1-\delta)^{2} \sigma^{2}(a, b)+\frac{1}{2} \iint_{A}\left(F^{-1}(u)-F^{-1}(v)\right)^{2} d u d v
$$

where $A:=[0,1]^{2}-[a, b]^{2}$ has Lebesgue measure $1-(b-a)^{2} \leq 2 \delta$. Hölder's inequality implies:

$$
\frac{1}{2} \iint_{A}\left(F^{-1}(u)-F^{-1}(v)\right)^{2} d u d v \leq \frac{(2 \delta)^{1-\frac{2}{p}}}{2}\left(\iint_{[0,1]^{2}}\left(F^{-1}(u)-F^{-1}(v)\right)^{p} d u d v\right)^{\frac{2}{p}}
$$

As before, we recognize that:

$$
\iint_{[0,1]^{2}}\left(F^{-1}(u)-F^{-1}(v)\right)^{p} d u d v=\|X-Y\|_{L^{p}}^{p} \leq 2^{p-1} \nu_{p}
$$

(here $X, Y \sim P$ are independent). Thus:

$$
\frac{1}{2} \iint_{A}\left(F^{-1}(u)-F^{-1}(v)\right)^{2} d u d v \leq \frac{(2 \delta)^{1-\frac{2}{p}} 2^{2-\frac{2}{p}}}{2} \nu_{p}^{2}=2^{2-\frac{4}{p}} \nu_{p}^{2} \delta^{1-\frac{2}{p}}
$$

We obtain:

$$
\sigma^{2} \leq(1-\delta)^{2} \sigma^{2}(a, b)+4 \delta^{1-\frac{2}{p}} \nu_{p}^{2}
$$

or

$$
\sigma^{2} \leq \frac{(1-\delta)^{2} \sigma^{2}(a, b)}{1-4 \delta^{1-\frac{2}{p}}\left(\nu_{p}^{2} / \sigma^{2}\right)}
$$

### 2.5 Estimation of the mean under moment conditions

In this section, we consider the performance of the trimmed mean under moment conditions (Assumption 2.2). In $\S 2.5 .1$ the trimmed mean under arbitrary (and possibly asymetrical) trimming. Subsequently, § 2.5 .2 and $\S 2.5 .3$ show that a single choice $k$ (in terms of the confidence parameter $1-\alpha$ and the contamination level $\epsilon$ ) achieves minimax-optimal results under arbitrary moment conditions.

Remark 2.14. The results in this section all depend on a choice of trimming that depends on both $\epsilon$ and $\alpha$. It is natural to ask if some choice of $k$ could give minimax results for a wide range of $\alpha$ and $\epsilon$. The answer turns out to be no, for the following reasons:

- $k$ must depend on $\epsilon$ because a trimmed mean estimator that trims less than $\epsilon n$ data points can be arbitrarily manipulated by changing $\epsilon n$ points in the sample;
- the dependence on $\alpha$ is necessary when all one assumes is finite variance Devroye et al., 2016, Theorem 3.2].

On the other hand, if $\epsilon=0$ and a finite upper bound for $M_{p}=\nu_{p} / \sigma$ is known for some $p>2$, one could use the ideas in Devroye et al., 2016, Section 7] to obtain a single value of $k$ that "works well" for a large range of $\alpha$. Alternatively, one may use the construction of sub-Gaussian confidence intervals in $\$ 2.6 .2$, together with [Devroye et al., 2016, Theorem 4.2].
2.5.1 Results under arbitrary trimming choices. In this first result, we consider what happens for an essentially arbitrary (but data-independent) choice of trimming.

Theorem 2.15. Make assumptions 2.1 and 2.2. Then for any $k_{1}, k_{2}>0$ and $\alpha \in(0,1)$ satisfying:

$$
\phi:=\frac{\left(\sqrt{k_{1}+k_{2}-1}+\sqrt{\log (4 / \alpha)}\right)^{2}}{n}<1
$$

the following holds with probability $\geq 1-\alpha$ :

$$
\begin{aligned}
\bar{X}_{n, k_{1}, k_{2}}-\mu \leq & \inf _{1 \leq q \leq 2} \frac{e^{\frac{1}{q}-\frac{1}{2}} \nu_{q}}{(1-\phi) k_{\min }^{\frac{1}{q}-\frac{1}{2}} n^{\frac{q-1}{q}}} \sqrt{\frac{2 \log (2 / \alpha)}{1-\frac{k_{1}+k_{2}}{n}}} \\
& +\inf _{p>1} \nu_{p} \frac{\phi^{\frac{p-1}{p}}}{1-\phi} \\
& +2 \inf _{p>1}\left(\frac{4}{\alpha}\right)^{\frac{1}{p k_{\min }}} e^{\frac{1}{p}} \nu_{p} \frac{\log (4 / \alpha)}{3\left(1-\frac{k_{1}+k_{2}}{n}\right) k_{\min }^{\frac{1}{p}} n^{\frac{p-1}{p}}},
\end{aligned}
$$

where $k_{\min }:=\min \left\{k_{1}, k_{2}\right\}$. The same result holds when $P$ is supported on $[0,+\infty)$, if we now set $k_{1}=0$ and redefine $k:=k_{2}$.

Proof of Theorem 2.15. We prove only the bound for general distributions $P$, as the case of $P$ supported over $[0,+\infty)$ follows from similar ideas.

We work in the framework of Proposition 2.8 and Theorem 2.10, whereby we have i.i.d. uniform random variables $U_{i}$ with $F^{-1}\left(U_{i}\right)=X_{i}$. Let:

$$
B:=1-\left(U_{\left(n-k_{2}+1\right)}-U_{\left(k_{1}\right)}\right),
$$

noting that $0<B<1$ almost surely. Lemmas 2.11 and 2.13 give the following bounds on the trimmed population mean and variance that show up in Theorem 2.10.

$$
\begin{aligned}
\left|\mu\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right)-\mu\right| & \leq \inf _{p>1} \nu_{p} \frac{B^{\frac{p-1}{p}}}{1-B} \\
\sigma\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{2}+1\right)}\right) & \leq \inf _{1<q \leq 2} \frac{\Delta_{n, k_{1}, k_{2}}^{1-\frac{q}{2}} \nu_{q}^{\frac{q}{2}}}{1-B}
\end{aligned}
$$

Combining Theorem 2.10 with the above, and using the fact that $k_{1}+k_{2} \leq \phi n$, we conclude that the following inequality holds with probability $\geq 1-\alpha / 2$ :

$$
\begin{aligned}
X_{n, k_{1}, k_{2}}-\mu \leq & \inf _{1<q \leq 2} \frac{\Delta_{n, k_{1}, k_{2}}^{1-\frac{q}{2}} \nu_{q}^{\frac{q}{2}}}{1-B} \sqrt{\frac{2 \log (2 / \alpha)}{n\left(1-\frac{k_{1}+k_{2}}{n}\right)}} \\
& +\frac{\inf _{p>1} \nu_{p} B^{\frac{p-1}{p}}}{1-B} \\
& +\Delta_{n, k_{1}, k_{2}} \frac{\log (2 / \alpha)}{3 n\left(1-\frac{k_{1}+k_{2}}{n}\right)}
\end{aligned}
$$

To finish the proof, we will show that:

$$
\begin{equation*}
\text { Goal 1: } \mathbb{P}[B>\phi] \leq \frac{\alpha}{4} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { Goal 2: } \mathbb{P}\left[\Delta_{n, k_{1}, k_{2}}>\inf _{p>1} 2 \nu_{p}\left(\frac{4}{\alpha}\right)^{\frac{1}{p k_{\min }}}\left(\frac{e n}{k_{\min }}\right)^{\frac{1}{p}}\right] \leq \frac{\alpha}{4} . \tag{2.7}
\end{equation*}
$$

To obtain (2.6), we note that:

$$
B \sim U_{\left(k_{1}+k_{2}\right)}
$$

and apply Lemma A. 1 in the Appendix.
To prove (2.7), recall $k_{\min }=\min \left\{k_{1}, k_{2}\right\}$, and let $A$ be the $k_{\text {min }}$-th largest value of $\left|X_{i}-\mu\right|$. Note that $X_{\left(k_{1}\right)}-\mu \geq-A$ and $X_{\left(n-k_{2}+1\right)}-\mu \leq A$, so $\Delta_{n, k_{1}, k_{2}} \leq 2 A$. Thus (2.7) is equivalent to:

$$
\begin{equation*}
\text { Goal } 2 \text { (sufficient): } \forall p>1: \mathbb{P}\left[A>\nu_{p}\left(\frac{4}{\alpha}\right)^{\frac{1}{p k_{\min }}}\left(\frac{e n}{k_{\min }}\right)^{\frac{1}{p}}\right]<\frac{\alpha}{4} \text {. } \tag{2.8}
\end{equation*}
$$

Notice that we moved the condition on $p$ to outside the probability, but it is easy to move between one bound and the other via limiting arguments.

For any $x>0, A>x$ if and only if there is a subset $S \subset[n]$ of size $\# S=k_{\min }$ such that $\left|X_{i}-\mu\right|>x$ for all $i \in S$. Taking a union bound, and using the independence of the $X_{i}$, we obtain (for any $p>1$ ):

$$
\begin{aligned}
\mathbb{P}\left[A_{k}>x\right] & \leq \sum_{S \subset[n], \# S=k_{\min }} \prod_{i \in S} \mathbb{P}\left[\left|X_{i}-\mu\right|>x\right] \\
& \leq\binom{ n}{k_{\min }}\left(\frac{\nu_{p}}{x}\right)^{p k_{\min }} \leq\left[\left(\frac{e n}{k_{\min }}\right)^{\frac{1}{p}} \frac{\nu_{p}}{x}\right]^{p k_{\min }},
\end{aligned}
$$

where the last inequality above follows from the well-known bound:

$$
\binom{n}{k_{\min }} \leq\left(\frac{e n}{k_{\min }}\right)^{k_{\min }}
$$

The choice of

$$
x_{*}:=\nu_{p}\left(\frac{4}{\alpha}\right)^{\frac{1}{p k_{\min }}}\left(\frac{e n}{k_{\min }}\right)^{\frac{1}{p}}
$$

ensures $\mathbb{P}\left[A>x_{*}\right] \leq \alpha / 4$. This gives us (2.8) and finishes the proof.
2.5.2 Minimax results under finite variance. We now argue that the trimmed mean achieves minimax results in terms of the confidence level $1-\alpha$ and the contamination level $\epsilon$ under a range of moment assumptions on the data distribution. A key point of our result is that a universal choice of trimming will work in all cases.

Assumption 2.16 (Universal choice of trimming). In what follows we fix $\epsilon \in[0,1 / 2), \alpha \in$ $(0,1)$, set:

$$
k=k(\epsilon, \alpha):=\lfloor\epsilon n\rfloor+\lceil\log (8 / \alpha)\rceil
$$

and assume

$$
\phi(\epsilon, \alpha):=\frac{(\sqrt{2 k(\epsilon, \alpha)-1}+\sqrt{\log (8 / \alpha)})^{2}}{n}<1
$$

The first result considers what happens under a finite-variance condition.

Theorem 2.17 (Finite-variance minimax performance). Make assumptions 2.1 (data is i.i.d. contaminated), 2.2 (moment conditions), and 2.16 (choice of $k$ ). Assume the variance of $P$ is finite and fix $p \geq 2, \alpha \in(0,1)$. Then the contaminated trimmed mean $\overline{X^{\prime}}{ }_{n, k(\epsilon, \alpha)}$ satisfies the following bound with probability at least $1-\alpha$ :

$$
\left|{\overline{X^{\prime}}}_{n, k(\epsilon, \alpha)}-\mu\right| \leq \sigma \sqrt{\frac{2 \log (4 / \alpha)}{n}}\left(1+\delta_{p}(\epsilon, \alpha, n)\right)+\nu_{p} \frac{(4 \epsilon)^{\frac{p-1}{p}}}{1-\phi},
$$

where

$$
\delta_{p}(\epsilon, \alpha, n):=\frac{1}{(1-\phi)^{3 / 2}}-1+\left(\frac{2 e^{\frac{2}{p}}}{3(1-\phi)}+3^{\frac{p-1}{p}}\right) \frac{\nu_{p}}{\sqrt{2} \sigma}\left(\frac{\log (8 / \alpha)}{n}\right)^{\frac{1}{2}-\frac{1}{p}}
$$

and $C>0$ is universal.

To understand this theorem, assume first $p=2$ (finite variance only) and $\epsilon=0$ (ie. no contamination). Then $\nu_{p}=\sigma$ and the theorem implies the following. There exist $c, C^{\prime}>0$ such that if $\alpha \geq 4 e^{-c n}$, then:

$$
\mathbb{P}\left[\left|\bar{X}_{n, k}-\mu\right| \leq C^{\prime} \sigma \sqrt{\frac{2 \log (4 / \alpha)}{n}}\right] \geq 1-\alpha
$$

This is the kind of sub-Gaussian behavior studied in Catoni, 2012 and Devroye et al., 2016, which is minimax-optimal up to the value of $C^{\prime}$.

Now assume $\nu_{p}<+\infty$ for some $p>2$ and keep $\epsilon=0$. The parameter $M_{p}:=\nu_{p} / \sigma \geq 1$ is related to the kurtosis of a distribution; in fact, the kurtosis is precisely $M_{4}^{4}$. Our results imply that there exists an absolute constant $d>0$ such that, for any $h \in(0,1)$, if

$$
\log (4 / \alpha) \leq\left(d M_{p}\right)^{\frac{2 p}{p-1}} n
$$

then $\delta_{p}(\alpha, \epsilon, n) \leq h$, and:

$$
\mathbb{P}\left[\left|\bar{X}_{n, k}-\mu\right| \leq(1+h) \sigma \sqrt{\frac{2 \log (4 / \alpha)}{n}}\right] \geq 1-\alpha .
$$

Thus kurtosis-style assumptions imply that the trimmed mean achieves a nearly optimal constant $(1+h) \sqrt{2}$ in front of the "sub-Gaussian" term; see Catoni, 2012, Proposition 6.1] and Devroye et al., 2016, Remark 1] for details.

The effect of contamination is twofold. First, it increases the value of $\delta_{p}(\epsilon, \alpha, n)$ by a bounded amount, as long as $\phi$ is bounded away from 1. Additionally, $\epsilon>0$ causes an additional term $\nu_{p} \epsilon^{(p-1) / p}$ to appear in the bound. The latter term is a minimax-optimal error term under contamination, for any $p \geq 2$ Minsker, 2018, Lemma 5.4 We emphasize that Theorem 2.17 achieves optimal results even though the estimator does not depend at all on any properties of $P$.

Proof of Theorem 2.17. Set $k:=k(\epsilon, \alpha)$. By Proposition 2.7,

$$
\bar{X}_{n, k-\lfloor\epsilon n\rfloor, k+\lfloor\epsilon n\rfloor} \leq{\overline{X^{\prime}}}_{n, k} \leq \bar{X}_{n, k+\lfloor\epsilon n\rfloor, k-\lfloor\epsilon n\rfloor} .
$$

Theorem 2.15 (with $\alpha / 2$ replacing $\alpha$ and $q=2$ ) can be applied to the upper and lower quantities appearing above; in both cases, $k_{\min }=\lceil\log (8 / \alpha)\rceil$. As a consequence, the following inequality holds with probability $\geq 1-\alpha$ :

$$
\begin{aligned}
\left|{\overline{X^{\prime}}}_{n, k}-\mu\right| \leq & \frac{\sigma}{1-\phi} \sqrt{\frac{2 \log (4 / \alpha)}{n-2 k}} \\
& +\nu_{p} \frac{\phi^{\frac{p-1}{p}}}{1-\phi} \\
& +2 e^{\frac{2}{p}} \nu_{p} \frac{(\log (4 / \alpha))^{\frac{p-1}{p}}}{3\left(1-\frac{k_{1}+k_{2}}{n}\right) n^{\frac{p-1}{p}}} .
\end{aligned}
$$

To continue the proof, note that:

$$
\phi \leq \frac{(\sqrt{2 k-1}+\sqrt{\log (8 / \alpha)})^{2}}{n} \leq \frac{4 k-2+2 \log (8 / \alpha)}{n},
$$

and

$$
k \leq \epsilon n+\lceil\log (4 / \alpha)\rceil \leq \epsilon n+\log (8 / \alpha)+1 .
$$

We obtain:

$$
\phi \leq 4 \epsilon+\frac{3 \log (8 / \alpha)}{n},
$$

[^0]and
$$
\nu_{p} \phi^{\frac{p-1}{p}} \leq \nu_{p}(4 \epsilon)^{\frac{p-1}{p}}+\nu_{p}\left(\frac{3 \log (8 / \alpha)}{n}\right)^{\frac{p-1}{p}} .
$$

Using also that $n-2 k \geq(1-\phi) n$, we obtain that, with probability $\geq 1-\alpha$ :

$$
\begin{aligned}
\left|{\overline{X^{\prime}}}_{n, k}-\mu\right| \leq & \frac{\sigma}{(1-\phi)^{3 / 2}} \sqrt{\frac{2 \log (4 / \alpha)}{n}} \\
& +\nu_{p} \frac{(4 \epsilon)^{\frac{p-1}{p}}}{1-\phi} \\
& +\left(\frac{2 e^{\frac{2}{p}}}{3(1-\phi)}+10^{\frac{p-1}{p}}\right) \nu_{p}\left(\frac{3 \log (8 / \alpha)}{n}\right)^{\frac{p-1}{p}},
\end{aligned}
$$

which is the same as what we claim in the Theorem.
2.5.3 Minimax results under possibly infinite variance. Let us now state a more general version (with less precise constants) of the Theorem 2.17, which also works when the variance is infinite. As before, the theorem is minimax optimal up to constants, in terms of both $\alpha$ Devroye et al., 2016, Theorem 3.1] and the contamination level. Notice that the choice of trimming is the same $k=k(\epsilon, \alpha)$ as in Theorem 2.17.

Theorem 2.18 (General minimax bounds). Make assumptions 2.1 (i.i.d. data with contamination), 2.2 (moment conditions), and 2.16 (choice of $k$ ). Fix $p>1$ and $1<q \leq 2$. Then the contaminated trimmed mean ${\overline{X^{\prime}}}_{n, k}$ satisfies the following bound with probability $\geq 1-\alpha$ :

$$
\left|{\overline{X^{\prime}}}_{n, k(\epsilon, \alpha)}-\mu\right| \leq \frac{C}{(1-\phi)^{3 / 2}}\left(\nu_{q}\left(\frac{\log (8 / \alpha)}{n}\right)^{\frac{q-1}{q}}+C \nu_{p} \epsilon^{\frac{p-1}{p}}\right),
$$

where $C>0$ is universal.

Proof. The proof is very similar (although simpler) than that of Theorem 2.17, we omit the details.

### 2.6 Finite-sample confidence intervals

Our goal in this section is to quantify the uncertainty in the trimmed mean estimate via confidence intervals.

The discussion right after Theorem 2.10 implies that in order to find such an interval, we must give a data-dependent estimate on the quantity $\mid \mu\left(U_{\left(k_{1}\right)}, U_{\left(n-k_{1}-k_{2}\right)}-\mu \mid\right.$. In what follows, we identify two settings where that is possible: symmetrical data, and data satisfying kurtosis-type assumptions.
2.6.1 Data that is symmetrical around the median. The case of $P$ that symmetrical around the median $\mu$ corresponds to much classical work on Robust Statistics. There, it is common to assume that the uncontaminated distribution and its Huber contamination both have the same median. In that sense, our distribution $P$ may correspond to a Huber-contaminated sample. Importantly, however, we make no moment assumptions: $P$ may not even have a mean.

The next result gives a finite-sample confidence interval in this setting.

Theorem 2.19. Make Assumption 2.1 with $\epsilon=0$ (i.i.d. uncontaminated data), and also Assumption 2.3 ( $P$ is symmetrical around the median $\mu$ ). Fix an integer $k>0$, a confidence parameter $1-\alpha \in(0,1)$, and assume $2 \sqrt{2 k \log (5 e / \alpha)}+2 \log (5 / \alpha)+2 k<n$. Define $a$ width parameter:

$$
\begin{aligned}
\widehat{w}_{n, k}(\alpha):= & \frac{\hat{\sigma}_{n, k} \sqrt{2 \log (4 / \alpha)}}{\sqrt{n-2 k}-\sqrt{2 \log (4 / \alpha)}} \\
& +\Delta_{n, k}\left(\frac{(1 / \sqrt{2}+\sqrt{5 / 6}) \log (4 / \alpha)}{(n-2 k)\left(1-\sqrt{\frac{2 \log (4 / \alpha)}{n-2 k}}\right)}+\frac{\sqrt{2 k \log (5 e / \alpha)}+\log (5 / \alpha)}{n-2 k-2 \sqrt{2 k \log (5 e / \alpha)}-2 \log (5 / \alpha)}\right)
\end{aligned}
$$

Then the random interval:

$$
\widehat{I}_{n, k}(\alpha):=\left[\bar{X}_{n, k}-\widehat{w}_{n, k}(\alpha), \bar{X}_{n, k}+\widehat{w}_{n, k}(\alpha)\right]
$$

satisfies:

$$
\mathbb{P}\left[\mu \in \widehat{I}_{n, k}(\alpha)\right] \geq 1-\alpha
$$

Proof. The first step in the proof is to apply Theorem 2.10 (with $\alpha_{1}=\alpha_{2}=\alpha / 4$ ) and obtain that, with probability $\geq 1-3 \alpha / 4$ ),

$$
\left|\bar{X}_{n, k}-\mu\left(U_{(k)}, U_{(n-k+1)}\right)\right| \leq \frac{\hat{\sigma}_{n, k} \sqrt{\frac{2 \log (4 / \alpha)}{n-2 k}}+(1 / \sqrt{2}+\sqrt{5 / 6}) \Delta_{n, k} \frac{\log (4 / \alpha)}{(n-2 k)}}{1-\sqrt{\frac{2 \log (4 / \alpha)}{n-2 k}}}
$$

To finish, we argue that:

$$
\text { Goal: } \mathbb{P}\left[\left|\mu\left(U_{(k)}, U_{(n-k+1)}\right)-\mu\right|>\Delta_{n, k} \frac{\sqrt{2 k \log (5 e / \alpha)}+\log (5 / \alpha)}{n-2 k-2 \sqrt{2 k \log (5 e / \alpha)}-2 \log (5 / \alpha)}\right] \leq \frac{\alpha}{4}
$$

As a preliminary step, define:

$$
V:=\max \left\{\left|U_{(k)}-\frac{k}{n}\right|,\left|1-U_{(n-k+1)}-\left(1-\frac{k}{n}\right)\right|\right\},
$$

and assume $V \leq 1 / 2-k / n$ (which implies $U_{(k)} \leq 1 / 2 \leq U_{(n-k+1)}$ ). Then Lemma 2.12 and some simple estimates give:

$$
\begin{equation*}
\left|\mu\left(U_{(k)}, U_{(n-k+1)}\right)-\mu\right| \leq \Delta_{n, k} \frac{V}{1-\frac{2 k}{n}-V} \tag{2.9}
\end{equation*}
$$

We now observe that, by Lemma A. 1 in the appendix, for any $t \geq 0$ :

$$
\mathbb{P}\left[\frac{(\sqrt{k}-\sqrt{t})^{2}}{n} \leq U_{(k)} \leq \frac{(\sqrt{k-1}+\sqrt{t})^{2}}{n}\right] \geq 1-e^{-t}-e^{-2 t}
$$

which implies:

$$
\mathbb{P}\left[\left|U_{(k)}-\frac{k}{n}\right| \leq \frac{2 \sqrt{k t}+t-1}{n}\right] \geq 1-e^{-t}-e^{-2 t}
$$

Similarly,

$$
\mathbb{P}\left[\left|1-U_{(n-k+1)}-\frac{k}{n}\right| \leq \frac{2 \sqrt{k t}+t-1}{n}\right] \geq 1-e^{-t}-e^{-2 t}
$$

Taking

$$
t:=\log (5 e / \alpha)
$$

gives:

$$
\mathbb{P}\left[V \leq \frac{\sqrt{2 k \log (5 e / \alpha)}+\log (5 / \alpha)}{n}\right] \geq 1-\frac{2 \alpha}{5 e}-\frac{2 \alpha^{2}}{25 e^{2}} \geq 1-\frac{\alpha}{4}
$$

Finally, when

$$
V \leq \frac{\sqrt{2 k \log (5 e / \alpha)}+\log (5 / \alpha)}{n}
$$

we have $V \leq 1 / 2-k / n$ by our assumption on $k$ and $\alpha$. We conclude from (2.9) that our goal holds with the desired probability $\geq 1-\alpha / 4$.
2.6.2 Sub-Gaussian confidence intervals. Our next step is to give a confidence interval for the estimator $\bar{X}_{n, k}$ in a contamination-free setting. It follows from Devroye et al., 2016, Theorems 3.2 and 4.2 that it is not possible to obtain intervals of "subGaussian" length under the sole assumption of finite second moment.

Theorem 2.20. Make Assumptions 2.1 and 2.2. Add the assumptions that $\sigma<+\infty$ and $\nu_{p} \leq M \sigma$ for some $M \geq 1$ and $p>1$. Let $\alpha \in(0,1)$. Define $k_{*}:=\lceil\log (8 / \alpha)\rceil$ and assume

$$
\phi_{*}=\frac{\left(\sqrt{2 k_{*}-1}+\sqrt{\log (8 / \alpha)}\right)^{2}}{n} \leq \frac{1}{2\left(4 M^{2}\right)^{p /(p-2)}} .
$$

Assume additionally that

$$
\sqrt{\frac{2 \log (8 / \alpha)}{n-2 k_{*}}}+2 \frac{M \phi_{*}^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}}<1
$$

and set:

$$
A:=\frac{1}{1-\sqrt{\frac{2 \log \left(2 / \alpha_{1}\right)}{n-2 k_{*}}}-2 \frac{M M_{*}^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p^{2}} M^{2}}}} .
$$

Finally, define:

$$
\begin{aligned}
& \widehat{w}_{n, M}(\alpha):= A \hat{\sigma}_{n, k}, \\
&\left(\sqrt{\frac{2 \log (8 / \alpha)}{n-2 k_{*}}}+\frac{M \phi_{*}^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}}\right) \\
& A \Delta_{n, k}\left(2 \sqrt{2} \frac{\log (8 / \alpha)}{n-2 k_{*}}+\frac{\sqrt{2} M \phi_{*}^{p}{ }^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}} \sqrt{\frac{2 \log (8 / \alpha)}{n-2 k_{*}}}\right)
\end{aligned}
$$

and set

$$
\widehat{I}_{n, M}(\alpha):=\left[\bar{X}_{n, k}-\widehat{w}_{n, M}(\alpha), \bar{X}_{n, k}+\widehat{w}_{n, M}(\alpha)\right]
$$

Then there exists $C=C\left(\phi_{*}\right)>0$ depending only on $\phi_{*}$ and $M$ such that:

$$
\mathbb{P}\left[\mu \in \widehat{I}_{n, M}(\alpha) \text { and } \widehat{w}_{n, M}(\alpha) \leq C\left(\phi_{*}\right) \sigma \sqrt{\frac{\log (8 / \alpha)}{n}}\right] \geq 1-\alpha .
$$

Thus the Theorem says that the interval $\widehat{I}_{n, M}(\alpha)$ contains the mean with confidence $1-\alpha$, and additionally, that the length of the interval is typically within a sub-Gaussian range. One can actually show that, by making $M^{2 p /(p-2)} \phi_{*}$ small, the constant $C\left(\phi_{*}\right)$ can be taken arbitrarily close to $\sqrt{2}$.

Proof. We claim that the following inequalities hold simultaneously with probability $\geq 1-\alpha$ :

$$
\begin{align*}
\left|\bar{X}_{n, k_{*}}-\mu\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right)\right| \leq & \sigma\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right) \sqrt{\frac{2 \log (8 / \alpha)}{n-2 k_{*}}}  \tag{2.10}\\
& +\Delta_{n, k_{*}} \frac{\log (8 / \alpha)}{3\left(n-2 k_{*}\right)} ; \\
\sigma\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}\right)}\right) \leq & \left|\bar{X}_{n, k_{*}}-\mu\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right)\right|+\hat{\sigma}_{n, k_{*}}  \tag{2.11}\\
& +2 \Delta_{n, k_{*}} \sqrt{\frac{\log (8 / \alpha)}{\left(n-2 k_{*}\right)}} ; \\
\hat{\sigma}_{n, k_{*}} \leq & \sigma\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right)+\Delta_{n, k_{*}} \sqrt{\frac{\log (8 / \alpha)}{2\left(n-2 k_{*}\right)}} ;  \tag{2.12}\\
\Delta_{n, k_{*}} \leq & 2 M \sigma \frac{e^{\frac{1}{p}}}{3\left(1-2 k_{*} / n\right)}\left(\frac{e n}{k_{*}}\right)^{\frac{1}{p}} ;  \tag{2.13}\\
B:=1-\left(U_{\left(n-k_{*}+1\right)}-U_{\left(k_{*}\right)}\right) \leq & \phi_{*} . \tag{2.14}
\end{align*}
$$

To see this, note that 2.10 holds with probability $\geq 1-\alpha_{1}$ by Theorem 2.10, part 1 . Inequalities (2.11) and (2.12) hold with probability $\geq 1-\alpha_{2}$ by part 2 of the same theorem. Inequality (2.13) is a consequence of inequality (2.7) in the proof of Theorem 2.15. Finally, the fact that inequality (2.14) holds with probability $1-\alpha_{4}$ follows from the same argument as (2.6) in the proof of Theorem 2.15

For the remainder of the proof, we will show the following claim.
If inequalities (2.10) to (2.14) all hold simultaneously, then

$$
\mu \in \widehat{I}_{n, M}(\alpha) \text { and } \widehat{w}_{n, M}(\alpha) \leq C\left(\phi_{*}\right) \sigma \sqrt{\frac{\log (8 / \alpha)}{n}}
$$

So from now on, we assume the five inequalities hold. This gives us:

$$
\begin{equation*}
\sigma \leq \frac{\left(1-\phi_{*}\right)}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}} \sigma\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right) \tag{2.15}
\end{equation*}
$$

thanks to Lemma 2.13 (the parameter $\delta$ that Lemma is $\leq \phi_{*}$ due to (2.14)).
Next, we consider the bias term $\left|\mu\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right)-\mu\right|$. By Lemma 2.11, and using $\nu_{p} \leq M \sigma$, we obtain:

$$
\begin{equation*}
\left|\mu\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right)-\mu\right| \leq \nu_{p} \frac{\phi_{*}^{\frac{p-1}{p}}}{1-\phi_{*}} \leq \frac{M \phi_{*}^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}} \sigma\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right) \tag{2.16}
\end{equation*}
$$

Plugging this into (2.11) gives:

$$
\begin{equation*}
\sigma\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right) \leq \frac{\hat{\sigma}_{n, k}+\left|\bar{X}_{n, k}-\mu\right|+2 \Delta_{n, k_{*}} \sqrt{\frac{\log \left(2 / \alpha_{2}\right)}{\left(n-2 k_{*}\right)}}}{1-\frac{M \phi_{*}^{p}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}}} . \tag{2.17}
\end{equation*}
$$

At the same time, plugging (2.16) into (2.10) and then applying (2.11) gives:

$$
\begin{aligned}
\left|\bar{X}_{n, k_{*}}-\mu\right| \leq & \sigma\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right)\left(\sqrt{\frac{2 \log \left(2 / \alpha_{1}\right)}{n-2 k_{*}}}+\frac{M \phi_{*}^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}}\right) \\
& +\Delta_{n, k_{*}} \frac{\log \left(2 / \alpha_{1}\right)}{3\left(n-2 k_{*}\right)} \\
\leq & \frac{\hat{\sigma}_{n, k}+\left|\bar{X}_{n, k}-\mu\right|}{1-\frac{M \phi_{*}^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}}}\left(\sqrt{\frac{2 \log \left(2 / \alpha_{1}\right)}{n-2 k_{*}}}+\frac{M \phi_{*}^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}}\right) \\
& +\frac{\Delta_{n, k}}{1-\frac{M \phi_{\psi_{p}^{p}}^{p}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}}}\left(2 \sqrt{2} \frac{\log \left(2 / \alpha_{1}\right)}{n-2 k_{*}}+\frac{\sqrt{2} M \phi_{*}^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}} \sqrt{\frac{2 \log \left(2 / \alpha_{1}\right)}{n-2 k_{*}}}\right) .
\end{aligned}
$$

We may now multiply both sides by

$$
1-\frac{M \phi_{*}^{\frac{p-1}{p}}}{\sqrt{1-4 \phi_{*}^{1-2 / p} M^{2}}}
$$

and then collect the terms containing $\left|\bar{X}_{n, k}-\mu\right|$ to obtain $\left|\bar{X}_{n, k}-\mu\right| \leq \widehat{w}_{n, M}(\alpha)$.
The bound in $\widehat{w}_{n, M}(\alpha)$ follows from bounding the trimmed empirical variance via (2.12), using (2.13) to bound $\Delta_{n, k}$; appying $\sigma\left(U_{\left(k_{*}\right)}, U_{\left(n-k_{*}+1\right)}\right) \leq \sigma /\left(1-\phi_{*}\right)$ obtained from Lemma 2.13 and (2.14); and finally, performing some simple calculations using the estimate $\phi_{*}=O(\log (8 / \alpha) / n)$.

### 2.7 Adaptive trimming

Our final theoretical contribution is to give a general method for choosing the trimming parameter $k$ in a data-driven fashion. Under the assumptions of Theorem 2.20, this would be possible to do via the method of sub-Gaussian confidence intervals from Devroye et al., 2016, Section 4]. For symmetrical data, one could use similar ideas. The goal of this section a theorem that works under much more general assumptions.

Assumption 2.21. Besides Assumption 2.1, a confidence parameter 1- $\alpha$, a (nonrandom) set of pairs of integers

$$
\left\{\left(k_{1}(i), k_{2}(i)\right): i=1,2,3, \ldots, m\right\},
$$

is fixed. We assume the following properties are satisfied for each index $i$ :

1. $k_{1}(i)+k_{2}(i)<\eta n$ and

$$
\frac{2 \log (3 m / \alpha)}{n-k_{1}(i)-k_{2}(i)} \leq \eta
$$

for some fixed $\eta \in(0,1)$;
2. $k_{2}(i)>0$, and also $k_{1}(i)>0$ if $P$ is not supported on $[0,+\infty)$;
3. if $i<m$, then

$$
k_{1}(i+1) \leq k_{1}(i) \text { and } k_{2}(i+1) \leq k_{2}(i) .
$$

The numbers $k_{1}(i), k_{2}(i)$ correspond to different choices of trimming parameters. Condition 3 above means that, the larger $i$ is, the less points will be trimmed.

Now define, for $i=1,2, \ldots, m$ and a choice of $\mu \in \mathbb{R}$, the following "bias" and "variance" parameters (recall the definitions and notation from subsection 2.4.1).

$$
\begin{align*}
b(i, \mu) & :=\left|\mu\left(U_{k_{1}(i)}, U_{\left(n-k_{2}(i)+1\right)}\right)-\mu\right| ;  \tag{2.18}\\
v(i) & :=\frac{\hat{\sigma}_{n, k_{1}(i), k_{2}(i)} \sqrt{\frac{2 \log (3 \rho(i) / \alpha)}{n-k_{1}(i)-k_{2}(i)}}+c_{0} \Delta_{n, k_{1}(i), k_{2}(i)} \frac{\log (3 \rho(i) / \alpha)}{\left(n-k_{1}-k_{2}\right)}}{1-\sqrt{\frac{2 \log (3 \rho(i) / \alpha)}{n-k_{1}(i)-k_{2}(i)}}}, \tag{2.19}
\end{align*}
$$

where $c_{0}$ is the constant in Theorem 2.10.
Because larger $i$ means less trimming, we expect that, if $\mu$ is the mean of the data distribution $P, b(i, \mu)$ should decrease with $i$. This is not always true, but we can nevertheless prove the next theorem. Notice that this result holds even when $P$ does not have a well-defined mean.

Theorem 2.22. Make Assumptions 2.1 and 2.21. Take $\mu \in \mathbb{R}$ and define $b(i, \mu)$ and $v(i)$ as in (2.18) and 2.19) (respectively). Fix $c>1$. Then the following holds with probability $\geq 1-\alpha$ : if

$$
\widehat{I}:=\min \left\{i \in[m]: \forall j, \ell \in\{i, i+1, \ldots, m\},\left|\bar{X}_{n, k_{1}(j), k_{2}(j)}-\bar{X}_{n, k_{1}(\ell), k_{2}(\ell)}\right| \leq c(v(j)+v(\ell))\right\}
$$

then

$$
\begin{equation*}
\left|\bar{X}_{n, k_{1}(\widehat{I}), k_{2}(\widehat{I})}-\mu\right| \leq C_{c, \eta} \inf _{i \in[m]}\left(\max _{j=i, i+1, \ldots, m} b(j, \mu)+v(i)\right) \tag{2.20}
\end{equation*}
$$

where $C_{c, \eta}$ depends only on $c$ and $\eta$.
Notice that both terms in the RHS of 2.20 are sample dependent. This is also a feature of the main result of Orenstein, 2018, which has inspired this theorem.

A somewhat simpler version of Theorem 2.22 is available for nonnegative distributions with a mean, a setting that comes up quite often in applications.

Corollary 2.23. Add to the assumptions of Theorem 2.22 the following conditions:

- $P$ is supported over $[0,+\infty)$;
- $\mu<+\infty$ is the mean of $P$;
- $k_{1}(i)=0$ for each index $i$ (i.e. we only trim the top of the sample).

Then the conclusion of Theorem 2.2.2 can be strengthened as follows: with probability $\geq 1-\alpha$,

$$
\left|\bar{X}_{n, k_{1}(\widehat{I}), k_{2}(\widehat{I})}-\mu\right| \leq C_{c, \eta} \inf _{i \in[m]}\left(\mu-\mu\left(0, U_{\left(n-k_{2}(i)+1\right)}\right)+v(i)\right) .
$$

This result is immediate from Theorem 2.22, as in this case $b(i, \mu)=\mu-\mu\left(0, U_{\left(n-k_{2}(i)+1\right)}\right)$ decreases with $i$. Let us now prove the Theorem.

Proof of Theorem 2.22. The conditions in Assumption 2.21 can be combined with Theorem 2.10 to obtain that:

$$
\forall i=1,2, \ldots, m: \mathbb{P}\left[\left|\bar{X}_{n, k_{1}(i), k_{2}(i)}-\mu\right| \leq b(i, \mu)+v(i)\right] \geq 1-\rho(i) \alpha
$$

Since the sum of the $\rho(i)$ is at most 1 , we obtain that the following holds with probability $\leq 1-\alpha$ :

$$
\begin{equation*}
\forall i=1,2, \ldots, m:\left|\bar{X}_{n, k_{1}(i), k_{2}(i)}-\mu\right| \leq b(i, \mu)+v(i) . \tag{2.21}
\end{equation*}
$$

For the remainder of the proof, we assume that (2.21) holds, and obtain 2.20. To do this, we perform a simple adaptation of Lepskii's method as employed in Orenstein, 2018 (see also Lepskii, 1991, Mathé, 2006]). The slight difficulty here is that, unlike in the papers just mentioned, the bias term does not necessarily decrease with $i$, nor does the variance term increase with $i$.

To circumvent this, first define:

$$
\tilde{v}(i):=\left(\sqrt{\frac{1}{2 n^{2}} \sum_{i, j=k_{1}(i)+1}^{n-k_{2}(i)}\left(X_{(i)}-X_{(j)}\right)^{2}}\right) \sqrt{\frac{2 \log (3 \rho(i) / \alpha)}{n}}+c_{0} \Delta_{n, k_{1}(i), k_{2}(i)} \frac{\log (3 \rho(i) / \alpha)}{n} .
$$

The quantity $\tilde{v}(i)$ can be obtained from $v(i)$ as follows: first we modify

$$
\hat{\sigma}_{n, k_{1}(i), k_{2}(i)}^{2}=\frac{1}{2\left(n-k_{1}-k_{2}\right)^{2}} \sum_{i, j=k_{1}(i)+1}^{n-k_{2}(i)}\left(X_{(i)}-X_{(j)}\right)^{2}
$$

by replacing $n-k_{1}-k_{2}$ with $n$; we also replace other occurrences of $n-k_{1}-k_{2}$ in $v(i)$ with $n$; and finally, we remove the denominator in the RHS of 2.19. Part 1 of Assumption 2.21 implies that this has a bounded effect, meaning that there exists constants $a_{\eta}, b_{\eta}>0$ depending only on $\eta$ such that:

$$
a_{\eta} \leq \frac{v(i)}{\tilde{v}(i)} \leq b_{\eta}
$$

Moreover, $\tilde{v}(i)$ clearly increases with $i$. In particular, we obtain that

$$
\begin{equation*}
\forall i, j=1, \ldots, m: j \leq i \Rightarrow v(j) \leq \frac{b_{\eta}}{a_{\eta}} v(i) . \tag{2.22}
\end{equation*}
$$

Let us now perform a Lepskii-style analysis. Fixing $i \in\{1, \ldots, m\}$, we wish to argue that:

$$
\text { Goal: }\left|\bar{X}_{n, k_{1}(\hat{I}), k_{2}(\hat{I})}-\mu\right| \leq C_{\eta, c}\left(\max _{j=i, i+1, \ldots, m} b(j, \mu)+v(i)\right) .
$$

To show this, consider first the case where $\hat{I} \leq i$. In this case we can apply the definition of $\hat{I}$ and inequality 2.22 with $j=\hat{I}$ to obtain:

$$
\left|\bar{X}_{n, k_{1}(\hat{I}), k_{2}(\hat{I})}-\bar{X}_{n, k_{1}(i), k_{2}(i)}\right| \leq c(v(\hat{I})+v(i)) \leq c\left(1+\frac{b_{\eta}}{a_{\eta}}\right) v(i) .
$$

This gives:

$$
\left|\bar{X}_{n, k_{1}(\hat{I}), k_{2}(\hat{I})}-\mu\right| \leq\left|\bar{X}_{n, k_{1}(i), k_{2}(i)}-\mu\right|+c\left(1+\frac{b_{\eta}}{a_{\eta}}\right) v(i)
$$

and (2.21) gives:

$$
\begin{equation*}
\left|\hat{I} \leq i \Rightarrow \bar{X}_{n, k_{1}(\hat{I}), k_{2}(\hat{I})}-\mu\right| \leq b(i, \mu)+\left(1+c+\frac{c b_{\eta}}{a_{\eta}}\right) v(i) . \tag{2.23}
\end{equation*}
$$

The second case is when $i<\hat{I}$. Notice that 2.21 gives:

$$
\begin{equation*}
\left|\bar{X}_{n, k_{1}(\hat{I}), k_{2}(\hat{I})}-\mu\right| \leq b(\hat{I}, \mu)+v(\hat{I}) \leq \max _{j=i, i+1, \ldots, m} b(j, \mu)+v(\hat{I}) \tag{2.24}
\end{equation*}
$$

We now must bound the bias term.
In this case, the definition of $\hat{I}$ implies that there must exist some $j, \ell \in\{\hat{I}-1, \ldots, m\}$ with:

$$
\begin{equation*}
\left|\bar{X}_{n, k_{1}(j), k_{2}(j)}-\bar{X}_{n, k_{1}(\ell), k_{2}(\ell)}\right|>c(v(j)+v(\ell)) . \tag{2.25}
\end{equation*}
$$

On the other hand, applying (2.21) to indices $k, \ell$ gives:

$$
\left|\bar{X}_{n, k_{1}(j), k_{2}(j)}-\bar{X}_{n, k_{1}(\ell), k_{2}(\ell)}\right| \leq b(j, \mu)+b(\ell, \mu)+v(j)+v(\ell) .
$$

Using that $j, \ell \geq \hat{I}-1 \geq i$ (since $\hat{I}>i$, we obtain:

$$
v(j)+v(\ell) \leq \frac{b(j, \mu)+b(\ell, \mu)}{c-1} \leq \frac{2}{c-1} \max _{j=i, i+1, \ldots m} b(j, \mu) .
$$

In order for any of the above to happen, we we must have $j \neq \ell$. Without loss of generality, assume $j>\ell$. Since $j, \ell \geq \hat{I}-1$, we must have $\hat{I} \leq j$. Now 2.22 gives:

$$
v(\hat{I}) \leq \frac{b_{\eta}}{a_{\eta}} v(j) \leq \frac{2 b_{\eta}}{(c-1) a_{\eta}} \max _{j=i, i+1, \ldots m} b(j, \mu)
$$

Plugging this back into 2.24 gives us:

$$
\hat{I}>i \Rightarrow\left|\bar{X}_{n, k_{1}(\hat{I}), k_{2}(\hat{I})}-\mu\right| \leq\left(1+\frac{2 b_{\eta}}{(c-1) a_{\eta}}\right) \max _{j=i, i+1, \ldots m} b(j, \mu),
$$

which, when combined with (2.23), gives:

$$
\left|\bar{X}_{n, k_{1}(\hat{I}), k_{2}(\hat{I})}-\mu\right| \leq C_{c, \eta}(b(i, \mu)+v(i))
$$

for

$$
C_{c, \eta}=\max \left\{\left(1+c+\frac{c b_{\eta}}{a_{\eta}}\right),\left(1+\frac{2 b_{\eta}}{(c-1) a_{\eta}}\right)\right\} .
$$

## Chapter 3

## Covariance results

### 3.1 Introduction

The problem of covariance matrix estimation is a very classical problem in Multivariate Statistics.In this paper, we are interested in estimating the covariance matrix $\Sigma=\mathbb{E}\left[X X^{\top}\right]$ of a random vector $X \in \mathbb{R}^{d}$ with zero mean from independent and identically distributed (i.i.d.) copies $X_{1}, \ldots, X_{n}$ of $X$. We study this problem under (relatively) heavy tails, from a nonasymptotic perspective. This less classical setting has received much recent attention Mendelson and Paouris, 2014, Tikhomirov, 2017, Minsker, 2018.
A natural way to address the problem is using the sample covariance matrix:

$$
\widehat{\Sigma}=\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}\right)\left(X_{i}\right)^{\top}
$$

In this line, there are important results on obtaining concentration inequalities for the operator norm of the deviation of the sample covariance operator from the true covariance operator. This line of research includes classical asymptotical work and more recent nonasymptotic bounds such as Mendelson and Paouris, 2014, Tikhomirov, 2017, Vershynin, 2011 where the main issue is to understand the dependence on the dimension of the problem. In other papers, Lounici, 2012, Koltchinskii and Lounici, 2014 dimesion-free results are obtained. In Lounici, 2012 the author obtains bounds on the operator norm in terms of the "effective rank of the covariance matrix", which is defined as:

$$
r(\Sigma)=\frac{\operatorname{tr}(\Sigma)}{\|\Sigma\|_{\mathrm{op}}}
$$

In Koltchinskii and Lounici, 2014, the authors use an approach based on chaining bounds for empirical processes. They obtain concentration inequalities and expectation bounds for the operator norm for centered Gaussian random variables in a separable Banach space that do not depend on the dimension of the space. A recent preprint by Zhivotovskiy Zhivotovskiy, 2021 obtains related dimension-free bounds under light-tail assumptions on the vector $X$.
Another line of analysis for the original problem is the design of an estimator of $\Sigma$ that admits tight deviation bounds in the operator norm under minimal assumptions on the distribution of $X$. Important results in this line of research include Minsker, 2018, Minsker and Wei, 2018, Mendelson and Zhivotovskiy, 2019, Ostrovskii and Rudi, 2019. The current state-of-the-art regarding probability bounds in the $L_{4}-L_{2}$ norm equivalence case (bounded kurtosis assumption) in Mendelson and Zhivotovskiy, 2019. These authors find bounds that do not depend on the dimension of the space, but rather on the effective rank of $\Sigma$. Mendelson and Zhivotovskiy shows that there is an estimator for the covariance which, up to logarithmic factors, has a rate of error that is information theoretically optimal, under only the assumption of bounded kurtosis. To state their result, we first make an assumption.

Assumption 3.1 (i.i.d. data with uniformly bounded kurtosis of 1 d marginals). Let $X_{1}, \ldots, X_{n}$ be independent and identically distributed random column vectors in $\mathbb{R}^{d}$ with $\mathbb{E}\left[\left\|X_{1}\right\|^{2}\right]<+\infty$. We also assume that the mean $\mathbb{E}\left[X_{1}\right]=0$ and the covariance matrix is $\Sigma \equiv \mathbb{E}\left[\left(X_{1}\right)\left(X_{1}\right)^{\top}\right]$. Finally, we assume $\kappa<+\infty$ is such that

$$
\forall v \in \mathbb{R}^{d}: \mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{4}\right] \leq \kappa\langle v, \Sigma v\rangle^{2}
$$

The main result of Mendelson and Zhivotovskiy, 2019 is the following Theorem.

Theorem 3.2 (Theorem 1.12.(2) Mendelson and Zhivotovskiy, 2019). Under Assumption 3.1. and for a fixed confidence parameter $1-\alpha \in(0,1)$, there is an estimator $\widehat{\Sigma}$ of $\Sigma$ such that, if $n \geq c(\kappa)(r(\Sigma) \log (r(\Sigma))+\log (1 / \alpha))$, then

$$
\|\Sigma-\widehat{\Sigma}\|_{\mathrm{op}} \leq c(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\sqrt{\frac{r(\Sigma) \log (r(\Sigma))}{n}}+\sqrt{\frac{\log (1 / \alpha)}{n}}\right)
$$

with probability at least $1-\alpha$. Here, $c(\kappa)$ is a constant that depends only on $\kappa$.
The present work present an estimator with better performance bounds.

Theorem 3.3 (Main result). Under Assumption 3.1, and for a fixed confidence parameter $1-\alpha \in(0,1)$, there is an estimator $\widehat{\Sigma}$ of $\Sigma$ such that, if $n \geq C(\kappa)(r(\Sigma)+\log (1 / \alpha))$, then

$$
\|\Sigma-\widehat{\Sigma}\|_{\mathrm{op}} \leq C(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\sqrt{\frac{r(\Sigma)}{n}}+\sqrt{\frac{\log (1 / \alpha)}{n}}\right)
$$

with probability at least $1-\alpha$. Here $C(\kappa)$ is a constant that depends only on $\kappa$.
See Theorem 3.24 for a detailed formal statement. Our result is similar to Mendelson and Zhivotovskiy, 2019 in that both estimators are not computationally efficient. The error bounds are also similar, with Theorem 3.3 removing some logarithmic factors in $r(\Sigma)$. This is relevant because, as explained in the discussion following Theorem 1.12 in Mendelson and Zhivotovskiy, 2019, the estimator in Theorem 3.3 matches the behavior of the sample covariance would in the Gaussian setting. This is in spite of the fact that Assumption 3.1 is much weaker than Gaussianity, and allows for fairly heavy tails.

The improvement we have obtained over Mendelson and Zhivotovskiy, 2019 requires a different proof strategy. The estimator in Mendelson and Zhivotovskiy, 2019 is based on the median-of-means construction employed for robust vector mean estimation Lugosi and Mendelson, 2019b. At a key step, the analysis requires a dimension-free general matrix concentration inequality, due to Minsker Minsker, 2017 and improved by Tropp Tropp, 2015. This is the step where the $\log r(\Sigma)$ factor appears. As is well known, general matrix concentration inequalities suffer from this "logarithmic drawback," and no approach requiring such inequalities could give us Theorem 3.3 . On the other hand, the fact that we deal specifically with covariance-type matrices suggests that better bounds may be possible. In what follows, we give an overview of the ideas we introduce to obtain improved bounds.
3.1.1 Main proof ideas. Our strategy for proving Theorem 3.3 is detailed in Section 3.3. Here we just discuss the main ingredients that come up later in the paper.

First of all, we use entropic (or PAC-Bayesian) inequalities in the form that has been popularized by Catoni and collaborators Audibert and Catoni, 2011, Catoni, 2016, Catoni and Giulini, 2017; see also Zhivotovskiy, 2021 and Oliveira, 2016 (more will be said about these papers later). Roughly speaking, this inequality shows that certain empirical processes automatically satisfy good concentration properties once they are smoothed with Gaussian noise. In our case, we prove a PAC-Bayesian version of Bernstein's concentration inequality (Proposition 3.6) that might be of independent interest. In the proof, we use this
inequality to control the truncated empirical process:

$$
\frac{1}{n} \sum_{i=1}^{n}\left\langle X_{i}, v\right\rangle^{2} \wedge B: v \in \mathbb{S}^{d-1}
$$

and also the counting functions

$$
\frac{1}{n} \sum_{i=1}^{n} \mathbf{1}_{\left.\left\langle X_{i}, v\right\rangle^{2}\right\rangle B}: v \in \mathbb{S}^{d-1},
$$

for suitable $B>0$. As a byproduct of this analysis, we obtain the following result.

Lemma 3.4 (Follows from Corollary 3.8 and Lemma 3.10 below). There exists an absolute constant $C>0$ such that the following holds. make Assumption 3.1. Let $t \geq 1$ with $n>$ $n-\lceil r(\Sigma)+t\rceil$, and set:

$$
B:=C \sqrt{\kappa} \sqrt{\frac{n}{t}}\|\Sigma\|_{\mathrm{op}}\left(1+\frac{r(\Sigma)}{t}\right) .
$$

Then with probability $\geq 1-C e^{-t / C}$ :

$$
\begin{gathered}
\forall v \in \mathbb{S}^{d-1}: \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2}>B} \leq t \text { and } \\
\forall v \in \mathbb{S}^{d-1}:\left|\frac{1}{n} \sum_{i \in[n]}\left\langle X_{i}, v\right\rangle^{2} \wedge B-\langle v, \Sigma v\rangle\right| \leq C \sqrt{\kappa}\|\Sigma\|_{\mathrm{op}} \sqrt{\frac{r(\Sigma)+t}{n}} .
\end{gathered}
$$

Similar lemmas were proven as a first step in the analysis of the sample covariance matrices by Adamczak et al., 2010, Mendelson and Paouris, 2014, Tikhomirov, 2017, albeit with $r(\Sigma)$ replaced by the ambient dimension. The role of these lemmas in the previous papers was to say that control of the sample covariance can achieved via a combination of these bounds for the "small" values of $\left\langle X_{i}, v\right\rangle^{2}$ (covered by the analogues of our Lemma) and some other strategy for the large values. We believe that our lemma can be used to make those analyses dimension-independent.

The second ingredient in our proofs is working with optimally weighted samples. Specifically, we will consider estimators of the covariance that take the form

$$
\widehat{\Sigma}(\widehat{\lambda}):=\sum_{i=1}^{n} \widehat{\lambda}_{i} X_{i} X_{i}^{\top}
$$

where $\widehat{\lambda}=\left(\widehat{\lambda}_{i}\right)_{i=1}^{n}$ is a vector of convex weights chosen from the sample. Our estimator is based on choosing $\hat{\lambda}$ that solves a certain convex optimization problem. This is inspired
by the strategy used in the Computer Science literature on adversarially robust estimation Diakonikolas and Kane, 2019, especially in reference Hopkins et al., 2021. While we do not obtain an efficient algorithm, we believe that it should be possible to adapt our techniques to do so.

We emphasize that the explanation we have just presented is only a very rough outline of our proof. In particular, the use of convexity and minimax-style arguments will require that we move to the convex hull of the set of matrices of the form $v v^{\top}$. Section 3.3 presents an overview of the whole argument.
3.1.2 Further background. We now add a few pointers to related work that was not discussed in detail above.

The present paper belongs to a line of research that consists of estimating means and covariances of distributions with best-possible nonasymptotic performance. Although the sample mean is the optimal asymptotic estimator in one dimension, Catoni's seminal paper Catoni, 2012 showed that it can be greatly improved in finite-sample settings with known variance. More specifically, that paper shows that Chebyshev's inequality is the tight deviation bound for the sample mean (up to constants), but there are other estimators achieving Gaussian-like behavior. So-called "sub-Gaussian mean estimators" in one dimension were further studied in Devroye et al., 2016.

The literature soon moved to the estimation of means of vectors. Minsker Minsker, 2015 provided a a general "geometric median" estimator for random vectors in a Banach space, with good (but suboptimal) finite-sample properties. After preliminary results by Joly et al. Joly et al., 2017, Lugosi and Mendelson were the first to obtain a sub-Gaussian estimator for vectors in $\mathbb{R}^{d}$ with the Euclidean norm Lugosi and Mendelson, 2019b. Further results in this are include refinements of the Euclidean estimator Lugosi and Mendelson, 2021; computationally efficient algorithms, implementing the original Lugosi-Mendelson construction e.g. Hopkins, 2020, Depersin and Lecué, 2022; and nearly optimal estimators for general norms Depersin and Lecué, 2021, Depersin and Lecué, 2021.

Estimating means of matrices (including covariance matrices) from a random sample is a particular case of mean estimation under general norms. However, the best results in that problem seem to come from approaches that are specific to matrices. The important works of Catoni and Giulini Catoni, 2016 and Catoni and Giulini, 2017 use PAC-Bayesian methods estimate vectors and covariance matrices; their bounds are dimension-free, but they are not
centered, and do not quite reproduce the sub-Gaussian behavior of other works. Minsker's paper Minsker, 2018 works for general matrices, but loses logarithmic factors. The aforementioned Mendelson and Zhivotovskiy, 2019, Minsker, 2018 also deal with matrix estimation in this sub-Gaussian sense.

The construction of our estimator is related to the weighting method from the Computer Science literature on robust estimators Diakonikolas and Kane, 2019. The goal in that are is to give computationally efficient estimators that can deal with arbitrary changes (often called "adversarial corruption") of a small fraction of sample points. Of the main references in the area, we cite the seminal Diakonikolas et al., 2019, the survey Diakonikolas and Kane, 2019, and the more recent paper by Hopkins et al. Hopkins et al., 2021 which emphasizes the use of weights on samples. We observe that, in spite of the connection with these methods, our estimator is not computationally efficient.
3.1.3 Organization. The remainder of the chapter is organized as follows: in the next section, we provide some preliminaries and introduce a general PAC-Bayesian method for empirical processes. We then present in section 3.3 an overview of the of the ideas used to achieve our result. A key result for counting vectors is presented in section 3.4 The analysis of the empirical process for vectors is presented in section 3.5. The analysis of our passage from vectors to matrices is in section 3.6. The final section ends by showing the final estimator. The proofs of the technical lemmas are derived in the Appendix.

### 3.2 Some preliminaries

### 3.2.1 PAC-Bayesian Bernstein inequality. The purpose in this section is to

 introduce methods based on entropy inequalities to work with truncated empirical process such as the ones we encounter in our analysis. For a general result, we start with the following assumption.Assumption 3.5. Consider a family of i.i.d. random variables $\left\{Z_{i}(\theta)_{i \in[n], \theta \in \mathbb{R}^{d}}\right\}$ defined over a common probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

1. The map

$$
(\omega, \theta) \in \Omega \times \mathbb{R}^{d} \mapsto Z_{i}(\theta)(\omega) \in \mathbb{R}
$$

is $\left(\mathcal{F} \otimes \mathcal{B}\left(\mathbb{R}^{d}\right)\right) / \mathcal{B}(\mathbb{R})$-measurable.
2. Given $v \in \mathbb{R}^{d}$ and $\gamma>0$, let us denote by $\Gamma_{v, \gamma}$ the Gaussian product measure over $\mathbb{R}^{d}$ with mean $v$ and covariance matrix $\gamma I_{\mathrm{d} \times d}$. We assume

$$
\left(\Gamma_{v, \gamma} Z_{i}(\theta)\right)(\omega)=\int_{\mathbb{R}^{d}} Z_{i}(\theta)(\omega) \Gamma_{v, \gamma}(d \theta)
$$

is well defined for all $\omega \in \Omega$ and depends continuously on $v$. We also assume that the following quantities are well defined:

$$
\begin{aligned}
\bar{\mu}_{\gamma} & :=\sup _{v \in \mathbb{S}^{d-1}} \Gamma_{v, \gamma} \mathbb{E}\left[Z_{1}(\theta)\right], \\
\bar{\sigma}_{\gamma}^{2} & :=\sup _{v \in \mathbb{S}^{d-1}} \Gamma_{v, \gamma} \mathbb{V}\left[Z_{1}(\theta)\right] .
\end{aligned}
$$

3. For each $\theta \in \mathbb{R}^{2},\left\{Z_{i}(\theta)_{i \in\{1, \ldots, n\}, \theta \in \mathbb{R}^{d}}\right\}$ are independent with second moment bounded, and $Z_{i}(\theta)-\mathbb{E}\left[Z_{i}(\theta)\right] \leq A$ for some constant $A>0$.

Recall the definition of the Kullback-Leiber divergence, between two probability measures: $\mu_{0}$, and $\mu_{1}$ on $\mathbb{R}^{d}$.

$$
\mathrm{KL}\left(\mu_{1} \mid \mu_{0}\right):= \begin{cases}\int_{\mathbb{R}^{d}} \log \left(\frac{d \mu_{1}}{d \mu_{0}}(\theta)\right) \mu_{1}(d \theta) & \mu_{1} \ll \mu_{0} \\ +\infty & \text { otherwise }\end{cases}
$$

A characterization given by the variational formula Ledoux, 2001 implies that for all measurable and $\mu_{1}$-integrable $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$,

$$
\int_{\mathbb{R}^{d}} h(\theta) \mu_{1}(\theta) \leq \operatorname{KL}\left(\mu_{1} \mid \mu_{0}\right)+\log \left(\int_{\mathbb{R}^{d}} e^{h(\theta)} \mu_{1}(d \theta)\right) .
$$

In our case, choosing $\mu_{0}=\Gamma_{0, \gamma}$ and $\mu_{1}=\Gamma_{v, \gamma}$ for $v \in \mathbb{S}^{d-1}$. The KL divergence between the Gaussian measure for all $v \in \mathbb{S}^{d-1}$ is given by

$$
\operatorname{KL}\left(\mu_{1} \mid \mu_{0}\right)=\frac{\gamma^{2}}{2} .
$$

Therefore, using $h(\theta)=Z_{\xi}(\theta)$ the variational inequality gives:

$$
\begin{equation*}
\sup _{v \in \mathbb{S}^{d-1}}\left(\Gamma_{v, \gamma} h(\theta)-\frac{1}{2 \gamma^{2}}\right) \leq \log \Gamma_{o, \gamma} e^{Z_{\xi}(\theta)} \leq+\infty \tag{3.1}
\end{equation*}
$$

The Assumptions 3.5 that we made on the $Z_{i}(\theta)$ imply that for each $\theta \in \mathbb{R}^{d}$ and $\alpha \in(0,1)$ :

$$
\mathbb{P}\left[\sum_{i=1}^{n} Z_{i}(\theta)-n \mathbb{E}\left[Z_{i}(\theta)\right] \geq \mathbb{V}\left[Z_{i}(\theta)\right] \sqrt{2 n \log (1 / \alpha)}+\frac{2 A \log (1 / \alpha)}{2}\right] \leq \alpha
$$

Our next result is a Bernstein-type inequality for the supremum of a Gaussian smoothing process: supremum of $\Gamma_{v, \gamma} \sum_{i=1}^{n} Z_{i}(\theta)$ over $v \in \mathbb{S}^{d-1}$.

Proposition 3.6 (Bernstein-type concentration inequality for Gaussian smoothed process). Suppose Assumption 3.5 holds, an let be $\gamma>0$. Then for all $\alpha \in(0,1)$,

$$
\sup _{v \in \mathbb{S}^{d-1}} \sum_{i=1}^{n} \Gamma_{v, \gamma}\left(Z_{i}(\theta)\right) \leq n \bar{\mu}_{\gamma}+\bar{\sigma}_{\gamma} \sqrt{n\left(\gamma^{-2}+2 \log (1 / \alpha)\right)}+\frac{A\left(\gamma^{-2}+2 \log (1 / \alpha)\right)}{6}
$$

with probability $\geq 1-\alpha$.
Proof. First, observe that $\sup _{v \in \mathbb{S}^{d-1}} \Gamma_{v, \gamma}\left(\sum_{i=1}^{n} Z_{i}(\theta)(\omega)\right)$ is a measurable function of $\omega \in \Omega$ because of the continuity assumption. Now, let $\xi \in(0,3 / A), \theta \in \mathbb{R}^{d}$ and let us define

$$
Z_{\xi}(\theta):=\sum_{i=1}^{n} \xi\left[Z_{i}(\theta)-\mathbb{E}\left[Z_{i}(\theta)\right]-\frac{n \xi \mathbb{V}\left[Z_{i}(\theta)\right]}{2(1-\xi A / 3)}\right]
$$

The variational inequality (3.1) implies

$$
\frac{\sup _{v \in \mathbb{S}^{d-1}} \Gamma_{v, \gamma} Z_{\xi}(\theta)}{\xi} \leq \frac{\frac{\gamma^{-2}}{2}+\log \Gamma_{0, \gamma} e^{Z_{\xi}(\theta)}}{\xi}
$$

Next, we claim that for $\xi \in(0,3 / M)$ :

$$
\mathbb{P}\left[\log \Gamma_{0, \gamma} e^{Z_{\xi}(\theta)} \leq \log (1 / \alpha)\right] \leq 1-\alpha
$$

Indeed, by the Markov's Inequality and Fubini, it follows

$$
\mathbb{P}\left[\log \Gamma_{0, \gamma} e^{Z_{\xi}(\theta)} \leq \log (1 / \alpha)\right] \geq 1-\alpha \Gamma_{0, \gamma} \mathbb{E}\left[e^{Z_{\xi}(\theta)}\right]
$$

Furthermore, a computation with moment generating functions as in the proof of Bernstein's Boucheron et al., 2013, 2.8] inequality gives

$$
\forall \theta \in \mathbb{R}^{d}: \mathbb{E}\left[e^{Z_{\xi}(\theta)}\right]=\prod_{i=1}^{n}\left(\mathbb{E}\left[\exp \left\{\xi\left(Z_{i}(\theta)-\mathbb{E}\left[Z_{i}(\theta)\right]\right)-\frac{\xi^{2} \mathbb{V}\left[Z_{i}(\theta)\right]}{2-\frac{2 \xi M}{3}}\right\}\right]\right) \leq 1
$$

We deduce from the above that:

$$
\mathbb{P}\left[\frac{\sup _{v \in \mathbb{S}^{d-1}} \Gamma_{v, \gamma} Z_{\xi}(\theta)}{\xi} \leq \log (1 / \alpha)\right] \geq 1-\alpha
$$

The definitions of $\bar{\mu}_{\gamma}$ and $\bar{\sigma}_{\gamma}$ in Assumption 3.5 imply:

$$
\frac{\Gamma_{v, \gamma} Z_{\xi}(\theta)}{\xi} \geq \sum_{i=1}^{n} \Gamma_{v, \gamma} Z_{i}(\theta)-n \bar{\mu}_{\gamma}-\frac{n \xi \bar{\sigma}_{\gamma}^{2}}{2(1-\xi A / 3)}
$$

so we obtain:

$$
\mathbb{P}\left[\sup _{v \in \mathbb{S}^{d-1}} \sum_{i=1}^{n} \Gamma_{v, \gamma}\left(Z_{i}(\theta)\right) \leq n \bar{\mu}_{\gamma}+\frac{n \xi \bar{\sigma}_{\gamma}^{2}}{2-\frac{2 A \xi}{3}}+\frac{\frac{\gamma^{-2}}{2}+\log (1 / \alpha)}{\xi}\right] \geq 1-\alpha .
$$

This holds for any $\xi \in(0,3 / A)$. Choosing

$$
\xi^{*}:=\frac{\sqrt{\gamma^{-2}+2 \log (1 / \alpha)}}{\sqrt{n} \bar{\sigma}_{\gamma}\left(1+\frac{A \sqrt{\gamma^{-2}+2 \log (1 / \alpha)}}{3 \sqrt{n} \bar{\sigma}_{\gamma}}\right)}
$$

gives:

$$
\frac{n \xi^{*} \bar{\sigma}_{\gamma}^{2}}{2-\frac{2 M \xi^{*}}{3}}+\frac{\frac{\gamma^{-2}}{2}+\log (1 / \alpha)}{\xi^{*}}=\bar{\sigma}_{\gamma} \sqrt{\gamma^{-2}+2 \log (1 / \alpha)}+\frac{A\left(\gamma^{-2}+2 \log (1 / \alpha)\right)}{6}
$$

Hence, the result holds.

### 3.3 Proof elements and overview

In this section, we present a general overview of how our proofs are developed, and introduce some of our main tools.

As explained above, we follow previous work such as Hopkins et al., 2021 and consider weighted covariance estimators. Define a set of weight vectors,

$$
\Delta_{n, k}:=\left\{\lambda \in \mathbb{R}_{+}^{n}: \sum_{i=1}^{n} \lambda_{i}=1, \max _{i \leq n} \lambda_{i} \leq \frac{1}{n-k}\right\}
$$

and write

$$
\widehat{\Sigma}(\lambda):=\sum_{i=1}^{n} \lambda_{i} X_{i} X_{i}^{\top}
$$

Ultimately, our goal is to choose $\hat{\lambda} \in \Delta_{n, k}$ (for some suitable $k$ ) so that $\|\widehat{\Sigma}(\widehat{\lambda})-\Sigma\|_{\text {op }}$ is small. To shed some intuition on the weight set, notice that $\Delta_{n, k}$ is the convex hull of vectors of the form

$$
\frac{\mathbf{1}_{S}}{n-k}, \text { where } S \subset[n] \text { has cardinality } n-k
$$

and $\mathbf{1}_{S}$ has coordinates $\mathbf{1}_{S, i}=\mathbf{1}_{i \in S}$ (this result is Lemma A. 2 in the appendix). So in a way, $\Delta_{n, k}$ "convexifies" the idea of choosing a subset of the vectors $X_{i}$ in order to estimate the covariance (which would allow one to avoiding outliers).
3.3.1 Controlling the norm: a first step. For each $\lambda \in \Delta_{n, k}$, the norm $\| \widehat{\Sigma}(\lambda)-$ $\Sigma \|_{\text {op }}$ is given by:

$$
\sup _{v \in \mathbb{S}^{d-1}}\left|\sum_{i=1}^{n} \lambda_{i}\left\langle X_{i}, v\right\rangle^{2}-\langle v, \Sigma v\rangle\right| .
$$

This means we must obtain both upper and lower bounds on the empirical process inside the absolute value. However, it is known that lower tails of sample covariances behave much more nicely than the upper tails Oliveira, 2016. As a first step, then, we focus on the upper tail. To bound the largest eigenvalue of $\widehat{\Sigma}(\lambda)-\Sigma$ for the best possible choice of $\lambda$, we consider the minimax problem:

$$
\begin{equation*}
\inf _{\lambda \in \Delta_{n, k}} \sup _{v \in \mathbb{S}^{d-1}} \sum_{i=1}^{n} \lambda_{i}\left\langle X_{i}, v\right\rangle^{2}-\langle v, \Sigma v\rangle \tag{3.2}
\end{equation*}
$$

Let us pretend for a moment that some minimax theorem applies, and we can exchange the order of inf and sup in the previous display. Then we want to bound:

$$
\begin{equation*}
\sup _{v \in \mathbb{S}^{d-1}} \inf _{\lambda \in \Delta_{n, k}} \sum_{i=1}^{n} \lambda_{i}\left\langle X_{i}, v\right\rangle^{2}-\langle v, \Sigma v\rangle \tag{3.3}
\end{equation*}
$$

Now the infimum inside is easy to compute. By Lemma A. 2 in the appendix,

$$
\inf _{\lambda \in \Delta_{n, k}} \sum_{i=1}^{n} \lambda_{i}\left\langle X_{i}, v\right\rangle^{2}-\langle v, \Sigma v\rangle=\frac{1}{n-k} \sum_{i \in S(v)}\left\langle X_{i}, v\right\rangle^{2}-\langle v, \Sigma v\rangle
$$

where $S(v)$ is the set of indices $i \in[n]$ achieving the $n-k$ smallest values of $\left\langle X_{i}, v\right\rangle^{2}$. For our next step, assume $B$ satisfies the following "counting condition."

$$
\begin{equation*}
\text { Counting condition: } \forall v \in \mathbb{S}^{d-1}: \#\left\{i \in[n]:\left\langle X_{i}, v\right\rangle^{2}>B\right\} \leq k \tag{3.4}
\end{equation*}
$$

That implies that $\left\langle X_{i}, v\right\rangle^{2} \leq B$ for all $i \in S(v)$. From this one may conclude that:

$$
\frac{1}{n-k} \sum_{i \in S(v)}\left\langle X_{i}, v\right\rangle^{2}-\langle v, \Sigma v\rangle \leq \frac{1}{n} \sum_{i=1}^{n}\left\langle X_{i}, v\right\rangle^{2} \wedge B-\mathbb{E}\left[\left\langle X_{1}, v\right\rangle^{2} \wedge B\right]
$$

In other words, we have obtained:

$$
\begin{equation*}
\sup _{v \in \mathbb{S}^{d-1}} \inf _{\lambda \in \Delta_{n, k}} \sum_{i=1}^{n} \lambda_{i}\left\langle X_{i}, v\right\rangle^{2}-\langle v, \Sigma v\rangle \leq \sup _{v \in \mathbb{S}^{d-1}}\left|\frac{1}{n} \sum_{i=1}^{n}\left\langle X_{i}, v\right\rangle^{2} \wedge B-\mathbb{E}\left[\left\langle X_{1}, v\right\rangle^{2} \wedge B\right]\right| \tag{3.5}
\end{equation*}
$$

It turns out that the "truncated empirical process" in the RHS of 3.5 and the counting condition (3.4) can both be shown to hold in high probability (for suitable $B$ ) via PAC-Bayesian methods. This will require first applying Gaussian smoothing and then comparing the smoothed and unsmoothed processes. Additionally, we will also argue that the lower tail of $\widehat{\Sigma}(\lambda)-\Sigma$ is controlled by the truncated process for any possible choice of $\lambda \in \Delta_{n, k}$.
3.3.2 A minimax argument via matrices. The above argument would be enough for our purposes if the passage from (3.2) to (3.3) was valid. That, however, is not the case: one would need concavity instead of convexity in $v$ to apply a minimax argument. To work around this issue, we move to a matrix setting.

Given $v \in \mathbb{S}^{d-1}$, let $M(v)=v v^{T}$. The minimax problem in (3.2) can be rewritten as follows.

$$
\inf _{\lambda \in \Delta_{n, k}} \sup _{v \in \mathbb{S}^{d-1}} \sum_{i=1}^{n} \lambda_{i}\left\langle X_{i}, M(v) X_{i}\right\rangle-\operatorname{tr}(\Sigma M(v)),
$$

Notice that the function of $\lambda$ and $M(v)$ appearing above is affine in $\lambda$ and linear in $M(v)$. The only thing preventing a proper application of a minimax theorem is the fact that the set of matrices $\left\{M(v): v \in \mathbb{S}^{d-1}\right\}$ is not convex. This can be fixed by passing to its convex hull, which is easily seen to be the set of "density matrices:"

$$
\mathcal{D}\left(\mathbb{R}^{d}\right):=\left\{M \in \mathbb{R}^{d \times d}: M=M^{T}, M \geq 0 \text { and } \operatorname{tr}(M)=1\right\} .
$$

This means that the minimax problem that matters to us is:

$$
\begin{equation*}
\inf _{\lambda \in \Delta_{n, k}} \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \sum_{i=1}^{n} \lambda_{i}\left\langle X_{i}, M X_{i}\right\rangle-\operatorname{tr}(\Sigma M) . \tag{3.6}
\end{equation*}
$$

To this problem we may safely apply Sion's theorem. Moreover, there is a randomized construction mapping $M$ to unit vectors $\mathrm{g}_{M}$ that are "close" to $M$ in some sense. With this, one can prove analogues of the counting condition (3.4) and the truncated empirical process bound (3.5) for problem (3.6).
3.3.3 The final estimator. In the end, the above reasoning will allow us to prove the following result. For a matrix $A$, let $\sigma_{\max }(A)$ denote its largest eigenvalue.

$$
\widehat{\lambda}_{k} \in \arg \min _{\lambda \in \Delta_{n, k}}\left(\max _{\lambda^{\prime} \in \Delta_{n, k}} \sigma_{\max }\left(\widehat{\Sigma}(\lambda)-\widehat{\Sigma}\left(\lambda^{\prime}\right)\right)\right) .
$$

This estimator will be shown to satisfy an error bound of the type:

$$
\left\|\widehat{\Sigma}\left(\widehat{\lambda}_{k}\right)-\Sigma\right\|_{\mathrm{op}} \leq \varepsilon(k)
$$

with high probability. However, it will be clear from our bounds that, in order to obtain our main theorem we will need to take $k \approx r(\Sigma)+\log (1 / \alpha)$. This is problematic because $r(\Sigma)=\operatorname{tr}(\Sigma) /\|\Sigma\|_{\text {op }}$ is unknown.

Following Mendelson and Zhivotovskiy, 2019, we use a three step procedure. In the first step, we estimate the trace of $\Sigma$ via the median-of-means method. In the second step, we estimate the operator norm $\|\Sigma\|_{\text {op }}$ via $\left\|\widehat{\Sigma}\left(\widehat{\lambda}_{c n}\right)\right\|_{\text {op }}$ for some small $c>0$. Finally, we now have a good estimate of $r(\Sigma)$ and can use that to compute the final estimator, with the desired error rate.

### 3.4 Counting arguments for vectors

This section presents a probabilistic argument that will allow us to show that the counting condition in (3.4) holds with high probability. This is the content of the following lemma.

Lemma 3.7. Under Assumption 3.1. Assume $t>0$, and

$$
B=4 \sqrt{2 \kappa} \sqrt{\frac{n}{t}}\|\Sigma\|_{\mathrm{op}}\left(1+\gamma^{2} r(\Sigma)\right)
$$

Then

$$
\mathbb{P}\left[\forall v \in \mathbb{S}^{d-1}: \sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq B} \leq \frac{t}{2}+\sqrt{2 t^{2}+t \gamma^{-2}}+\frac{2 t+\gamma^{-2}}{3}\right] \geq 1-e^{-t} .
$$

we conclude thanks to (3.4).
Once this lemma is in place, we can easily obtain the following corollary ( take $\gamma^{2}=1 / 2 t$ ).

Corollary 3.8 (Proof omitted). Make Assumption 3.1. Assume also $B>0$ such that:

$$
B=4 \sqrt{2 \kappa} \sqrt{\frac{n}{t}}\|\Sigma\|_{\mathrm{op}}\left(1+\frac{r(\Sigma)}{2 t}\right)
$$

Then

$$
\mathbb{P}\left[\forall v \in \mathbb{S}^{d-1}: \sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq B} \leq \frac{23}{6} t\right] \geq 1-e^{-t}
$$

Proof of Lemma 3.7. First, observe that for all $v \in \mathbb{S}^{d-1}$

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq B} \leq 2 \sum_{i=1}^{n} \Gamma_{v, \gamma} \mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B} \tag{3.7}
\end{equation*}
$$

Then, applying the choice of $Z_{i}(\theta):=\mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B}$ in Proposition 3.6, it follows that $\forall v \in \mathbb{S}^{d-1}$
$\sum_{i=1}^{n} \Gamma_{v, \gamma} \mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B} \leq \sum_{i=1}^{n} \Gamma_{v, \gamma} \mathbb{E}\left[\mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B}\right]+\left(\sum_{i=1}^{n} \Gamma_{v, \gamma} \mathbb{V}\left[\mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B}\right]\left(2 t+\gamma^{-2}\right)\right)^{\frac{1}{2}}+\frac{2 t+\gamma^{-2}}{6}$,
with probability at least $1-e^{-t}$.

Next, let us now compute both integrals: $\Gamma_{v, \gamma} \mathbb{E}\left[\mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B}\right]$ and $\Gamma_{v, \gamma} \mathbb{V}\left[\mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B}\right]$ for $v \in \mathbb{S}^{d-1}$. By Markov inequality,

$$
\mathbb{E}\left[\mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq B}\right]=\mathbb{P}\left[\left\langle X_{i}, v\right\rangle^{2} \geq B\right] \leq \frac{\mathbb{E}\left[\left\langle X_{i}, v\right\rangle\right]^{4}}{B^{2}}
$$

then by Fubini,

$$
\Gamma_{v, \gamma} \mathbb{E}\left[\mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B}\right] \leq \frac{1}{B^{2}} \mathbb{E}\left[\Gamma_{v, \gamma}\left\langle X_{i}, \theta\right\rangle^{4}\right]
$$

Observe that we have the same bound for $\Gamma_{v, \gamma} \mathbb{V}\left[\mathbf{1}_{\left\langle X_{i}, \theta\right\rangle \geq B}\right]$. Indeed

$$
\mathbb{V}\left[\mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq B}\right]=\mathbb{P}\left[\left\langle X_{i}, v\right\rangle^{2} \geq B\right]\left(1-\mathbb{P}\left[\left\langle X_{i}, v\right\rangle^{2} \geq B\right]\right) \leq \frac{\mathbb{E}\left[\left\langle X_{i}, v\right\rangle\right]^{4}}{B^{2}}
$$

Finally, we compute $\mathbb{E}\left[\Gamma_{v, \gamma}\left\langle X_{i}, v\right\rangle^{4}\right]$. It follows from calculations with the normal distribution,

$$
\begin{align*}
\Gamma_{v, \gamma} \mathbb{E}\left[\left(\mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B}\right)^{2}\right] & \leq \frac{1}{B^{2}} \Gamma_{v, \gamma} \mathbb{E}\left[\left\langle X_{i}, \theta\right\rangle^{4}\right] \\
& \leq \frac{\kappa}{B^{2}} \Gamma_{v, \gamma}\langle\theta, \Sigma \theta\rangle^{2} \\
& \leq \frac{\kappa}{B^{2}} \Gamma_{0,1}\left\|\Sigma^{1 / 2}(v+\gamma \theta)\right\|^{4} \\
& \leq \frac{8 \kappa}{B^{2}} \Gamma_{0,1}\left(\left\|\Sigma^{1 / 2} v\right\|^{4}+\gamma^{4}\left\|\Sigma^{1 / 2} \theta\right\|^{4}\right) \\
& \leq \frac{8 \kappa}{B^{2}}\left(\|\Sigma\|_{\mathrm{op}}^{2}+\gamma^{4} \operatorname{tr}(\Sigma)^{2}\right) \tag{3.8}
\end{align*}
$$

and by choosing

$$
B=4 \sqrt{2 \kappa} \sqrt{\frac{n}{t}}\|\Sigma\|_{\mathrm{op}}\left(1+\gamma^{2} r(\Sigma)\right),
$$

we conclude

$$
\forall v \in \mathbb{S}^{d-1}: \sum_{i=1}^{n} \Gamma_{\gamma, c} \mathbf{1}_{\left\langle X_{i}, \theta\right\rangle^{2} \geq B} \leq \frac{t}{4}+\frac{\sqrt{t}}{2} \sqrt{2 t+\gamma^{-2}}+\frac{2 t+\gamma^{-2}}{6}
$$

with probability at least $1-e^{-t}$. We conclude thanks to (3.4).

### 3.5 Truncated empirical processes for vectors

The main goal of this section is to analyze the truncated empirical process in the RHS of equation (3.5), which was discussed in subsection 3.3.1.

We start by defining both the truncated empirical processes and its Gaussian-smoothed version.

$$
\begin{aligned}
& \varepsilon_{\theta}(B):=\sup _{\|v\|=1} \frac{1}{n}\left|\sum_{i=1}^{n}\left(\left\langle X_{i}, v\right\rangle^{2} \wedge B-\mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{2} \wedge B\right]\right)\right| \text { and } \\
& \widetilde{\varepsilon}_{\theta}(B):=\sup _{\|v\|=1} \frac{1}{n}\left|\sum_{i=1}^{n} \Gamma_{v, \gamma}\left(\left\langle X_{i}, \theta\right\rangle^{2} \wedge B-\mathbb{E}\left[\left\langle X_{i}, \theta\right\rangle^{2} \wedge B\right]\right)\right| .
\end{aligned}
$$

The main results of this section are twofold. First, we prove a deterministic statement that bounds the lower tail of $\widehat{\Sigma}(\lambda)-\Sigma$ uniformly over $\lambda \in \Delta_{n, k}$ via the truncated empirical process, $\varepsilon_{\theta}(B)$.

Proposition 3.9 (Proof in sub. 3.5.1). Under Assumption 3.1. Set $B>0$ is such that:

$$
\forall v \in \mathbb{S}^{d-1}: B_{k}(v):=(n-k) \text { smallest value of }\left\langle v, X_{i}\right\rangle^{2} \leq B
$$

Then for all $\lambda \in \Delta_{n, k}$ and $v \in \mathbb{S}^{d-1}$,

$$
\begin{equation*}
\inf _{\lambda \in \Delta_{n, k}}\langle v, \widehat{\Sigma}(\lambda) v\rangle \geq\langle v, \Sigma v\rangle-\frac{\kappa\langle v, \Sigma v\rangle^{2}}{B}-\frac{B k}{n}-\varepsilon_{\theta}(B) \tag{3.9}
\end{equation*}
$$

Second, we give a probabilistic bound on the truncated empirical process.

Lemma 3.10. Make Assumption 3.1. Suppose $B>0$ and $\gamma>0$. Then with probability at least $1-\alpha-e^{-k} / 6$

$$
\begin{aligned}
\varepsilon_{\theta}(B) & \leq \gamma^{2} \operatorname{tr}(\Sigma) \sqrt{\frac{2 \kappa \log (2 / \alpha)}{n}}+\frac{2 B \log (2 / \alpha)}{3 n}+\frac{B k}{n} c \\
& +\sqrt{\frac{8 \kappa}{n}}\left(\|\Sigma\|_{\mathrm{op}}+\gamma^{2} \operatorname{tr}(\Sigma)\right) \sqrt{2 \log (2 / \alpha)+\gamma^{-2}}+\frac{\left(2 \log (2 / \alpha)+\gamma^{-2}\right) B}{6 n}
\end{aligned}
$$

where

$$
c=\sum_{j=1}^{+\infty} \frac{32 \sqrt{2}}{j^{3 / 2}} \exp \left(\frac{-j}{2}\right)+8
$$

We note that the proof of this Lemma requires several steps. In subsection 3.5.2 we use a PAC-Bayesian argument to control $\widetilde{\varepsilon}_{\theta}(B)$. In subsection 3.5 .3 we develop tools to bound the difference $\left|\varepsilon_{\theta}(B)-\widetilde{\varepsilon}_{\theta}(B)\right|$. Finally, we put the previous bounds together and obtain Lemma 3.10

### 3.5.1 Control of the lower tail. We prove here Proposition 3.9 following.

Proof. As observed at the beginning of section $3.3, \lambda \in \Delta_{k, n}$ is a convex combination of indicator vectors of the form: $\mathbf{1}_{S} /(n-k)$, with $S \in\binom{[n]}{n-k}$.

Therefore, for a fixed $v \in \mathbb{S}^{d-1}$, observe that

$$
\begin{align*}
\inf _{\lambda \in \Delta_{n, k}}\langle v, \widehat{\Sigma}(\lambda) v\rangle & =\text { mean of the smallest } n-k \text { values of }\left\langle v, X_{i}\right\rangle^{2} \\
& \geq \frac{1}{n}\left(\text { sum of the smallest } n-k \text { values of }\left\langle X_{i}, v\right\rangle^{2} \wedge B\right) \\
& \geq \frac{1}{n} \sum_{i=1}^{n}\left\langle X_{i}, v\right\rangle^{2}-\frac{B k}{n} \tag{3.10}
\end{align*}
$$

for all $B \geq B_{k}(v)$.
Note that

$$
\frac{1}{n} \sum_{i=1}^{n}\left\langle X_{i}, v\right\rangle^{2} \wedge B \geq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{2} \wedge B\right]-\varepsilon_{\theta}(B)
$$

To finish, we find a lower bound for the first term in the RHS.

$$
\begin{aligned}
\mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{2} \wedge B\right] & \geq \mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{2}\right] \mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \leq B} \\
& =\mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{2}\right]-\mathbb{E}\left[\left[\left\langle X_{i}, v\right\rangle^{2} \mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq B}\right]\right] \\
& \geq \mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{2}\right]-\frac{\mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{4}\right]}{B} \\
& \geq\langle v, \Sigma v\rangle-\frac{\kappa\langle v, \Sigma v\rangle^{2}}{B} .
\end{aligned}
$$

We finish the proof combining these bounds on (3.10).

### 3.5.2 The smoothed empirical process. We now apply the PAC-Bayesian

 method to the smoother empirical process with truncated terms defined in the beginning of this section.Lemma 3.11. Under Assumption 3.1. Consider $B, \gamma>0$. Then

$$
\widetilde{\varepsilon}_{\theta}(B) \leq \sqrt{\frac{8 \kappa}{n}}\left(\|\Sigma\|_{\mathrm{op}}+\gamma^{2} \operatorname{tr}(\Sigma)\right) \sqrt{2 \log (1 / \alpha)+\gamma^{-2}}+\frac{\left(2 \log (1 / \alpha)+\gamma^{-2}\right) B}{6 n}
$$

with probability at least $1-\alpha$.

Proof. Applying Proposition 3.6 with

$$
\begin{aligned}
Z_{i}(\theta) & =\left(\left\langle X_{i}, \theta\right\rangle^{2} \wedge B\right)_{i \in[n], \theta \in \mathbb{R}^{d}}, \text { and } \\
\bar{\sigma}_{\xi} & =\sup _{\theta \in \mathbb{R}^{d}} \sum_{i=1}^{n} \Gamma_{v, \gamma} \mathbb{V}\left[\left\langle X_{i}, \theta\right\rangle^{2} \wedge B\right]
\end{aligned}
$$

it follows with probability at least $1-\alpha$ that for all $v \in \mathbb{S}^{d-1}$,

$$
\begin{equation*}
\left.\sum_{i=1}^{n} \Gamma_{v, \gamma}\left(\left\langle X_{i}, \theta\right\rangle^{2} \wedge B-\mathbb{E}\left[\left\langle X_{i}, \theta\right\rangle^{2} \wedge B\right]\right)\right) \leq S \sqrt{2 \log (1 / \alpha)+\gamma^{-2}}+\frac{\left(2 \log (1 / \alpha)+\gamma^{-2}\right) B}{6} \tag{3.11}
\end{equation*}
$$

Let us now observe that

$$
\begin{aligned}
\Gamma_{v, \gamma} \mathbb{V}\left[\left\langle X_{i}, \theta\right\rangle^{2} \wedge B\right] & =\Gamma_{v, \gamma} \mathbb{E}\left[\left\langle X_{i}, \theta\right\rangle^{4}\right]-\Gamma_{v, \gamma}\left(\mathbb{E}\left[\left\langle X_{i}, \theta\right\rangle^{2}\right]\right)^{2} \\
& \leq \Gamma_{0,1} \mathbb{E}\left[\left\langle X_{i}, v+c \theta\right\rangle^{4}\right] . \\
& \leq 8 \kappa\left(\|\Sigma\|_{\mathrm{op}}^{2}+\gamma^{4} \operatorname{tr}(\Sigma)^{2}\right) \\
& \leq 8 \kappa\left(\|\Sigma\|_{\mathrm{op}}+\gamma^{2} \operatorname{tr}(\Sigma)\right)^{2} .
\end{aligned}
$$

Using this bound in (3.11), the claim follows.
3.5.3 Comparison of empirical processes. As our next step, we find a bound for the difference between the smoothed and unsmoothed truncated empirical processes $\widetilde{\varepsilon}_{\theta}(B)$ and $\varepsilon_{\theta}(B)$ defined above. We will need the following lemma.

Lemma 3.12. Let $v \in \mathbb{R}^{d}, \gamma, B>0$. Assume $\left\{X_{i}: i \in S\right\}$ is a set of vectors indexed by the set $S$. Assume further that $2\left|\left\langle X_{i}, v\right\rangle\right| \leq B$ and $2 \gamma^{2}\|x\| \leq B$ for all $i \in S$. Then

$$
\left|\Gamma_{v, \gamma}\left(\left\langle X_{i}, \theta\right\rangle^{2} \wedge B\right)-\left(\left\langle X_{i}, v\right\rangle^{2}+\gamma^{2}\left\|X_{i}\right\|^{2}\right)\right| \leq \exp \left(\frac{-B}{8 \gamma^{2}\left\|X_{i}\right\|^{2}}\right)\left(\frac{8 \gamma^{3}\left\|X_{i}\right\|^{3}}{B^{\frac{1}{2}}}+\frac{16 \gamma^{5}\left\|X_{i}\right\|^{5}}{B^{\frac{3}{2}}}\right)
$$

Proof. We observe that for each $\left\{X_{i}: i \in S\right\}$ and $\theta \in \mathbb{R}^{d}$

$$
\Gamma_{v, \gamma}\left(\left\langle X_{i}, \theta\right\rangle^{2} \wedge B\right)=\mathbb{E}\left[N^{2} \wedge B\right], \text { with } N \sim \mathcal{N}\left(\left\langle X_{i}, v\right\rangle, \gamma^{2}\left\|X_{i}\right\|^{2}\right)
$$

Note that $\mathbb{E}\left[N^{2}\right]=\left\langle X_{i}, v\right\rangle^{2}+\gamma^{2}\left\|X_{i}\right\|^{2}$, then

$$
\begin{aligned}
\left|\mathbb{E}\left[N^{2} \wedge B\right]-\left(\left\langle X_{i}, v\right\rangle^{2}+\gamma^{2}\left\|X_{i}\right\|^{2}\right)\right| & =\mathbb{E}\left[N^{2} \wedge B\right]_{+} \\
& =\frac{\int_{\sqrt{B}}^{+\infty}\left(t^{2}-B\right)\left(e^{-\frac{\left(t-\left\langle X_{i}, v\right\rangle\right)^{2}}{2 \gamma^{2}\left\|X_{i}\right\|^{2}}}+e^{-\frac{\left(t+\left\langle X_{i}, v\right\rangle\right)^{2}}{2 \gamma^{2}\left\|X_{i}\right\|^{2}}}\right) d t}{\gamma\left\|X_{i}\right\| \sqrt{2 \pi}}
\end{aligned}
$$

By change of variables, for all $t \geq \sqrt{B}$ :

$$
\exp \left(-\frac{\left(t \pm\left\langle X_{i}, v\right\rangle\right)^{2}}{2 \gamma^{2}\left\|X_{i}\right\|^{2}}\right) \leq \exp \left(-\frac{\left(\sqrt{B} \pm\left\langle X_{i}, v\right\rangle\right)^{2}}{2 \gamma^{2}\left\|X_{i}\right\|^{2}}\right) \exp \left(\frac{\sqrt{B}\left\langle X_{i}, v\right\rangle}{2 \gamma^{2}\left\|X_{i}\right\|^{2}}\right)
$$

and $t^{2}-B=2 u \sqrt{B}+u^{2}$. Under our assumptions,

$$
\mathbb{E}\left[N^{2} \wedge B\right]_{+} \leq \frac{\exp \left(-\frac{B}{8 \gamma^{2}\left\|X_{i}\right\|^{2}}\right)}{\gamma\left\|X_{i}\right\|} \int_{0}^{+\infty}\left(2 \sqrt{B} u+u^{2}\right) \exp \left(\frac{\sqrt{B} u}{2 \gamma^{2}\left\|X_{i}\right\|^{2}}\right) d u
$$

Now let us use the formula:

$$
\forall \eta>0, \forall a \in \mathbb{N}: \quad \int_{0}^{+\infty} u^{a} e^{-\eta u} d u=\frac{a!}{\eta^{a+1} \gamma^{2}\left\|X_{i}\right\|^{2}},
$$

with $a=1,2$ and $\eta=\sqrt{B} /(2)$, we obtain the result.

The final result of this subsection establishes that the difference between the two processes can be controlled via a counting condition related to (3.4). This will require the introduction of a new event.

$$
\begin{equation*}
\operatorname{Norm}(k):=\bigcap_{j \geq 1}\left\{\#\left\{i \in[n]:\left\|X_{i}\right\| \geq \sqrt{e \kappa}\left(\frac{n}{k}\right)^{\frac{1}{4}} \sqrt{\operatorname{tr}(\Sigma)}\right\} \leq j k\right\} \tag{3.12}
\end{equation*}
$$

In the Appendix A. 4 we show that $\mathbb{P}[\operatorname{Norm}(k)] \geq 1-e^{-k} / 6$.

Lemma 3.13. Make Assumption 3.1. Given $B, \gamma>0$ and a vector $v \in \mathbb{S}^{d-1}$, define the set:

$$
\operatorname{Good}_{B}(v):=\left\{i \in[n]: B \geq 2 \gamma^{2}\left\|X_{i}\right\|^{2} \text { and } B \geq 2\left|\left\langle X_{i}, v\right\rangle\right|^{2}\right\}
$$

and assume that $\# \operatorname{Good}_{B}(v) \geq n-k$ for all $v \in \mathbb{S}^{d-1}$. Also assume that the event $\operatorname{Norm}(k)$ holds. Then

$$
\left|\varepsilon_{\theta}(B)-\widetilde{\varepsilon}_{\theta}(B)\right| \leq\left|\frac{1}{n} \sum_{i=1}^{n}\left(\left(\gamma^{2}\left\|X_{i}\right\|^{2}\right) \wedge B-\mathbb{E}\left[\left(\gamma^{2}\left\|X_{i}\right\|^{2}\right) \wedge B\right]\right)\right|+\frac{B k}{n} c
$$

where $c>0$ is the same as in Lemma 3.10.
Proof. Let us define $f(\theta, x):=\left\langle X_{i}, \theta\right\rangle^{2} \wedge B+\left(\gamma^{2}\left\|X_{i}\right\|^{2}\right) \wedge B$ for all $\theta \in \mathbb{R}^{d}$. Then, observe that
$\left|\varepsilon_{\theta}(B)-\widetilde{\varepsilon}_{\theta}(B)\right|$ is upper bounded by

$$
\begin{aligned}
& \sup _{\|v\|=1}\left|\frac{1}{n} \sum_{i=1}^{n} \Gamma_{v, \gamma}\left\langle X_{i}, \theta\right\rangle^{2} \wedge B-\left\langle X_{i}, v\right\rangle^{2} \wedge B-\left(\Gamma_{v, \gamma} \mathbb{E}\left[\left\langle X_{i}, \theta\right\rangle^{2} \wedge B\right]-\mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{2} \wedge B\right]\right)\right| \\
\leq & \left|\frac{1}{n} \sum_{i=1}^{n}\left(\left(\gamma^{2}\left\|X_{i}\right\|^{2}\right) \wedge B-\mathbb{E}\left[\left(\gamma^{2}\left\|X_{i}\right\|^{2}\right) \wedge B\right]\right)\right| \\
+ & \sup _{\|v\|=1}\left|\frac{1}{n} \sum_{i=1}^{n} \Gamma_{v, \gamma} f\left(\theta, X_{i}\right)-f\left(v, X_{i}\right)-\mathbb{E}\left[\Gamma_{v, \gamma} f\left(\theta, X_{i}\right)-f\left(v, X_{i}\right)\right]\right|
\end{aligned}
$$

Let us first find a bound for the last term in the inequality above. Fix a vector $v \in \mathbb{S}^{d-1}$ and consider the indices $i \in \operatorname{Good}_{\mathrm{B}}(\mathrm{v})$. Lemma 3.12 implies:

$$
\begin{align*}
\left|\Gamma_{v, \gamma}\left(\left\langle X_{i}, \theta\right\rangle^{2} \wedge B\right)-\left(\left\langle X_{i}, v\right\rangle^{2}+\gamma^{2}\left\|X_{i}\right\|^{2}\right)\right| & \leq \exp \left(\frac{-B}{8 \gamma^{2}\left\|X_{i}\right\|^{2}}\right)\left(\frac{8 \gamma^{3}\left\|X_{i}\right\|^{3}}{B^{\frac{1}{2}}}+\frac{16 \gamma^{5}\left\|X_{i}\right\|^{5}}{B^{\frac{3}{2}}}\right) \\
& \leq \frac{16 \gamma^{3}\left\|X_{i}\right\|^{2}}{\sqrt{B}} \exp \left(-\frac{B}{8 \gamma^{2}\left\|X_{i}\right\|^{2}}\right) \\
& \leq \frac{32 \sqrt{2} B}{2 j_{i}^{3 / 2}} \exp \left(\frac{-j_{i}}{4}\right) \tag{3.13}
\end{align*}
$$

where in the last inequality $j_{i} \in[n]$ is such that

$$
\frac{B}{2\left(j_{i}+1\right)^{1 / 2}} \leq \gamma\left\|X_{i}\right\| \leq \frac{B}{2 j_{i}^{1 / 2}}
$$

Consider now the indices in $\operatorname{Bad}_{B}(v):=i \in[n] \backslash \operatorname{Good}_{B}(v)$. We use the bound $0 \leq f(\theta, x) \leq B$ for all $(\theta, x) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$, then

$$
\Gamma_{v, \gamma} f\left(\theta, X_{i}\right)-f\left(v, X_{i}\right) \leq B
$$

Therefore, by the bound (3.13) and the assumption 3.12), it follows

$$
\begin{align*}
& \sup _{\|v\|=1}\left|\frac{1}{n} \sum_{i=1}^{n} \Gamma_{v, \gamma} f\left(\theta, X_{i}\right)-f\left(v, X_{i}\right)-\mathbb{E}\left[\Gamma_{v, \gamma} f\left(\theta, X_{i}\right)-f\left(v, X_{i}\right)\right]\right| \\
\leq & \frac{1}{n} \sum_{i \in \operatorname{Good}(v)} 32 \sqrt{2} \ell_{j} \frac{B}{2 j_{i}^{3 / 2}} e^{-j_{i} / 2}+\frac{\#\left(\operatorname{Bad}_{B}(v)\right) B}{n} \\
\leq & \frac{1}{n} \sum_{j=1}^{+\infty} 32 \sqrt{2} \ell_{j} \frac{B}{2 j^{3 / 2}} e^{-j / 2}+\frac{8 B k}{n} . \tag{3.14}
\end{align*}
$$

Here $\ell_{j}$ denote the number of indices $i \in[n]$ with $j_{i}=j$.
Given that $\operatorname{Norm}(k)$ holds,

$$
\forall j \in \mathbb{N} \backslash\{0,1\} \sum_{m=1}^{j-1} \ell_{m} \leq \#\left\{i \in[n]:\left\|X_{i}\right\| \geq \sqrt{e \kappa}\left(\frac{n}{j k}\right)^{\frac{1}{4}} \sqrt{\operatorname{tr}(\Sigma)}\right\} \leq j k
$$

Then, the RHS first term in (3.14) is upper bounded by

$$
\sup \left\{\sum_{j=1}^{\infty} 32 \sqrt{2} \ell_{j} \frac{B}{2 j^{3 / 2}} e^{-j / 2}:\left\{\ell_{m}\right\}_{m \in \mathbb{N}}, \forall j>1, \sum_{m=1}^{j-1} \ell_{m} \leq j k\right\} .
$$

Since $\ell_{j}$ in the sum are multiplied by terms that decrease with $j$, the supremum is thus achieved at $\ell_{1}=2 k$ and $\ell_{2}=\ell_{3}=\cdots=k$. As a consequence, the claim follows.

### 3.5.4 Bounding the truncated empirical process. To finish the section, we

 combine the tools of the previous subsections to obtain Lemma 3.10.Proof of Lemma 3.10. Assume that Norm(k) holds. Note that $\left(\gamma^{2}\left\|X_{i}\right\|^{2}\right) \wedge B \leq B$, and the variance of each term is at most $\mathbb{E}\left[\left(\left(\gamma^{2}\left\|X_{i}\right\|^{2}\right) \wedge B\right)^{2}\right] \leq \kappa \gamma^{4} \operatorname{tr}(\Sigma)^{2}$. We may use the Bernstein's concentration inequality in Lemma 3.13 above to obtain

$$
\frac{1}{n} \sum_{i=1}^{n}\left(\left(\gamma^{2}\left\|X_{i}\right\|^{2}\right) \wedge B-\mathbb{E}\left[\left(\gamma^{2}\left\|X_{i}\right\|^{2}\right) \wedge B\right]\right) \leq \gamma^{2} \operatorname{tr}(\Sigma) \sqrt{\frac{2 \kappa \log (2 / \alpha)}{n}}+\frac{2 B \log (2 / \alpha)}{3 n}
$$

with probability at least $1-\alpha / 2$. Then, Lemma 3.11 implies the result.

### 3.6 From vectors to matrices

The tools we have developed in the two previous sections control expressions involving terms like $\left\langle X_{i}, v\right\rangle^{2}$ where $v \in \mathbb{S}^{d-1}$ has unit norm. As explained in subsection 3.3.2, this will not suffice for our minimax-based analysis. We will thus need to extend our control of expressions involving $\left\langle X_{i}, v\right\rangle^{2}$ to objects of the form $\operatorname{tr}\left(X_{i} X_{i}^{T} M\right)=\left\langle X_{i}, M X_{i}\right\rangle$ with $M \in \mathcal{D}\left(\mathbb{R}^{d}\right)$ (recall that $\mathcal{D}\left(\mathbb{R}^{d}\right)$ is the set of density matrices introduced in subsection 3.3.2). The following construction will be useful to move between matrices and vectors.

Definition 3.14. Consider $M \in \mathcal{D}\left(\mathbb{R}^{d}\right)$ and its spectral decomposition:

$$
M=\sum_{s=1}^{d} \lambda_{s} \xi_{s} \xi_{s}^{\top}
$$

where $\xi_{s}$ are orthonormal vectors in $\mathbb{R}^{d}, \lambda_{s} \geq 0$, and $\sum_{s=1}^{d} \lambda_{s}=1$. We define

$$
\mathrm{g}_{M}:=\sum_{s=1}^{d} \sqrt{\lambda_{s}} \epsilon_{s} \xi_{s}
$$

where the $\epsilon_{s} \sim\{-1,+1\}$ are i.i.d. uniform (Rademacher) random variables. $\mathbf{E}_{\mathrm{g}_{M}}, \mathbf{P}_{\mathrm{g}_{M}}$ denote expectation and probability with respect only to $\mathrm{g}_{M}$.

It is easy to verify that:

$$
\left\|\mathrm{g}_{M}\right\|=1 \text { almost surely and } \mathbf{E}_{\mathrm{g}_{M}}\left\{\mathrm{~g}_{M} \mathrm{~g}_{M}^{\top}\right\}=M
$$

From now on, we explore the $\mathrm{g}_{M}$ construction to obtain counting and concentration results for expressions involving matrices. The main result of this section is the control of the upper tail:

Proposition 3.15. Make Assumption 3.1. Consider $r \in \mathbb{N} \backslash\{0,1\}$ and $B>0$ such that:

$$
B=24 \sqrt{2 \kappa} \sqrt{\frac{n}{\left\lceil\frac{k}{92}\right\rceil}}\|\Sigma\|_{\mathrm{op}}
$$

Then,

$$
\inf _{\lambda \in \Delta_{n, k}} \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)}\{\operatorname{tr}(\widehat{\Sigma}(\lambda) M)-\operatorname{tr}(\Sigma M)\} \leq \frac{C B k}{n}+\varepsilon_{\theta}(B)
$$

with probability at least $1-C_{0} e^{-c_{0} k}$. Here the constant $C>0$ is the same as in Lemma 3.18 above, and $c_{0}$ and $c_{1}$ are absolute constants in $(0,1)$.

The proof of 3.15 splits into two main parts. One component of the proof is to solve a minmax problem (Proposition 3.17). The second component of the proof is to control the following expression.

$$
\frac{1}{n} \sum_{i=1}^{n}\left\langle X_{i}, M X_{i}\right\rangle \wedge B-\mathbf{E}_{\mathrm{g}_{M}}\left[\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right]
$$

For solving both parts, it is crucial the passage from $M$ to $\mathrm{g}_{M}$.
We start by using the general PAC-Bayesian statement from section 3.2.1 for counting the number of terms $\left\langle X_{i}, M X_{i}\right\rangle$ that can be large.

Lemma 3.16. Under Assumption 3.1. Suppose $v \in \mathbb{S}^{d-1}$ and consider $B>0$ such that:

$$
B=24 \sqrt{2 \kappa} \sqrt{\frac{n}{t}}\|\Sigma\|_{\mathrm{op}}
$$

Let be $M \in \mathcal{D}\left(\mathbb{R}^{d}\right)$, then

$$
\sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, M X_{i}\right\rangle \geq B} \leq \frac{92}{3} t
$$

with probability $1-e^{-t}$.

Proof. Observe that $\left\|\mathrm{g}_{M}\right\|=1$ a.s. and $\mathbf{E}_{\mathrm{g}_{M}}\left\{\mathrm{~g}_{M} \mathbf{g}_{M}^{\top}\right\}=M$ imply

$$
\begin{gather*}
\mathbf{E}_{\mathrm{g}_{M}}\left\langle\mathrm{~g}_{M}, X_{i}\right\rangle^{2}=\mathbf{E}_{\mathrm{g}_{M}}\left\langle X_{i}, \mathrm{~g}_{M} \mathbf{g}_{M}^{\top} X_{i}\right\rangle=\left\langle X_{i}, M X_{i}\right\rangle \text { and } \\
\left\langle X_{i}, M X_{i}\right\rangle \wedge B \geq 2 \mathbf{E}_{\mathrm{g}_{M}}\left\{4\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right\} . \tag{3.15}
\end{gather*}
$$

Therefore, since $D\left(\mathbb{R}^{d}\right)=$ convex hull $\left\{v v^{\top}: v \in \mathbb{R}^{d},\|v\|=1\right\}$,

$$
\sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, M X_{i}\right\rangle \geq B} \leq 8 \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \mathbf{E}_{\mathrm{g}_{M}} \sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \geq B / 4} .
$$

Therefore, by Corollary 3.8, the result follows.

The next result shows that the minimax problem can be upper bounded via truncation.

Proposition 3.17. Under Assumption 3.1. Set $B>0$ as in Lemma 3.16, and $k \in \mathbb{N} \backslash\{0,1\}$. Then,

$$
\begin{align*}
& \inf _{\lambda \in \Delta_{n, k}} \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)}\{\operatorname{tr}(\widehat{\Sigma}(\lambda) M)-\operatorname{tr}(\Sigma M)\} \\
\leq & \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \frac{1}{n}\left\{\sum_{i=1}^{n}\left\langle X_{i}, M X_{i}\right\rangle \wedge B-\mathbf{E}_{\mathrm{g}_{M}}\left[\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right]\right\}+\varepsilon_{\theta}(B), \tag{3.16}
\end{align*}
$$

with probability at least $1-e^{-\left\lceil c_{0} k\right\rceil}$.
Proof. $\Delta_{n, k}$ and $\mathcal{D}\left(\mathbb{R}^{d}\right)$ are convex and compact sets, and $\operatorname{tr}(\widehat{\Sigma}(\lambda) M-\Sigma M)$ is affine in both $\lambda$ and $M$. By Sion's minimax theorem:

$$
\inf _{\lambda \in \Delta_{n, k}} \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)}\{\operatorname{tr}(\widehat{\Sigma}(\lambda) M)-\operatorname{tr}(\Sigma M)\}=\sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \inf _{\lambda \in \Delta_{n, k}}\{\operatorname{tr}(\widehat{\Sigma}(\lambda) M)-\operatorname{tr}(\Sigma M)\}
$$

Now, by definition the RHS equals

$$
\begin{align*}
& \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \inf _{\lambda \in \Delta_{n, k}}\left\{\sum_{i=1}^{n} \lambda_{i}\left\langle X_{i}, M X_{i}\right\rangle-\mathbb{E}\left[\left\langle X_{i}, M X_{i}\right\rangle\right]\right\} \\
= & \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \frac{1}{n-k}\left\{\text { sum of the smallest } n-k \text { values of }\left\langle X_{i}, M X_{i}\right\rangle-\mathbb{E}\left[\left\langle X_{i}, M X_{i}\right\rangle\right]\right\} 3 \tag{3.17}
\end{align*}
$$

Setting $k=\lceil(92 / 3) r\rceil$, by Lemma $3.16 \#\left\{i \in[n]:\left|\left\langle X_{1}, M X_{i}\right\rangle\right| \geq B\right\} \leq k$ with probability at least $1-e^{-r}$. Since $\mathbb{E}\left[\left\langle X_{i}, M X_{i}\right\rangle\right] \geq \mathbb{E}\left[\left\langle X_{i}, M X_{i}\right\rangle \wedge B\right]$, the sum in (3.17) is less or equal to
the sum of $\left\langle X_{i}, M X_{i}\right\rangle \wedge B-\mathbb{E}\left[\left\langle X_{i}, M X_{i}\right\rangle \wedge B\right]$. This implies that the RHS is upper bounded by

$$
\begin{aligned}
& \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \frac{1}{n}\left\{\sum_{i=1}^{n}\left\langle X_{i}, M X_{i}\right\rangle \wedge B-\mathbb{E}\left[\left\langle X_{i}, M X_{i}\right\rangle \wedge B\right]\right\} \\
\leq & \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \frac{1}{n}\left\{\sum_{i=1}^{n}\left\langle X_{i}, M X_{i}\right\rangle \wedge B-\mathbf{E}_{\mathrm{g}_{M}}\left[\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right]\right\} \\
+ & \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \frac{1}{n}\left\{\sum_{i=1}^{n} \mathbf{E}_{\mathrm{g}_{M}}\left[\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right]-\mathbb{E}\left[\left\langle X_{i}, M X_{i}\right\rangle \wedge B\right]\right\} .
\end{aligned}
$$

with probability at least $1-e^{-r}$.
We find a bound for the second term in the RHS. Since the map $\psi(t)=t \wedge B(t \in \mathbb{R})$ is concave,

$$
\begin{aligned}
\left\langle X_{i}, M X_{i}\right\rangle \wedge B & =\psi\left(\left\langle X_{i}, M X_{i}\right\rangle\right) \\
& =\psi\left(\mathbf{E}_{\mathrm{g}_{M}}\left[\left\langle X_{i}, g_{M}\right\rangle^{2}\right]\right) \\
\text { (Jensen's ineq.) } & \geq \mathbf{E}_{\mathrm{g}_{M}}\left[\psi\left(\left\langle X_{i}, g_{M}\right\rangle^{2}\right)\right] \\
& \left.=\mathbf{E}_{\mathrm{g}_{M}}\left[\left\langle X_{i}, g_{M}\right\rangle^{2}\right) \wedge B\right]
\end{aligned}
$$

As a consequence,

$$
\begin{aligned}
& \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \frac{1}{n}\left\{\mathbf{E}_{\mathbf{g}_{M}}\left[\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right]-\mathbb{E}\left[\left\langle X_{i}, M X_{i}\right\rangle \wedge B\right]\right\} \\
\leq & \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \mathbf{E}_{\mathrm{g}_{M}}\left[\frac{1}{n} \sum_{i=1}^{n}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B-\mathbb{E}\left[\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right]\right)\right] \\
\leq & \sup _{v \in \mathbb{R}^{d},\|v\|=1}\left\{\frac{1}{n} \sum_{i=1}^{n}\left(\left\langle X_{i}, v\right\rangle^{2} \wedge B-\mathbb{E}\left[\left\langle X_{i}, v\right\rangle^{2} \wedge B\right]\right)\right\} \\
\leq & \varepsilon_{\theta}(B) .
\end{aligned}
$$

Therefore, the result follows.

Lemma 3.11 gives a bound for the last term $\left(\varepsilon_{\theta}(B)\right.$ in the RHS of 3.16 . The following Lemma analyses the first term. For that we first need to define the counting event:

$$
\begin{equation*}
\operatorname{Count}_{k}(M):=\bigcap_{j=1}^{\infty}\left\{\#\left(i \in[n]:\left|\left\langle X_{i}, M X_{i}\right\rangle\right| \geq 12 \sqrt{\frac{2 \kappa n}{\left\lceil\frac{k j}{92}\right\rceil}}\|\Sigma\|_{\mathrm{op}}\right) \leq j k\right\} \tag{3.18}
\end{equation*}
$$

Lemma A. 5 in the appendix, based on Lemma 3.16. shows that or all $r \in \mathbb{N} \backslash\{0,1\}$ :

$$
\mathbb{P}\left[\bigcap_{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \operatorname{Count}_{k}(M)\right] \geq 1-\frac{e^{-\left\lceil\frac{k}{92}\right\rceil}}{1-e^{-\left\lceil\frac{k}{92}\right\rceil}}
$$

Lemma 3.18. Make Assumption 3.1. Assume $B>0$, and $k \in \mathbb{N} \backslash\{0,1\}$. Then, in the event $\operatorname{Count}_{k}(M)$

$$
\frac{1}{n} \sum_{i=1}^{n}\left\langle X_{i}, M X_{i}\right\rangle \wedge B-\mathbf{E}_{\mathrm{g}_{M}}\left[\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right] \leq \frac{C B k}{n}
$$

where $C$ is a universal positive constant.

Proof. Fix $M \in \mathcal{D}\left(\mathbb{R}^{d}\right)$. Define the sets of indices:

$$
\operatorname{Good}_{k}(M):=\left\{i \in[n]:\left\langle X_{i}, M X_{i}\right\rangle \leq B\right\} \text { and } \operatorname{Bad}_{k}(M):=[n] \backslash \operatorname{Good}_{k}(M)
$$

When $\operatorname{Count}_{k}(M)$ holds, $\# \operatorname{Bad}_{k}(M) \leq k$ and therefore:

$$
\begin{equation*}
\frac{1}{n} \sum_{i \in \operatorname{Bad}_{k}(M)}\left\langle X_{i}, M X_{i}\right\rangle \wedge B-\mathbf{E}_{\mathrm{g}_{M}}\left[\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right] \leq \frac{B k}{n} \tag{3.19}
\end{equation*}
$$

We now consider the "good indices" $i \in \operatorname{Good}_{k}(M)$ for which $\left\langle X_{i}, M X_{i}\right\rangle \wedge B=\left\langle X_{i}, M X_{i}\right\rangle$. For each such index:

$$
\left\langle X_{i}, M X_{i}\right\rangle-\mathbf{E}_{\mathrm{g}_{M}}\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B=\mathbf{E}_{\mathrm{g}_{M}}\left[\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2}-\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \wedge B\right]=\mathbf{E}_{\mathrm{g}_{M}}\left[\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2}-B\right)_{+}\right]
$$

Furthermore,

$$
\begin{equation*}
\mathbf{E}_{\mathrm{g}_{M}}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2}-B\right)_{+}=\int_{0}^{\infty} \mathbf{P}_{\mathrm{g}_{M}}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2}-B>t\right) d t \tag{3.20}
\end{equation*}
$$

By Definition 3.14 ,

$$
\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle=\sum_{s=1}^{d} \epsilon_{s} a_{s}
$$

where the $\epsilon_{s}$ are independent Rademacher r.v.'s and the weights $a_{s}:=\sqrt{\lambda_{s}}\left\langle\xi_{s}, X_{i}\right\rangle$ satisfy:

$$
\sum_{s=1}^{d} a_{s}^{2}=\sum_{s=1}^{d} \lambda_{s}\left\langle\xi_{s}, X_{i}\right\rangle^{2}=\left\langle X_{i}, M X_{i}\right\rangle
$$

Therefore,

$$
\forall x \geq 0: \mathbf{P}_{\mathrm{g}_{M}}\left\{\left|\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle\right| \geq x\right\} \leq 2 \exp \left(-\frac{x^{2}}{2\left\langle X_{i}, M X_{i}\right\rangle}\right)
$$

Plugging this into (3.20) we obtain:

$$
\begin{equation*}
\mathbf{E}_{\mathbf{g}_{M}}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2}-B\right)_{+} \leq \int_{0}^{+\infty} 2 \exp \left(-\frac{t+B}{2\left\langle X_{i}, M X_{i}\right\rangle}\right)=4\left\langle X_{i}, M X_{i}\right\rangle e^{-\frac{B}{2\left\langle X_{i}, M X_{i}\right\rangle}} \tag{3.21}
\end{equation*}
$$

Then, for each $i \in \operatorname{Good}_{k}(M)$, one can find an integer $j_{i} \geq 1$ such that:

$$
B\left(j_{i}^{-1 / 2}\right) \leq\left\langle X_{i}, M X_{i}\right\rangle \leq B\left(j_{i+1}^{-1 / 2}\right)
$$

This bound in (3.21) implies:

$$
\begin{align*}
\sum_{i \in \operatorname{Good}_{k}(M)} \mathbf{E}_{\mathbf{g}_{M}}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2}-B\right)_{+} & \leq \sum_{i \in \operatorname{Good}_{k}(M)} 4\left\langle X_{i}, M X_{i}\right\rangle e^{-\frac{B}{2\left\langle X_{i}, M X_{i}\right\rangle}} \\
& \leq \sum_{i \in \operatorname{Good}_{k}(M)} 4 \ell_{j} B \frac{e^{-\frac{j_{i}^{1 / 2}}{2}}}{j_{i}^{1 / 2}} \\
& \leq \sum_{j=1}^{+\infty} 4 \ell_{j} B \frac{e^{-\frac{j^{1 / 2}}{2}}}{j^{1 / 2}} \tag{3.22}
\end{align*}
$$

where $\ell_{j}$ is the number of indices $i \in \operatorname{Good}_{k}(M)$ with $j_{i}=j$. Given that $\operatorname{Count}_{k}(M)$ holds,

$$
\forall j \in \mathbb{N} \backslash\{0,1\} \sum_{m=1}^{j-1} \ell_{m} \leq \#\left(i \in[n]:\left|\left\langle X_{i}, M X_{i}\right\rangle\right| \geq 24 \sqrt{\frac{\kappa n}{\left\lceil\frac{k j}{92}\right\rceil}}\|\Sigma\|_{\mathrm{op}}\right) \leq r j
$$

Then, the RHS in 3.22 is upper bounded by

$$
\sup \left\{\sum_{j=1}^{\infty} 4 \ell_{j} \frac{B}{j^{1 / 2}} e^{-\frac{j^{1 / 2}}{2}}:\left\{\ell_{m}\right\}_{m \in \mathbb{N}}, \forall j>1, \sum_{m=1}^{j-1} \ell_{m} \leq j k\right\} .
$$

Since $\ell_{j}$ in the sum are multiplied by terms that decrease with $j$, the supremum is thus achieved at $\ell_{1}=2 r$ and $\ell_{2}=\ell_{3}=\cdots=r$. As a consequence, under $\operatorname{Count}_{k}(M)$,

$$
\sum_{i \in \operatorname{Good}_{k}(M)} \mathbf{E}_{\mathrm{g}_{M}}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2}-B\right)_{+} \leq 8 B k \sum_{j \geq 1} \frac{e^{-\frac{j^{1 / 2}}{2}}}{j^{1 / 2}}
$$

Combining this with (3.19) finishes the proof.

The combination of the last two propositions immediately gives the main result (Proposition 3.15).

### 3.7 The final estimator

3.7.1 The estimator. In this section, we construct the covariance estimator. The previous two sections allow us to control the lower and upper tails respectively. Therefore, we can prove the following result.

Theorem 3.19. Under Assumption 3.1. Consider $k \in \mathbb{N} \backslash\{0,1\}$. Then the following holds with probability at least $1-C_{1} e^{-c_{1} k}-\alpha$, :

1. for all $\lambda \in \Delta_{n, k}$ :

$$
\inf _{v \in \mathbb{S}^{d-1}}\langle v, \widehat{\Sigma}(\lambda) v\rangle-\langle v, \Sigma v\rangle \geq \varepsilon_{1}(k)
$$

2. there is $\lambda_{\star} \in \Delta_{n, k}$ such that:

$$
\left\|\widehat{\Sigma}\left(\lambda_{\star}\right)-\Sigma\right\|_{\mathrm{op}} \leq \max \left\{\varepsilon_{1}(k), \varepsilon_{2}(k)\right\}
$$

Above:

$$
\varepsilon_{1}(k)=c(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\sqrt{\frac{k}{n}}+\sqrt{\frac{\log (2 / \alpha)}{n}}+\sqrt{\frac{\log (2 / \alpha)+r(\Sigma)}{n}}+\frac{\log (2 / \alpha)+r(\Sigma)}{\sqrt{n k}}+\frac{\log (2 / \alpha)}{\sqrt{n k}}\right)
$$

and $\varepsilon_{2}(k)$ is equal to a positive universal constant times $\varepsilon_{1}(k)$.
At the end of this section, we prove this statement. We will also obtain a result that allows us to select a good weight vector $\widehat{\lambda}$.

Proposition 3.20. Assume that items 1 and 2 in Theorem 3.19hold. Select:

$$
\widehat{\lambda}_{k}=\arg \min _{\lambda \in \Delta_{n, k}} \sup _{\lambda^{\prime} \in \Delta_{n, k}} \sigma_{\max }\left(\widehat{\Sigma}(\lambda)-\widehat{\Sigma}\left(\lambda^{\prime}\right)\right)
$$

Then:

$$
\|\widehat{\Sigma}(\lambda)-\Sigma\|_{\mathrm{op}} \leq 3 \varepsilon_{1}(k) \vee \varepsilon_{2}(k)
$$

Proof. Theorem 3.19 above implies that if we choose $\lambda_{\star}$ as in its item 2,

$$
\left\|\widehat{\Sigma}\left(\lambda_{\star}\right)-\Sigma\right\|_{\mathrm{op}} \leq \varepsilon_{1}(k) \vee \varepsilon_{2}(k)
$$

Consider now $\widehat{\lambda}_{k}$ and let us define:

$$
R_{k}(\lambda):=\sup _{\lambda^{\prime} \in \Delta_{n, k}} \sigma_{\max }\left(\widehat{\Sigma}(\lambda)-\widehat{\Sigma}\left(\lambda^{\prime}\right)\right)
$$

Since $\widehat{\lambda}_{k}$ minimizes this risk, it follows

$$
R_{k}\left(\widehat{\lambda}_{k}\right) \leq R\left(\lambda_{\star}\right)
$$

At the same time,

$$
\begin{aligned}
R_{k}\left(\widehat{\lambda}_{k}\right) & \geq \sigma_{\max }\left(\widehat{\Sigma}\left(\widehat{\lambda}_{k}\right)-\widehat{\Sigma}\left(\lambda_{\star}\right)\right) \\
& \geq \sigma_{\max }\left(\widehat{\Sigma}\left(\widehat{\lambda}_{k}\right)-\Sigma\right)-\left\|\widehat{\Sigma}\left(\lambda_{\star}\right)-\Sigma\right\|_{\mathrm{op}} \\
& \geq \sigma_{\max }\left(\widehat{\Sigma}\left(\widehat{\lambda}_{k}\right)-\Sigma\right)-\varepsilon_{1}(k) \vee \varepsilon_{2}(k)
\end{aligned}
$$

and

$$
\begin{aligned}
R_{k}\left(\lambda_{\star}\right) & =\sup _{\|v\|=1} \sup _{\lambda^{\prime} \in \Delta_{n, k}}\left\langle v,\left(\widehat{\Sigma}\left(\lambda_{\star}\right)-\widehat{\Sigma}\left(\lambda^{\prime}\right)\right) v\right\rangle \\
& \leq \sup _{\|v\|=1}\left\langle v,\left(\widehat{\Sigma}\left(\lambda_{\star}\right)-\Sigma\right) v\right\rangle+\varepsilon_{1}(k) \\
& \leq\left\|\widehat{\Sigma}\left(\lambda_{\star}\right)-\Sigma\right\|_{\text {op }}+\varepsilon_{1}(k) \\
& \leq \varepsilon_{1}(k) \vee \varepsilon_{2}(k)+\varepsilon_{1}(k) .
\end{aligned}
$$

We conclude that

$$
\sigma_{\max }\left(\widehat{\Sigma}\left(\widehat{\lambda}_{k}\right)-\Sigma\right) \leq 3 \varepsilon_{1}(k) \vee \varepsilon_{2}(k)
$$

By part 1 of Theorem 3.20 , the smallest eigenvalue of $\widehat{\Sigma}\left(\widehat{\lambda}_{k}\right)-\Sigma$ is greater than or equal to $-\varepsilon_{1}(k)$. We conclude:

$$
\left\|\widehat{\Sigma}\left(\widehat{\lambda}_{k}\right)-\Sigma\right\|_{\mathrm{op}} \leq 3 \varepsilon_{1}(k) \vee \varepsilon_{3}(k)
$$

Observe that this result holds for any $k<n$. For the choice of $k$ to give the optimal bounds in the main result, two conditions are necessary. The parameter $k$ should be large enough such that

$$
\frac{\log (1 / \alpha)+r(\Sigma)}{\sqrt{n k}}=O\left(\sqrt{\frac{\log (1 / \alpha)}{n}}\right)
$$

and simultaneously we need a $k$ small enough such that $\sqrt{k / n}$ also has that order. Therefore, we need $k$ to be of the order $r(\Sigma)+\log (2 / \alpha)$. Here the difficulty is that $r(\Sigma)$ is unknown. Therefore, first we need to estimate $r(\Sigma)$ as the procedure presented in section 3.3.3.
We end this section with the proof of Theorem 3.19, Each item of the result will be proved in the following two lemmas respectively.

Lemma 3.21. Make Assumption 3.1. Assume $B>0$ such that:

$$
B=6 \sqrt{2 \kappa} \sqrt{\frac{n}{k}}\|\Sigma\|_{\mathrm{op}}
$$

then for all $\lambda \in \Delta_{n, k}$ and $v \in \mathbb{S}^{d-1}$ with probability at least $1-\alpha-e^{-k} / 6$ :

$$
\begin{aligned}
\inf _{\lambda \in \Delta_{n, k}}\langle v, \widehat{\Sigma}(\lambda) v\rangle & \geq\langle v, \Sigma v\rangle-c(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\sqrt{\frac{k}{n}}+\sqrt{\frac{2 \log (2 / \alpha)}{n}}\right) \\
& -c(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\sqrt{\frac{k}{n}}+\sqrt{\frac{\log (2 / \alpha)+r(\Sigma)}{n}}+\frac{\log (2 / \alpha)+r(\Sigma)}{\sqrt{n k}}+\frac{\log (2 / \alpha)}{\sqrt{n k}}\right)
\end{aligned}
$$

Above, $c(\kappa)$ is a positive constant that depends on $\kappa$ only.

Proof. In $\operatorname{Norm}(k)$, by combining Lemma 3.9 with the Lemma 3.10, we obtain

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n}\left\langle X_{i}, v\right\rangle^{2} \wedge B & \geq\langle v, \Sigma v\rangle-\frac{\kappa\langle v, \Sigma v\rangle^{2}}{B}-\gamma^{2} \operatorname{tr}(\Sigma) \sqrt{\frac{2 \kappa \log (2 / \alpha)}{n}}-\frac{2 B \log (2 / \alpha)}{3 n} \\
& -\frac{B k}{n} c-2 \sqrt{2 \kappa}\left(\|\Sigma\|_{\mathrm{op}}+\gamma^{2} \operatorname{tr}(\Sigma)\right) \sqrt{\frac{2 \log (2 / \alpha)+\gamma^{-2}}{n}} \\
& -\frac{\left(2 \log (2 / \alpha)+\gamma^{-2}\right) B}{6 n}
\end{aligned}
$$

with probability at least $1-\alpha-e^{-k} / 6$. As a consequence of the choice of $B$ and $\gamma^{-2}=2 r(\Sigma)$, the result follows.

Lemma 3.22. Make Assumption 3.1. Define:

$$
B=24 \sqrt{2 \kappa} \sqrt{\frac{n}{\left\lceil\frac{3 k}{92}\right\rceil}}\|\Sigma\|_{\mathrm{op}} .
$$

Then with probability at least $1-C_{1} e^{-c_{1} k}-\alpha$,

$$
\begin{aligned}
& \inf _{\lambda \in \Delta_{n, k}} \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)}\{\operatorname{tr}(\widehat{\Sigma}(\lambda) M)-\operatorname{tr}(\Sigma M)\} \leq c(\kappa) \sqrt{\frac{k}{n}}\|\Sigma\|_{\mathrm{op}} \\
+ & c(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\frac{\log (2 / \alpha)+r(\Sigma)}{\sqrt{n k}}+\frac{\log (2 / \alpha)}{\sqrt{n k}}+\sqrt{\frac{\log (2 / \alpha)}{n}}+\sqrt{\frac{\log (2 / \alpha)+r(\Sigma)}{n}}\right) .
\end{aligned}
$$

Proof. Assume that $\operatorname{Norm}(k)$ and $\operatorname{Count}_{r}(M)$ hold. Combing both Proposition 3.15 and Lemma 3.10, if we set $B>0$ like in Lemma 3.15, it follows

$$
\begin{aligned}
& \inf _{\lambda \in \Delta_{n, k}} \sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)}\{\operatorname{tr}(\widehat{\Sigma}(\lambda) M)-\operatorname{tr}(\Sigma M)\} \\
\leq & \frac{C B k}{n}+\sqrt{\frac{8 \kappa}{n}}\|\Sigma\|_{\mathrm{op}}\left(1+\gamma^{2} r(\Sigma)\right) \sqrt{2 \log (2 / \alpha)+\gamma^{-2}}+\frac{\left(2 \log (2 / \alpha)+\gamma^{-2}\right) B}{6 n} \\
+ & \gamma^{2} \operatorname{tr}(\Sigma) \sqrt{\frac{2 \kappa \log (2 / \alpha)}{n}}+\frac{2 B \log (2 / \alpha)}{3 n}+\frac{B k}{n} c .
\end{aligned}
$$

with probability at least $1-C_{1} e^{-c_{1} k}-\alpha$, with constants $c_{1} \in(0,1)$ and $C>0$. Above, $c$ and $C$ are positive universal constants as in Lemma 3.13 and Lemma 3.18, respectively. Hence, setting $\gamma^{-2}=2 r(\Sigma)$, the result follows.
3.7.2 The final estimator. The main goal of this section is obtain a good estimator for $r(\Sigma)$ and compute the final estimator. We begin the section by estimating the trace. Denote by $\operatorname{tr}(\Sigma)$ the trimmed mean estimator of $\operatorname{tr}(\Sigma)$. Since

$$
\operatorname{tr}(\Sigma)=\mathbb{E}\left[\left\|X_{1}\right\|^{2}\right]=\sum_{i=1}^{d} \mathbb{E}\left[\left\langle X_{1}, e_{i}\right\rangle^{2}\right],
$$

we can use Theorem 2.17 in 82 for the random variable

$$
\sum_{i=1}^{d} \mathbb{E}\left[\left\langle X_{1}, e_{i}\right\rangle^{2}\right] .
$$

Hence, given $\alpha \geq 4 e^{-c n}$ and $k=\lfloor\lceil\log (8 / \alpha)\rceil$, it follows with probability at least $1-\alpha$

$$
\begin{aligned}
|\operatorname{tr}(\Sigma)-\widehat{\operatorname{tr}}(\Sigma)| & \leq(1+h) \sqrt{2}\left(\mathbb{V}\left[\sum_{i=1}^{d} \mathbb{E}\left[\left\langle X_{1}, e_{i}\right\rangle^{2}\right]\right]\right)^{1 / 2} \sqrt{\frac{2 \log (4 / \alpha)}{n}} \\
& \leq(1+h) \sqrt{2 \kappa} \sqrt{\frac{2 \log (4 / \alpha)}{n}} \operatorname{tr}(\Sigma)
\end{aligned}
$$

with $h \in(0,1)$.
As a consequence, if $n \geq c^{\prime}(\kappa)(\log (4 / \alpha)$, the following holds with probability at least $1-\alpha$.

$$
\begin{equation*}
\frac{1}{2} \operatorname{tr}(\Sigma) \geq \widehat{\operatorname{tr}}(\Sigma) \geq 2 \operatorname{tr}(\Sigma) \tag{3.23}
\end{equation*}
$$

Next, we estimate the norm $\|\Sigma\|_{\text {op }}$ via $\left\|\widehat{\Sigma}\left(\widehat{\lambda}_{\epsilon n}\right)\right\|_{\text {op }}, \widehat{\Sigma}\left(\widehat{\lambda}_{\epsilon n}\right)$ is as the estimator $\widehat{\Sigma}(\widehat{\lambda})$, but considering $k$ as a small fraction $\epsilon>0$ of $n$.

Lemma 3.23. Make Assumption 3.1. Set $n>C(\kappa)(2 \log (2 / \alpha)+2 r(\Sigma))$. Then:

$$
\left\|\widehat{\Sigma}\left(\widehat{\lambda}_{\epsilon n}\right)-\Sigma\right\|_{\mathrm{op}} \leq \frac{\|\Sigma\|_{\mathrm{op}}}{2}
$$

with probability at least $1-C_{1} e^{-c_{1} k}-\alpha$,
Proof. Let us consider $k$ as fraction $\epsilon$ of $n$. Then, by Lemma 3.20, with probability $1-$ $C_{1} e^{-c_{1} k}-\alpha$, it follows

$$
\left\|\widehat{\Sigma}\left(\widehat{\lambda}_{\epsilon n}\right)-\Sigma\right\|_{\mathrm{op}} \leq \varepsilon(\epsilon n),
$$

where

$$
\begin{aligned}
\varepsilon_{1}(\epsilon n) & =c(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\sqrt{\epsilon}+\sqrt{\frac{\log (2 / \alpha)}{n}}+\sqrt{\frac{\log (2 / \alpha)+r(\Sigma)}{n}}+\frac{\log (2 / \alpha)+2 r(\Sigma)}{n \sqrt{\epsilon}}\right) \\
& +c(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\frac{\log (2 / \alpha)}{n \sqrt{\epsilon}}\right)
\end{aligned}
$$

Consider $\epsilon^{1 / 2}=1 /(10 c(\kappa))$ and the universal constant $C(\kappa)>100 c(\kappa)^{2}$. Therefore, we conclude the proof.

Now, we can estimate the effective rank. Define the effective rank estimator as

$$
\widehat{r}(\Sigma):=\frac{\widehat{\operatorname{tr}}(\Sigma)}{\left\|\widehat{\Sigma}\left(\widehat{\lambda}_{\epsilon n}\right)\right\|_{\mathrm{op}}}
$$

Under the assumptions of Lemma 3.23. Combining the norm bound from Lemma 3.23 above with (3.23), it follows directly

$$
\frac{\widehat{r}(\Sigma)}{4} \leq r(\Sigma) \leq 4 \widehat{r}(\Sigma)
$$

with probability at least $1-C_{1} e^{-c_{1} k}-2 \alpha$.

Finally, we end the section by showing the final estimator. Once we have a good estimate for $r(\Sigma)$, we can compute that the covariance matrix estimator has an error as following.

Proposition 3.24. Under Assumption 3.1. Given a fixed confidence parameter $1-\alpha \in(0,1)$, set

$$
K_{0}:=C\left(\log (10 / \alpha)+\frac{r(\Sigma)}{4}\right)
$$

There exists an estimator $\widehat{\Sigma}$ of $\Sigma$ such that, if $n>C(\kappa) K_{0}$, then

$$
\|\widehat{\Sigma}(\widehat{\lambda})-\Sigma\| \leq C^{\prime}(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\sqrt{\frac{\log (10 / \alpha)+r(\Sigma)}{n}}+\sqrt{\frac{\log (10 / \alpha)}{n}}\right)
$$

with probability at least $1-\alpha$.

Proof. Consider $K_{0}:=C(\log (10 / \alpha)+r(\Sigma) / 4)$. Theorem 3.19 implies that for $k \geq K_{0}$, the following holds with probability at least

$$
1-\sum_{k \geq K_{0}}\left(C_{1} e^{-c_{1} k}-4 e^{r(\Sigma) / 4} e^{-c_{3} k}\right) \geq 1-C_{0} e^{-c_{0} K_{0}} e^{r(\Sigma) / 4}
$$

$$
\|\widehat{\Sigma}(\widehat{\lambda})-\Sigma\|_{\mathrm{op}} \leq \varepsilon(k)
$$

where
$\varepsilon(k)=C(\kappa)\|\Sigma\|_{\mathrm{op}}\left(\sqrt{\frac{k}{n}}+\sqrt{\frac{\log (2 / \alpha)}{n}}+\sqrt{\frac{\log (2 / \alpha)+r(\Sigma) / 4}{n}}+\frac{\log (2 / \alpha)+r(\Sigma) / 4}{\sqrt{n k}}+\frac{\log (2 / \alpha)}{\sqrt{n k}}\right)$.
At the same time, if we set $k_{0}=C(\log (10 / \alpha)+\widehat{r}(\Sigma))$, then $k_{0} \geq K_{0}$ with probability $1-$ $C_{1} e^{c_{1} k} e^{r(\Sigma) / 4}$. Therefore,

$$
\|\widehat{\Sigma}(\widehat{\lambda})-\Sigma\|_{\mathrm{op}} \leq \varepsilon\left(k_{0}\right)
$$

with probability $1-C_{0} e^{-c_{0} k} e^{r(\Sigma) / 4}-C_{1} e^{-c_{1} k} e^{r(\Sigma) / 4}$.
Finally, since

$$
\frac{\widehat{r}(\Sigma)}{r(\Sigma)} \in[1 / 4,4]
$$

with probability at least $1-C_{2} e^{-c_{2} k}$, the result follows with probability

$$
1-C_{0} e^{-c_{0} k} e^{r(\Sigma) / 4}-C_{1} e^{-c_{1} k} e^{r(\Sigma) / 4}-C_{2} e^{-c_{2} k} e^{r(\Sigma) / 4}:=1-\alpha .
$$

## Chapter 4

## Conclusions

One of our main results in $\$ 2$ is that the trimmed mean achieves minimax-optimal performance, up to constant factors, when the trimming parameter $k \approx \log (1 / \alpha)$ under different moment conditions.

Research direction 1. Higher dimensions: There has also been great interest in extending the trimmed means results to higher dimensions. In Lugosi and Mendelson, 2021, its statistical optimal performance is proved. Incidentally, that paper was inspired by an early version of this work. In this context, natural questions are the following.

1. Can we obtain better bounds?
2. Can we compute the trimmed means estimator in high dimensions?

Regarding the last question, Hopkins and Li in Hopkins and Li, 2019 suggest that this may be difficult or impossible. Settling this problem is perhaps the most interesting question regarding computationally efficient estimation of high-dimensional means.

Chapter $\S 3$ provides an estimator of the covariance matrix $\Sigma$ of random $d$-dimensional vector from an i.i.d. sample of size $n$. Our sole hypothesis is that this vector satisfies a bounded kurtosis (or $L^{4}-L^{2}$ equivalence) assumption over its one-dimensional marginals. Given this, we show that $\Sigma$ can be estimated from the sample with the same high-probability error rates that the sample covariance matrix achieves in the case of Gaussian observations. Our work leaves open important avenues for future research, which we outline following.

Research direction 2. Efficient algorithm: Our final estimator achieves the best possible
statistical performance. There has been progress progress on the computational side for the adversarial contamination and heavy-tailed data. However, many computational questions remain open. For instance, can we construct an optimal robust covariance matrix estimator under minimal assumptions that is computationally efficient?

Research direction 3. Linear Regression: Consider the problem of linear regression under adversarial contamination and heavy-tailed distribution. Assume also that sample size $n$ is smaller than the dimension $d$ assuming a sparse parameter. Using the mathematical techniques of the covariance matrix estimation in chapter $\$ 3$, can we develop an iterative algorithm that is able to achieve the optimal estimation rate in reasonable time complexity? Currently, I am working with Roberto Imbuzeiro Oliveira (IMPA) and Philip Thompson (Purdue University) in that problem.

## Appendix A

## A. 1 Some auxiliary technical results for Chapter $\S 2$

Lemma A. 1 (Upper tail concentration of order statistics). Let $U_{(1)} \leq U_{(2)} \leq \cdots \leq U_{(n)}$ be the order statistics of an i.i.d. Uniform $[0,1]$ random sample. Then for all $k \in[n]$ and $t>0$ :

$$
\begin{array}{r}
\mathbb{P}\left[U_{(k)}>\frac{(\sqrt{k-1}+\sqrt{t})^{2}}{n}\right]=\mathbb{P}\left[1-U_{(n-k+1)}>\frac{(\sqrt{k-1}+\sqrt{t})^{2}}{n}\right] \leq e^{-t} \\
\mathbb{P}\left[U_{(k)}<\frac{(\sqrt{k}-\sqrt{t})^{2}}{n}\right]=\mathbb{P}\left[1-U_{(n-k+1)}<\frac{(\sqrt{k}-\sqrt{t})^{2}}{n}\right] \leq e^{-2 t} \tag{A.2}
\end{array}
$$

Proof. The equality of the two probabilities in each line follows from the symmetry of the uniform distribution under the transformation " $u \mapsto 1-u$."

We will use two bounds for the binomial distribution proven in Okamoto, 1958, Theorems 3 and 4] (see also Boucheron et al., 2013, Exercise 2.13]): for all $c>0$,

$$
\begin{aligned}
& \mathbb{P}\left[\sqrt{\frac{\operatorname{Binomial}(n, \lambda)}{n}}<\sqrt{\lambda}-c\right] \leq e^{-c^{2} n} \\
& \mathbb{P}\left[\sqrt{\frac{\operatorname{Binomial}(n, \lambda)}{n}}>\sqrt{\lambda}+c\right] \leq e^{-2 c^{2} n}
\end{aligned}
$$

Now, for any $\lambda \in(0,1), U_{(k)}>\lambda$ if and only if the number of $i \in[n]$ with $U_{i} \leq \lambda$ is less than $k$. This gives:

$$
\forall \lambda \in(0,1): \mathbb{P}\left[U_{(k)}>\lambda\right]=\mathbb{P}\left[\sum_{i=1}^{n} \mathbb{I}\left\{U_{i} \leq \lambda\right\} \leq k-1\right]=\mathbb{P}[\operatorname{Binomial}(n, \lambda) \leq k-1] .
$$

For $\lambda \geq(k-1) / n$,
$\mathbb{P}[\operatorname{Binomial}(n, \lambda) \leq k-1]=\mathbb{P}\left[\sqrt{\frac{\operatorname{Binomial}(n, \lambda)}{n}}<\sqrt{\lambda}-\left(\sqrt{\lambda}-\sqrt{\frac{k-1}{n}}\right)\right] \leq e^{-(\sqrt{\lambda n}-\sqrt{k-1})^{2}}$.
Taking:

$$
\lambda=\frac{(\sqrt{k-1}+\sqrt{t})^{2}}{n}
$$

as in the statement of the Lemma gives us A.1). For A.2), we note that $U_{(n-k+1)}>1-\lambda$ if there are at least $k$ points $U_{i} \in[1-\lambda, 1]$. Using Okamoto, 1958, Theorem 3]:

$$
\mathbb{P}\left[\sum_{i=1}^{n} \mathbb{I}\left\{U_{i}>1-\lambda\right\} \geq k\right]=\mathbb{P}\left[\sqrt{\frac{\operatorname{Binomial}(n, \lambda)}{n}}>\sqrt{\lambda}+\left(\sqrt{\frac{k}{n}}-\sqrt{\lambda}\right)\right] \leq e^{-2(\sqrt{k}-\sqrt{\lambda n})^{2}}
$$

The choice of $\lambda=(\sqrt{k}-\sqrt{t})^{2} / n$ gives us A.2).

## A. 2 Technical lemmas for Chapter $\S 3$

Lemma A.2. The set of weight vectors $\Delta_{n, k}$ defined at the beginning of section 3.3 is the convex hull of

$$
\left\{\frac{\mathbf{1}_{S}}{n-k}: S \subset[n],|S|=n-k\right\}
$$

where $S \subset[n]$, and $\mathbf{1}_{S} \in\{0,1\}^{n}$ is the characteristic vector of $S$.
For prove this Lemma, we will need the following result:

Lemma A.3. Define the index set

$$
H:=\left\{i \in[n]: \lambda_{i}=\frac{1}{n-k}\right\}, \text { and } \mathcal{A}_{n, s}:=\left\{\frac{\mathbf{1}_{S}}{n-k}: S \subset[n],|S|=n-k\right\}
$$

where $S \subset[n]$ and $\mathbf{1}_{S} \in\{0,1\}^{n}$ are as in Lemma A. 2 above. Take $\lambda \in \Delta_{n, k} \backslash \mathcal{A}_{n, k}$. Then

1. $\# H<n-k$,
2. there exist $j_{1}$ and $j_{2} \in[n] \backslash H$ such that $j_{1} \neq j_{2}$.

Proof. We start the prove for the first item. Since,

$$
\sum_{i \in H} \frac{1}{n-k}=\sum_{i \in H} \lambda_{i} \leq \sum_{i \in[n]} \lambda_{i}=1
$$

Then, $\# H \leq n-k$. For proving the strict inequality, we assume $\# H=n-k$, then $\sum_{i \in H} \lambda_{i}=1$ implies $\lambda_{j}=0$ for $j \notin[n] \backslash H$. Therefore,

$$
\lambda=\frac{\mathbf{1}_{H}}{n-k} \in \mathcal{A}_{n, k}
$$

This contradicts our hypothesis about $\lambda$.
Consider now $\lambda_{i}=1 /(n-k)$ for $i \in H$, with $\# H \leq n-k-1, \sum_{i \in H} \lambda_{1}<1$, then $0<\lambda_{j_{1}}<$ $1 /(n-k)$ for some $j_{1} \notin H$. Then

$$
\sum_{i \in H \cup\left\{j_{1}\right\}} \lambda_{i}=\frac{\# H}{n-k}+\lambda_{j_{1}}<\frac{n-k-1}{n-k}+\frac{1}{n-k}=1
$$

It follows that $\exists j_{2} \in[n] \backslash\left(H \cup\left\{j_{1}\right\}\right)$.

Proof of Lemma A.2. Observe that $\Delta_{n, k}$ defined in Section 3.5 is a convex compact subset of $\mathbb{R}^{n}$ and it contains $\mathcal{A}_{n, k}$. Then, convex hull $\left(\mathcal{A}_{n, k}\right) \subset \Delta_{n, k}$.
Next, let us show the other inclusion. For this, we claim that

$$
\lambda \in \Delta_{n, k} \text { is a endpoint if and only if } \lambda \in \mathcal{A}_{n, k} \text {. }
$$

We use a proof by contraposition for the first direction, so assume that $\lambda \notin \mathcal{A}_{n, k}$. Take $\lambda \in$ $\Delta_{n, k} \backslash \mathcal{A}_{n, k}$. By Lemma A.3, we have $\lambda$ such that it has $\# H$ entries taking the value $1 /(n-k)$ and two entries: $\lambda_{j_{1}}$ and $\lambda_{j_{2}} \in(0,1 /(n-k))$. Then, take $\epsilon>0$ such that

$$
\begin{aligned}
& 0<\lambda_{j_{1}}-\epsilon<\lambda_{j_{1}}+\epsilon<1 /(n-k), \text { and } \\
& 0<\lambda_{j_{2}}-\epsilon<\lambda_{j_{2}}+\epsilon<1 /(n-k) .
\end{aligned}
$$

It follows $\lambda_{1}=\lambda+\epsilon e_{j_{1}}-\epsilon e_{j_{2}}$ and $\lambda_{2}=\lambda-\epsilon e_{j_{1}}+\epsilon e_{j_{2}}$ belong to $\Delta_{n, k}$. Furthermore, $\lambda_{1} \neq \lambda_{2}$ and $\lambda=\left(\lambda_{1}+\lambda_{2}\right) / 2$.
As a consequence, $\lambda$ is not an endpoint.
Conversely, let us fix $\lambda \in \mathcal{A}_{n, k}$. We claim that $\forall \lambda_{1}$ and $\lambda_{2} \in \Delta_{n, k}$ and $\forall \theta \in(0,1)$

$$
(1-\theta) \lambda_{1}+\theta \lambda_{2}=\lambda \text { implies } \lambda_{1}=\lambda_{2}=\lambda .
$$

In fact, $\lambda=\mathbf{1}_{S} /(n-k) \in \mathcal{A}_{n, k}$, then $\forall i \in S$,

$$
\lambda_{i}=\frac{1}{n-k}=(1-\theta) \lambda_{1, i}+\theta \lambda_{2, i} .
$$

Since $\lambda_{1}$ and $\lambda_{2} \in \Delta_{n, k}$, it follows $\lambda_{1, i} \leq 1 /(n-k)$ and $\lambda_{2, i} \leq 1 /(n-k)$. Then

$$
\begin{aligned}
\frac{1}{n-k} & =(1-\theta) \lambda_{1, i}+\theta \lambda_{2, i} \\
& =(1-\theta) \frac{1}{n-k}+\theta \frac{1}{n-k} \\
& =\frac{1}{n-k}
\end{aligned}
$$

Therefore, $\theta \neq 0,1$ implies $\lambda_{1, i}=1 /(n-k)$ and $\lambda_{2, i}=1 /(n-k)$. It follows that $\forall i \in$ $S, \lambda_{1, i}=\lambda_{2, i}=\lambda_{i}=1 /(n-k)$ and $\forall j \in[n] \backslash S, \lambda_{j}=0=(1-\theta) \lambda_{1, j}+\theta \lambda_{2, j}$. Hence, $\forall j \in[n] \backslash S, \lambda_{j}=0=(1-\theta) \lambda_{1, j}+\theta \lambda_{2, j}$ implies $\lambda_{1, j}=\lambda_{2, j}=0$.

The next Lemma show a bound to the probability that the event $\operatorname{Norm}(k)$ occurs.

## Lemma A.4.

$$
\mathbb{P}[\operatorname{Norm}(k)] \leq 1-\frac{e^{-k}}{6}
$$

Proof. We first claim that for any $k \in \mathbb{N} \backslash\{0,1\}$,

$$
\begin{equation*}
\mathbb{P}\left[\#\left\{i \in[n]:\left\|X_{i}\right\| \geq \sqrt{e \kappa}\left(\frac{n}{k}\right)^{\frac{1}{4}} \sqrt{\operatorname{tr}(\Sigma)}\right\}>k\right] \leq e^{-k-2} . \tag{A.3}
\end{equation*}
$$

Indeed, by the hypothesis of fourth-moment and the Minkowski's inequality,

$$
\left(\mathbb{E}\left[\left\|X_{1}\right\|^{4}\right]\right)^{\frac{1}{2}} \leq \kappa \operatorname{tr}(\Sigma)
$$

Therefore,

$$
\forall i \in[n], \lambda>0: \mathbb{P}\left[\left\|X_{1}\right\| \geq \sqrt{\kappa} \lambda \sqrt{\operatorname{tr}(\Sigma)}\right] \leq \frac{1}{\lambda^{4}}
$$

Now, consider for any $\lambda>0$ the probability that there exists a $S \subset[n]$ of cardinality $k+1$ such that $\left\|X_{i}\right\| \geq \lambda \sqrt{\kappa} \lambda \operatorname{tr}(\Sigma)$ for all $i \in S$

$$
P(\lambda):=\mathbb{P}\left[\#\left\{i \in[n]:\left\|X_{i}\right\| \geq \sqrt{\kappa} \lambda \sqrt{\operatorname{tr}(\Sigma)}\right\}>k\right] .
$$

Using a union bound, the probability above, $P(\lambda)$, is upper bounded by

$$
\sum_{|S|=k+1} \prod_{i \in S} \mathbb{P}\left[\left\|X_{i}\right\| \geq \sqrt{\kappa} \sqrt{\operatorname{tr}(\Sigma)}\right] \leq\binom{ n}{k+1} \frac{1}{\lambda^{4(k+1)}} \leq\left(\frac{e n}{(k+1) \lambda^{4}}\right)^{k+1}
$$

Taking

$$
\lambda^{*}:=\sqrt{e}\left(\frac{n}{k}\right)^{1 / 4}
$$

it follows

$$
P\left(\lambda^{*}\right) \leq\left(\frac{k e^{-1}}{k+1}\right)^{k+1} \leq e^{-(k+2)}
$$

Then, the claim follows. Finally, the union bound for $k, 2 k, \ldots$ gives

$$
\mathbb{P}\left[\bigcup_{j=1}^{\infty}\left\{\#\left\{i \in[n]:\left\|X_{i}\right\| \geq \sqrt{e \kappa}\left(\frac{n}{j k}\right)^{\frac{1}{4}} \sqrt{\operatorname{tr}(\Sigma)}\right\} \leq j k\right\}\right] \leq \sum_{j \geq 1} e^{-j k-2}=\frac{e^{-k}}{e^{2}-e^{2-k}}
$$

The RHS is bounded by $e^{-k} / 6$. Thus, the lemma follows.

Lemma A.5. Under Assumption 3.1, for all $k \in \mathbb{N} \backslash\{0,1\}$ :

$$
\mathbb{P}\left[\bigcap_{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \operatorname{Count}_{k}(M)\right] \geq 1-\frac{e^{-\left\lceil\left\lceil\frac{k j}{92}\right\rceil\right.}}{1-e^{-\left\lceil\frac{k j}{92}\right\rceil}}
$$

Proof. Our strategy will be to use the $\mathrm{g}_{M}$ construction in Definition 3.14 to pass to a counting event involving unit vectors. To start, we make the following claim.

Claim. For any $M \in \mathcal{D}\left(\mathbb{R}^{d}\right)$ and $B>0$,

$$
\sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, M X_{i}\right\rangle \geq B} \leq 24 \mathbf{E}_{\mathrm{g}_{M}}\left\{\sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq \frac{B}{2}}\right\}
$$

To see this, fix an index $i \in[n]$. Recall the spectral decomposition of $M=\sum_{s} \lambda_{s} \xi_{s} \xi_{s}^{T}$ as in Definition 3.14. Note that

$$
\mathbf{E}_{\mathrm{g}_{M}}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle\right)^{4}=\sum_{s=1}^{d} \lambda_{s}^{2}\left\langle X_{i}, \xi_{s}\right\rangle^{4}+6 \sum_{1 \leq s_{1}, s_{2} \leq d, s_{1} \neq s_{2}} \lambda_{s_{1}} \lambda_{s_{2}}\left\langle X_{i}, \xi_{s_{1}}\right\rangle^{2}\left\langle X_{i}, \xi_{s_{2}}\right\rangle^{2}
$$

In particular,

$$
\mathbf{E}_{\mathrm{g}_{M}}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle\right)^{4} \leq 6\left(\sum_{s=1}^{d} \lambda_{s}\left\langle X_{i}, \xi_{s}\right\rangle^{2}\right)^{2}=6\left\langle X_{i}, M X_{i}\right\rangle^{2}
$$

By the Paley-Zygmund inequality,

$$
\mathbf{P}_{\mathrm{g}_{M}}\left(\left\langle X_{i}, g_{M}\right\rangle^{2} \geq \frac{\left\langle X_{i}, M X_{i}\right\rangle}{2}\right) \geq \frac{1}{24}
$$

In particular, if $\left\langle X_{i}, M X_{i}\right\rangle \geq B$, then:

$$
\mathbf{P}_{\mathrm{g}_{M}}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle^{2} \geq \frac{B}{2}\right) \geq \mathbf{P}_{\mathrm{g}_{M}}\left(\left\langle X_{i}, \mathrm{~g}_{M}\right\rangle \geq \sqrt{\frac{\left\langle X_{i}, M X_{i}\right\rangle}{2}}\right) \geq \frac{1}{24}
$$

Therefore, for each $i \in[n]$ :

$$
\mathbf{1}_{\left\langle X_{i}, M X_{i}\right\rangle \geq B} \leq 24 \mathbf{E}_{\mathrm{g}_{M}}\left[\mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq \frac{B}{2}}\right],
$$

and the claim follows from summing over $i \in[n]$.
By the claim, we obtain that, $\forall M \in \mathcal{D}\left(\mathbb{R}^{d}\right)$ and $B>0$ :

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, M X_{i}\right\rangle \geq B} \leq 24\left\{\sup _{\|v\|=1} \sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq \frac{B}{2}}\right\} \tag{A.4}
\end{equation*}
$$

By choosing:

$$
B=B(k)=12 \sqrt{2 \kappa} \sqrt{\frac{n}{\left\lceil\frac{k}{92}\right\rceil}}\|\Sigma\|_{\mathrm{op}}
$$

it follows from Lemma 3.7 that

$$
\sup _{\|v\|=1} \sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, v\right\rangle^{2} \geq \frac{B}{2}} \leq \frac{k}{24}
$$

holds with probability at least $1-e^{\left.-\int \frac{r}{92}\right\rceil}$. Then

$$
\sup _{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)} \sum_{i=1}^{n} \mathbf{1}_{\left\langle X_{i}, M X_{i}\right\rangle \geq B(k)} \leq k
$$

with probability at least $1-e^{-\left\lceil\frac{k}{92}\right\rceil}$. If we now consider $k, 2 k, 3 k \ldots$, and take a union bound, we conclude:

$$
\begin{aligned}
{\left[\mathbb{U}_{j=1}^{\infty}\left(\bigcup_{M \in \mathcal{D}\left(\mathbb{R}^{d}\right)}\left\{\#\left(i \in[n]:\left|\left\langle X_{i}, M X_{i}\right\rangle\right| \geq B(j k)\right)>j k\right\}\right)\right] } & \leq \sum_{j \geq 1} e^{-\left\lceil\frac{k}{92}\right\rceil} \\
& \leq \frac{e^{-\left\lceil\frac{k}{92}\right\rceil}}{1-e^{-\left\lceil\frac{k}{92}\right\rceil}}
\end{aligned}
$$

This last event is precisely the complement of $\operatorname{Count}_{r}(M)$.
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[^0]:    ${ }^{1}$ The result in Minsker, 2018 assumes $2 \leq p \leq 3$ but the same argument works for any $p>1$.

