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Abstract

A limit linear series over a nodal curve naturally gives rise to a

structure called linked net of vector spaces. It is a quiver represen-

tation over a Zn-quiver, with properties that mimic the properties

coming from the geometry of limit linear series. To any exact linked

net of vector spaces g with finite support, we associate a scheme

LP(g), called the linked projective space, which is the space that

parametrizes sub-representations of dimension 1 of the linked net.

The main result is the following: if g is an exact linked net of vector

spaces with finite support over a Z2-quiver, then the scheme LP(g)
is pure dimensional and all its components are rational. We also

give an explicit description of the components using an equivalence

relation in the vertices of the base quiver and a structural theorem

that classifies all linked nets of vector spaces of dimension 1.

We use the main result to show that, for g with dimension 2, the

scheme LP(g) is a deformation of the diagonal inside a product of

projective spaces, thus they have the same Hilbert polynomial.

Keywords: limit linear series, linked nets of vector spaces,

linked projective space.
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Resumo

Uma série linear limite sobre uma curva nodal naturalmente dá

origem a uma estrutura chamada rede ligada de espaços vetoriais. É

uma representação de quiver sobre um Zn- quiver, com propriedades

que imitam as propriedades vindas da geometria das séries lineares

limite.

A toda rede ligada de espaços vetoriais ð com suporte finito,

associamos um esquema LP(g), chamado espaço projetivo ligado,

que é o espaço que parametriza sub- representações de dimensão 1

da rede ligada.

O principal resultado é o seguinte: se ð é uma rede ligada de

espaços vetoriais exata com suporte finito sobre um Z2-quiver, então

o esquema LP(g) é de dimensão pura e todas as suas componentes são

racionais. Também damos uma descrição expĺıcita das componentes

usando uma relação de equivalência entre os vértices do quiver de

base e um teorema de estrutura que classifica todos as redes ligadas

de espaços vetoriais de dimensão 1.

Usamos o resultado principal para provar que, para ð de di-

mensão 2, o esquema LP(g) é uma deformação da diagonal dentro

de um produto de espaços projetivos e, portanto, eles tem o mesmo

polinômio de Hilbert.

Palavras-chave: séries lineares limite, redes ligadas de espaços

vetoriais, espaços projetivos ligados.
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Introduction

The main goal of this thesis is to generalize results by Esteves and Osserman in

[1] and Santana in [2] to linked nets of vector spaces. As a consequence, we will

obtain results also for limit linear series over compact type curves with three

components. Linked nets of vector spaces are quiver representations that cap-

ture the linear nature of limit linear series. We then study the linked projective

schemes associated to them, which are generalizations of the schemes P(g) and
LP(g) studied in [1] and [2], respectively.

Let’s recall in more details what has been done in the theory so far.

Let X be a nodal curve with two smooth components Y and Z meeting at

the node P . For smooth curves we have the well known concept of a linear series

(or linear system in some books). A limit linear series is a way to generalize it

to non-smooth curves, like our curve X. Roughly speaking, a limit linear series

g over X is the data of two linear series, one over each of the components Y

and Z, that satisfy very natural compatibility conditions.

Actually, there have been at least two definitions of limit linear series. Eisen-

bud and Harris can be considered the fathers of the theory. Their paper [3] was

the first to introduce the concept in a formal way, relating limit linear series

with degeneration of curves. Meaning, we can consider X as the limit of a flat

family X −→ B and a limit linear series g over X is somehow the “limit” of

a linear series over the generic fiber Xη of X/B. As mentioned above, this g

is built of two linear series gY and gZ over Y and Z respectively, and satisfies

certain inequalities involving their vanishing orders at P . If one of the inequal-

ities is strict we say g is crude, otherwise it is refined. Eisenbud and Harris

also constructed a moduli space Gr,EH
d (X) for limit linear series of degree d and

dimension r over X. The set of refined ones is open.

The definition of limit linear series by Osserman is slightly different from

that by Eisenbud and Harris, but is a natural generalization. When passing to

9
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the limit, Eisenbud and Harris considered only the two linear series on X of

maximum degree over each component, Y and Z, whereas Osserman accounts

for all possible non-negative degrees. In [4], Osserman also constructed a moduli

space for his limit linear series, Gr,Oss
d (X), which behaves functorially better

than Gr,EH
d (X) and also contains the Eisenbud–Harris refined limit linear series

as an open set. The refined limit linear series are actually contained in another

open set in Osserman space, that of the exact ones.

In what follows, we consider Osserman’s concept of limit linear series.

Esteves and Osserman [1] considered the Abel map

Ad : Sd(X) −→ Pic(d,0)(X).

Given a line bundle of degree (d, 0) overX, say L ∈ Pic(d,0)(X), they constructed

a scheme P(g) ⊂ A−1
d (L), for each exact limit linear series g which has L as its

underlying line bundle. It parameterizes limits of divisors if g arises from a

degeneration.

The main result in [1] is that P(g) is reduced, connected, Cohen–Macaulay

of dimension r, where r is the rank of g. Also, P(g) can be embedded into

Pr × Pr and, inside this product, its Hilbert polynomial is the same as that

of the diagonal. Esteves and Osserman also proved that their construction is

compatible with one-parameter smooth deformations, that is, if g arises from a

degeneration, then P(g) is the degeneration of the projective space associated

to the generic linear series.

We point out that P(g) is defined as the Zariski closure of a particular subset

P(g)∗ of the symmetric product Sd(X). Passing to the closure is not a very

practical way of defining an object, because one can lose control of what appears

on the boundary.

Following Esteves’ and Osserman’s steps, Santana [2] generalizes the ideas

in [1] to a more functorial approach. Using works by Osserman on linked Gras-

samannians in [4] and [5] as theoretical ground base, he defined another scheme

associated to a limit linear series g over a nodal curve X, the linked projective

space LP(g). This scheme has some advantages. First, the definition is func-

torial, since it is based on the theory of linked Grassmannians. Second, LP(g)
is the Zariski closure of P(g)∗ inside the Hilbert scheme Hilbd(X). In other

words, we have a nicer compactification for P(g)∗. There is also an embed-

ding LP(g) −→
∏

Pr of the linked projective space into a product of projective

spaces.
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Santana proved the analogous results in Esteves–Osserman for linked pro-

jective spaces. For a limit linear series g of rank r, the scheme LP(g) is reduced,
connected, Cohen–Macaulay of dimension r and the Hilbert polynomial is the

same as that of the diagonal. It is also compatible with one-parameter smooth-

ing deformations.

All the results commented above were done for limit linear series over compact-

type curves X with two components. The work in this thesis started with the

idea to deal with limit linear series over compact type curves with three com-

ponents. Although Eisenbud and Harris had defined the notion of limit linear

series over compact-type curves with several components in [3], most of the the-

ory done so far is for nodal curves with two components. One reason for that, as

cited by Rizzo in [6], is to avoid “combinatorics”. But there are works on that

subject. For instance, Muñoz in [7] has proved that for compact type curves

with three components, the Hilbert polynomial of P(g) is the same as that of

the diagonal, if g is an exact limit linear series arising as the unique extension

of a refined one. In section 8.2 however we give an example of an exact limit

linear series whose scheme P(g) is not a degeneration of the diagonal.

Limit linear series over curves with two components give rise to quiver rep-

resentations (with certain properties, coming from the geometry of the subject),

where the quiver is very simple, as in Figure 1.

Figure 1: The base quiver for g of degree 3 over a two component curve

We can do the study of such g without considering the combinatorics of the

base quiver. When we pass to three components curves, the situation becomes

more complex. For a compact type curve with three components, the base

quiver of a limit linear series is now a grid in Z2 as shown in Figure 2.

In this situation, we can not avoid a little bit of combinatorics.

Also in [2], Santana introduced another concept associated to a limit linear

series: the concept of a linked chain of vector spaces. Certain chains arise from a

limit linear series: just keep the vector spaces, forgetting the bundles. Basically,

a linked chain is a quiver representation for the type of quivers in Figure 1 that

satisfies the same linear algebraic properties of those arising from limit linear

series. In fact, Santana’s LP(g) is defined for g being a linked chain of vector

spaces and all the results mentioned above are still valid.
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Figure 2: The base quiver for g of degree 4 over a compact type curve with
three components (all edges are double opposing arrows)

Given a special type of quiver Q we can define a linked net of vector spaces

as a representation of G satisfying certain conditions. The special quiver is what

we call a Zn-quiver. The quivers from Figures 1 and 2 are Z and Z2 quivers,

respectively. If g is a linked net of vector spaces over a Zn-quiver G, we can

define LP(g) simply as the scheme parameterizing subrepresentations of pure

dimension 1.

We focus on linked nets over Z2-quivers Q, because they are the objects

that arise in the study of limit linear series over compact type curves with

three components. In Theorem 7.1, we prove that the scheme LP(g) is pure

dimensional and all the components are birational to Pr. We also explicitly

describe its components. For every vertex d of Q, we define LP(g)d as the

closure of the open set LP(g)∗d of the subrepresentations (Iv) ∈ LP(g) generated
by Id. Theorem 3.1 guarantees the union of all these open sets LP(g)∗d is the

set of exact points. By Proposition 7.6, the non-exact points of LP(g) are in

the intersection of the LP(g)d. Therefore, the set of exact points of LP(g) is the
non-singular locus.

If the dimension of g is 2, we prove that LP(g) is a flat deformation of the

diagonal, hence we know its Hilbert polynomial. This result is a consequence of

the characterization of subschemes of (P1)n with the same Hilbert polynomial

as the diagonal by Cartwright and Sturmfels [8].

We also deal with the concept of a simple basis of a linked net. Roughly

speaking, it is a set of vectors that forms a basis for the vector space associated

to each vertex of the quiver, and diagonalize all maps of the representation at the

same time. In general, it is a stronger condition than exactness (see Proposition

5.1), though for linked chains as in Figure 1, they are equivalent, as we prove in
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Proposition 5.3. For general linked nets, there are exact ones that do not admit

simple bases (see the example in Section 8.2).

We also study the scheme P(g) for linked nets of vector spaces with finite

support in N3(≤ d). Here we also see the importance of working under the

hypothesis of there being a simple basis. We have an example in Section 8.2 of

a g which is exact, but does not admit a simple basis and his associated scheme

P(g) does not have the Hilbert polynomial of the diagonal. In fact, it does

not even have the same Chow class of the diagonal. We developed a practical

algorithm to calculate the Chow class of P(g) in terms of certain numerical data

associated to g (see Theorem 6.1).

Here is the structure of this thesis.

In Chapter 1 we review the classical theory of limit linear series introduced

by Eisenbud and Harris and modified by Osserman; we also comment the results

by Esteves and Osserman on P(g) and of Santana on LP(g).

Chapter 2 is where we generalize the concepts and ideas presented in Chapter

1 to the context of compact type curves with several components. In summary,

let C denote a nodal and connected curve with n+1 componentsX0, X1, . . . , Xn.

Let X −→ B be a regular smoothing for C, Lη be a line bundle on the generic

fiber Xη and d its degree. We can consider the twisted line bundle

L ⊗OX (a0X0 + · · ·+ anXn).

Denote by Ld the extension of Lη whose restriction to C has multi-degree d. If

we twist Ld by

D =

n∑
i=0

aiXi

we will get another extension Le. If we let vi denote the multi-degree of OX (Xi)

over C for i = 0, . . . , n, then

e = d+

n∑
i=0

aivi.

Twisting by OX (D) gives us a natural map

φd
e = φ

d
D : Ld −→ Le
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Consider now the sheaves Ld := Ld
C
. The map Ld → Le induces the map

φd
e = φ

d
D : Ld −→ Le.

Let Vη ⊂ H0(Xη,Lη). For each extension Ld of Lη there exists an extension

Vd ⊆ H0(X ,L) of Vη, given by

Vd := Vη ∩H0(X ,Ld).

For each D =
∑

aiXi with min(ai) = 0, the map φ
d
D induces the map

φd
e = φ

d
D : Vd −→ Ve,

where e := D · d. Letting Vd be the image of Vd by the restriction map

H0(X ,Ld) −→ H0(C,Ld) for each d, the above map induces the map

φd
e = φ

d
D : Vd −→ Ve.

In the end of the day, we have the data consisting of line bundles Ld on C

and vector spaces Vd ⊂ H0(C,Ld) “linked” by maps Ld −→ Le, which induce

maps Vd −→ Ve. That’s what we call a limit linear series over C.

In Chapter 3 we introduce the Zn-quivers and the linked nets of vector

spaces. Let Q be a quiver, G its set of vertices and A its set of arrows. Let

n ∈ N. A Zn-structure on Q is a decomposition of A in subsets A0, . . . , An

satisfying the following three properties:

1. For each vertex of Q and each i = 0, . . . , n there is a unique arrow in Ai

leaving the vertex.

For each path γ in Q let γ(i) be the number of arrows of Ai it contains. If

γ(i) = 0 for some i then γ is called admissible.

2. For each two distinct vertices v1, v2 ∈ G there is an admissible path γ in

Q connecting v1 to v2.

3. Two paths γ1 and γ2 in Q have the same initial and final vertices if and

only if γ1(i)− γ2(i) is constant for i ∈ {0, . . . , n}.

A quiver with a Zn-structure is called a Zn-quiver.

Let Q be a Zn-quiver, G its vertex set and A its arrow set. Let A0, . . . , An

be a decomposition of A giving Q a Zn-structure. A linked net of vector spaces
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is a quiver representation of Q of pure dimension satisfying the following three

additional properties:

1. If γ1 and γ2 are two admissible paths connecting the same two vertices

then φγ1 = φγ2 .

2. If γ is a non-admissible path then φγ = 0.

3. If γ1 and γ2 are two simple admissible paths leaving the same vertex such

that γ1(i) = 0 or γ2(i) = 0 for every i then Ker(φγ1) ∩Ker(φγ2) = 0.

In Chapter 4 we prove the main results concerning the structure of linked

nets of dimension 1 over Z2-quivers:

Theorem 4.1. Let g be a linked net of vector spaces of dimension 1 with finite

support over a Z2-quiver. Then g is generated (perhaps not minimally) by a

triangle, i.e., three vertices, pairwise adjacent.

We describe in details all possible configurations for exact and non-exact

linked nets of vector spaces of dimension 1. The exact ones are generated by a

single vertex. The non-exact ones can be generated by a pair of adjacent vertices

(there are three configurations on that case) or a triple of pairwise adjacent

vertices (there are two configurations on that case). If one drop the assumption

that the linked net has finite support, a “infinite corridor” configuration is also

possible, where we can say that the generator is “at infinity”.

Chapter 5 is dedicated to the study of simple bases.

Let g be a linked net of vector spaces of dimension r over a Zn-quiver with

vertex set G. A simple basis for g is a collection of r vertices w1, . . . , wr and r

vectors si ∈ Vwi
for i = 1, . . . , r, such that:

{s1
Vw

, . . . , sr
Vw

} is a basis for Vw ∀w ∈ G.

We have two important results about simple basis:

Proposition 5.1. Let g be a linked net of vector spaces over a Zn-quiver. If g

has a simple basis, then g is exact and has finite support.

And a partial converse for n = 1:

Proposition 5.2. Let g be a linked chain of vector spaces of dimension r. Then

the following statements are equivalent:

a) g admits a simple basis.

b) g is exact of finite support.
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In Chapter 6 we focus on the scheme P(g) and prove the validity of the

algorithm that allows us to calculate its Chow class. Our result is:

Theorem 6.1. Let g be an exact linked net of vector spaces of dimension r+1

over the standard Z2-quiver with finite support on N2(≤ d). Let d ∈ N2(≤ d).

Let i, j, k be integers satisfying i + j + k = 2r and 0 ≤ i, j, k ≤ r. Then the

term hi
0h

j
1h

k
2 appears in the expression of the class

[
P(g)d

]
in the Chow ring of

Pr × Pr × Pr (and then with coefficient 1) if and only if the following relations

are true:

p
d
Y+Z ≤ i, p

d
X ≤ r − i,

p
d
X+Z ≤ j, p

d
Y ≤ r − j,

p
d
X+Y ≤ k, p

d
Z ≤ r − k.

The study of LP(g) is done in Chapter 7, where we prove the main structural

theorem and the results on the Hilbert polynomial. The main theorem of this

thesis is:

Theorem 7.1. Let g be an exact linked net of dimension r+1 with finite support

over a Z2-quiver. Then the scheme LP(g) is of pure dimension r, and all of its

irreducible components are rational. More precisely, the components are the

non-empty schemes LP(g)v and there is a one to one correspondence between

the components of LP(g) and the equivalence classes of g. Furthermore, the set

of exact points of LP(g) is its nonsingular locus.

For dimension 2, we were able to calculate the Hilbert polynomial:

Theorem 7.2. Let g be a linked net of vector spaces of dimension 2 over a

Z2-quiver. Let H be a finite set of vertices supporting g such that P (H) = H.

Then

LP(g) ⊂
∏
v∈H

P(Vv)

is a connected union of projective lines, Z1∪· · ·∪Zm, with the following property:

for each v ∈ H there is a unique j ∈ {1, . . . ,m} such that the projection Zj −→
P(Vv) is an isomorphism. Furthermore, LP(g) is a degeneration of the diagonal

and the multivariate Hilbert polynomial of LP(g) is

P (t1, . . . , tN ) = 1 + t1 + · · ·+ tN ,

where N := #H.

Finally, Chapter 8 is a collection of examples.



Chapter 1

Limit linear series

1.1 The notion of limit linear series

All schemes in this thesis are over a characteristic zero algebraically closed field.

From now on, C will be a smooth connected projective curve of genus g. A

linear series on C of degree d and rank r is a pair g = (L, V ), where L is a line

bundle over C of degree d and V ⊂ H0(C,L) is a (r + 1)-dimensional space of

global sections of L.

Linear series are well known objects. Each rank r linear series g over C gives

rise to a rational map C 99K Pr. The map is not defined at the so called base

points; the set of base points is a finite subset of C. There is a projective moduli

space Gr
d(C) parametrizing linear series on C of rank r and degree d.

A profound result about linear series is the Brill–Noether Theorem.

Theorem 1.1. (Brill–Noether) A general smooth connected projective curve

C admits a linear series of rank r and degree d if, and only if

ρ(g, d, r) := (r + 1)(d− r)− gr ≥ 0.

Moreover, if that’s the case, the moduli space Gr
d(C) is of pure dimension

ρ(g, d, r).

As Esteves explains in his notes [9] the proof given by Brill and Noether was

incomplete. Decades later, the “if” part was independently proved by Kempf

and by Kleiman and Laksov. For the “only if” part, Severi suggested a de-

generation argument, based on ideas by Castelnouvo. The idea is to consider

17
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a family of smooth curves degenerating to a general rational nodal curve X0.

Severi thought that if linear series of a certain rank and degree existed on the

smooth curves in the family, then linear series of the same kind would exist on

X0, by a passage to the limit. That was not necessarily true, though.

This idea was improved by Griffiths and Harris and, later on, Eisenbud and

Harris observed that the argument could be simplified if one considered degen-

erations to rational cuspidal curves. They also noted that one could replace the

irreducible cuspidal curve by a semi-stable model of it: a rational line with an

elliptic tail attached to each cusp in the original curve. As Eisenbud and Harris

pointed out in their article [3], in order to study smooth curves by using de-

generations to reducible curves, one should understand what happens to linear

series in the course of such degeneration. That was the driving motivation to

start a theory of limit linear series.

Roughly speaking, a limit linear series somehow generalizes the concept of

linear series to singular curves. Through the last decades, a few slightly different

definitions came out. We will make a brief description of these approaches.

1.1.1 Eisenbud and Harris approach

The ideia of dealing with limit linear series goes back to work by Eisenbud and

Harris in the eighties. Their techniques are so powerful they were able to prove

results on existence of Weierstrass points of certain types and enumeration of

limit linear series, to name a few. See their paper [3] for more details.

We will consider X = Y ∪Z to be a singular curve with two smooth compo-

nents Y and Z intersecting at the only singular point P = Y ∩Z, which we will

ask to be a node. This theory also works with more general singular curves, but

here we will focus on that type, for simplicity.

Definition 1.1. Let X be a nodal curve with smooth components Y and Z

meeting transversally at P . A regular smoothing of X is a flat and projective

map π : X −→ B, where B is the spectrum of a discrete valuation ring with

algebraically closed residue field, X is regular, the generic fiber of π is smooth

and the special fiber is isomorphic to X.

Now we fix a regular smoothing X −→ B of X. Being X regular, we have

that Y and Z are Cartier divisors of X ; actually, every Cartier divisor of X
supported in X is a linear combination of Y and Z. But OX (Y +Z) ∼= OX , so it

is enough to look at the divisors that are multiples of one component. Also, given
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an invertible sheaf Lη on the fiber Xη, there is an invertible extension L over

X . The extension is not unique. Indeed, for each i ∈ Z, L(iY ) := L ⊗ OX (iY )

is also an extension of Lη and these are all the invertible extensions.

When we specify the degree of L on Y and Z, we have uniqueness. For each

linear series (Lη,Vη) over Xη of degree d and rank r, there is a collection of

extensions (Li,Vi) on X , where Li is characterized by having bi-degree (d− i, i)

on X, meaning that the restriction of Li to Y has degree d − i and to Z has

degree i.

What Eisenbud and Harris did was to consider just the extremal degree

linear series (L0,V0) and (Ld,Vd). More precisely, they considered the restricted

sheaves LY = L0
Y
and LZ = Ld

Z
, as well as V Y = V0

Y
and V Z = Vd

Z
. In this

way we have two linear series of degree d over the components of X: (LY , V Y )

over Y and (LZ , V Z) over Z. This concept first appeared in their article [3].

In summary, we started with a linear series (Lη,Vη) on the generic fiber of the

family X −→ B and we obtained a “limit linear series”: {(LY , V Y ), (LZ , V Z)}
on the limit of the family, i.e., on the special fiber X.

The objects that arise this way satisfy a crucial property, as the following

proposition asserts:

Proposition 1.1. With the terminology and notation above, if ϵYi , ϵ
Z
i are the

orders of vanishing at P = Y ∩Z of (LY , V Y ) and (LZ , V Z), in increasing order,

then, for each i = 0, . . . , r:

ϵYi + ϵZr−i ≥ d

Considering all that was explained above, we take that property to formally

define a limit linear series a la Eisenbud and Harris:

Definition 1.2. Let X be a nodal curve with two smooth components Y and

Z meeting at the only node P . A limit linear series on X of degree d and rank

r is a pair g = {(LY , V Y ), (LZ , V Z)}, where (LY , V Y ) and (LZ , V Z) are linear

series of degree d and rank r on Y and Z, respectively, satisfying the condition:

ϵYi + ϵZr−i ≥ d ∀ i = 0, . . . , r,

where ϵYi (resp. ϵZi ) are the orders of vanishing of (LY , V Y ) (resp. (LZ , V Z))

at P .

If all inequalities are equalities, then we say g is refined. Otherwise, it is

called crude.
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There is a moduli space Gr,EH
d (X) which parametrizes such objects, the

Eisenbud–Harris limit linear series scheme of X. It is a projective subscheme of

Gr
d(Y )×Gr

d(Z). The refined limit linear series form an open set.

1.1.2 Osserman’s approach

Years later, Osserman came up with a different approach to the subject. Instead

of looking only at the “extremal degrees” (d, 0) and (0, d), Osserman’s concept

of limit linear series considers all possible bidegrees (d− i, i) for i = 0, . . . , d.

We start, as before, with a regular smoothing π : X −→ B of X and a linear

series (Lη,Vη) of degree d and dimension r + 1 over the generic fiber Xη. It

gives rise to a sequence of extensions (Li,Vi) over X such that the restrictions

of Li to Y and to Z have degrees d− i and i, respectively, for each i = 0, . . . , d.

Since Li+1 = Li(Y ), we have a natural morphism

Li −→ Li+1

In the other direction, we have:

Li+1 = Li(Y ) ∼= Li(−Z) −→ Li.

These maps of sheaves induce maps on the global sections, which induce maps

on the modules:

φi : Vi −→ Vi+1 and φi : Vi+1 −→ Vi

The sheaf Li = Li
X

is determined by its restrictions to Y and Z. The

following identifications hold:

Li
Z
= L0(iY )

Z
∼= L0

Z
(iP ) (1.1)

Li
Y
= L0(−iZ)

Y
∼= L0

Y
(−iP ) (1.2)

Considering that Li ⊂ L0
Y
⊕ Ld

Z
, we can view the map Li −→ Li+1 as

induced by the zero map on L0
Y

and the projection of the canonical inclusion

on Ld
Z
. Analogously for Li+1 −→ Li. Let Vi be the image of Vi by the

restriction map H0(X ,Li) −→ H0(X,Li). We have that Vi is mapped into

Vi+1 and vice-versa.

To present our new definition, we focus on the curve X and we pick up an
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invertible sheaf L of bidegree (d, 0) on X. For each i, we define the sheaf Li,

whose restrictions to Y and Z are L
Y
(−iP ) and L

Z
(iP ), respectively. There

are morphisms:

φi : Li −→ Li
Z
= Li+1

Z
(−P ) −→ Li+1

φi+1 : Li+1 −→ Li+1
Y
= Li

Y
(−P ) −→ Li

And the relations hold: φi ◦ φi+1 = 0 and φi+1 ◦ φi = 0.

Now we can define a limit linear series a la Osserman.

Definition 1.3. A limit linear series g = (L, V0, . . . , Vd) of degree d and rank

r over X is the data consisting of an invertible sheaf L on X of bidegree (d, 0)

and a collection of (r + 1)-dimensional vector spaces Vi ⊂ H0(X,Li) such that

φi(Vi) ⊂ Vi+1 and φi+1(Vi+1) ⊂ Vi.

We denote by V Y
i (respectively, V Z

i ) the subspace of Vi of sections that

vanish on Y (respectively, on Z). They are the kernels of the maps Vi −→ Vi−1

and Vi −→ Vi+1, respectively.

We say that g is exact when for every i:

Im(Vi −→ Vi+1) = V Y
i+1 = Ker(Vi+1 −→ Vi)

Im(Vi+1 −→ Vi) = V Z
i = Ker(Vi −→ Vi+1).

Remark 1.1. It is important to point out that every limit linear series g on X

arising as a limit of a linear series (Lη,Vη) on the generic fiber Xη of a regular

smoothing X −→ B of X is exact. See Esteves–Osserman [1].

The definition above can be reformulated in the language of quiver repre-

sentations. We briefly recall this concept.

Definition 1.4. A quiver Q = (V,E, s, t) is the data consisting of:

• a set V , called the set of vertices;

• a set E, called the set of arrows;

• a map s : E −→ V thought as sending an arrow to its starting (or initial)

vertex;

• a map t : E −→ V thought as sending an arrow to its terminal (or final)

vertex.
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A quiver is finite if both V and E are finite.

There is thus a natural map (s, t) : E −→ V × V associated to a quiver

Q = (V,E, s, t). The quivers we study are such that (s, t) is injective, and thus

E can be presented as a subset of V ×V . When (s, t) is a bijection, we say that

Q is the complete quiver with vertices in V .

Example 1.1. Consider the quiver N(d) = (V,E, s, t) where

• V = {0, 1, 2, . . . , d},

• E = {(0, 1), (1, 2), . . . , (d− 1, d)} ∪ {(d, d− 1), . . . , (2, 1), (1, 0)} ⊂ V × V .

A pictorial representation of this quiver for d = 3 is shown in the figure

below:

Definition 1.5. Fix a field k and let Q = (V,E, s, t) be a quiver. A represen-

tation q = (Vi, φα)i∈V,α∈E of Q is the assignment of a k-vector space Vi to each

vertex i ∈ V and a k-linear map φα : Vs(α) −→ Vt(α) to each arrow α ∈ E.

A representation q is said to be finite-dimensional if each Vi is finite-dimensional.

Remark 1.2. With this terminology in mind, we see that a limit linear series

g on X of degree d is a representation of the quiver in Example 1.1.

There is also a moduli space Gr,Oss
d (X) which parametrizes limit linear series

(a la Osserman) of rank r and degree d over X. There is an obvious forgetful

map

Gr,Oss
d (X) −→ Gr

d(Y )×Gr
d(Z)

that takes g = (L, V0, . . . , Vd) to ((L0
Y
, V0

Y
), (Ld

Z
, Vd

Z
)). This map induces

a surjective morphism

Gr,Oss
d (X) −→ Gr,EH

d (X).

This map is actually an isomorphism over the open subscheme of refined limit

linear series. It is also true that if X is general, then the exact limit linear series

g over X form a dense open subset of Gr,Oss
d (X). All these results are proved

in [4].



1.2. ESTEVES–OSSERMAN RESULT 23

1.2 Esteves–Osserman result

In their paper [1], Esteves and Osserman have found a relation between limit

linear series g over nodal cuves with two components and the fibers of a certain

Abel map. They described a closed subscheme P(g) of the fiber and proved it

is, in a sense which will be made precise below, a degeneration of the diagonal.

This allows them to calculate the multivariate Hilbert polynomial of P(g).

Recall our curve X = Y ∪ Z with P = Y ∩ Z. For each d > 0 there is the

Abel map:

Ad : S
d(X) −→ Picd(X)

where Sd(X) is the d-th symmetric product of X and Picd(X) parametrizes

equivalence classes of line bundles of total degree d. Two line bundles L1 and

L2 are equivalent if there exists an integer j such that L1
Y

∼= L2
Y
(−jP ) and

L1
Z
∼= L2

Z
(jP ).

This Ad is constructed in the following way: given a 0-cycle D on X of

degree d, write D = DY +DZ , where DY and DZ are 0-cycles supported in Y

and Z respectively. The image of D by Ad is the class of the line bundle on

X whose restrictions to Y and Z are OY (DY ) and OZ(DZ), respectively. This

definition does not depend on the way we write D as DY +DZ .

A point of Picd(X) has a unique representative L of degree d on Y and

degree 0 on Z. Let Li be the twists defined as in Equations (1.1) and also set

Γi
Y := Γ(Y, Ld−i

Y
) and Γi

Z := Γ(Z,Li
Z
), for each i = 0, . . . , d. By sending the

class of a non-zero section s to the 0-cycle div(s) we get closed embeddings

P(Γi
Y ) −→ Si(Y )

P(Γi
Z) −→ Si(Z).

There is also a natural embedding

Sd−i(Y )× Si(Z) −→ Sd(X)

which sends a pair of 0-cycles to their sum. Therefore we can consider the

composition

P(Γd−i
Y )× P(Γi

Z) −→ Sd−i(Y )× Si(Z) −→ Sd(X).

The union of the images of all these maps for i ∈ {0, . . . , d} is precisely the fiber
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over the class of L of the Abel map Ad. So, if we forget the embeddings and

abuse notation, we can write

A−1
d (L) =

d⋃
i=0

P(Γd−i
Y )× P(Γi

Z).

Sending a 0-cycle D to D + P will give us inclusions

Si(Y ) −→ Si+1(Y )

Si(Z) −→ Si+1(Z).

These inclusions take P(Γi
Y ) inside P(Γ

i+1
Y ) and P(Γi

Z) inside P(Γ
i+1
Z ). So, again

abusing notation, we have chains of subschemes:

P(Γ0
Y ) ⊂ P(Γ1

Y ) ⊂ · · · ⊂ P(Γd
Y ) ⊂ Sd(Y )

P(Γ0
Z) ⊂ P(Γ1

Z) ⊂ · · · ⊂ P(Γd
Z) ⊂ Sd(Z).

So, we can consider the fiber A−1
d (L) inside P(Γd

Y )× P(Γd
Z) instead of Sd(X).

To each limit linear series g = (L, V0, . . . , Vd) of degree d on X, Esteves and

Osserman constructed a subscheme P(g) ⊂ Sd(X) which actually lies on the

fiber over the class of L ∈ Picd(X), in the following way: Consider

V ∗
i = {s ∈ Vi | s

Y
̸= 0 and s

Z
̸= 0}.

Then P(g) is defined as the closure of

P(g)∗ =
d⋃

i=0

{Z(s) | s ∈ V ∗
i } ⊂ Sd(X)

with the reduced scheme structure. Here, Z(s) denotes the zero-divisor of s.

We set P(g)i to be the closure of {Z(s) | s ∈ V ∗
i }. We can think of P(g)i as

the closure of the image of the rational map

P(Vi) 99K P(V0)× P(Vd).

This map is not defined precisely on P(V Y
i ) ∪ P(V Z

i ).

In other words, we look at the image of each Vi into the extremal spaces V0

and Vd. We will use this interpretation later to generalize P(g) to curves with
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three components.

Esteves and Osserman obtained a good description of P(g):

Theorem 1.2. If g = (L, V0, . . . , Vd) is an exact limit linear series on X of

degree d and rank r, then P(g) is reduced, connected, Cohen–Macaulay of pure

dimension r, and has Hilbert polynomial

P (s, t) =

(
s+ t+ r

r

)
in P(V0)×P(Vd). It is also a flat degeneration of the diagonal ∆ ⊂ P(V0)×P(Vd).

In particular, [P(g)] = [∆] in the Chow ring A(P(V0)× P(Vd)).

The full proof can be read in [1]. It depends on an important result, which

appears in the following lemma:

Lemma 1.1. If g = (L, V0, . . . , Vd) is an exact limit linear series of rank r,

then there exist indices i0 ≤ i1 · · · ≤ ir and sections sj ∈ Vij that satisfy the

following properties:

1. for each i ∈ {0, . . . , d}, the set {sj | ij = i} forms a basis to Vi/(V
Y
i ⊕V Z

i );

2. the iterated images of all the sj in each Vi form a basis of Vi.

The set {s0, . . . , sr} is what we call a simple basis for g. The converse holds,

in fact: if g has a simple basis, then g must be exact. See Lemma 5.1 on Page 78

for a proof of this fact in a quite more general context.

Esteves and Osserman also studied the behavior of the scheme P(g) in regular

smoothing families X/B. We start with a linear series (Lη, Vη) of degree d on

the generic fiber Xη. As observed before, it induces an exact limit linear series

g = (L, V0, . . . , Vd) on X, which we think of the limit of the linear series (Lη, Vη).

The result in [1] is:

Theorem 1.3. Let X −→ B be a regular smoothing of X and (Lη, Vη) a linear

series over the generic fiber Xη of degree d and rank r. Let g be the limit of

(Lη, Vη). Let also P(Vη) be the closure of P(Vη) inside the relative symmetric

product Sd(X/B). Then P(g) = Sd(X) ∩ P(Vη).
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1.3 Linked Grassmannians and linked projective

spaces

We first introduce the concept of a linked chain of vector spaces. These objects

arise naturally in the study of limit linear series over curves with two compo-

nents. Later on, when we focus on more general curves, a new concept will

appear, which will generalize linked chains.

Definition 1.6. A linked chain of vector spaces (l.c.v.) of degree d is a collection

g of vector spaces Vi for i = 0, . . . , d and linear maps φi : Vi −→ Vi+1 and

φi : Vi −→ Vi−1 between them such that for each i:

a) φi+1 ◦ φi = 0 and φi ◦ φi+1 = 0,

b) Ker(φi+1 ◦ φi) = Ker(φi) and Ker(φi ◦ φi+1) = Ker(φi+1),

c) Ker(φi) ∩Ker(φi) = 0.

If dim Vi = r + 1 for each i = 0, . . . , d, we say that g is pure dimensional of

dimension r + 1.

We say that g is exact if it is pure dimensional and for each i = 0, . . . , d− 1

Im(φi) = Ker(φi+1),

Im(φi+1) = Ker(φi).

Before moving further, we will establish some notation. If j > i, denote by

φi−→j the composition φj−1 ◦ φj−2 ◦ · · · ◦ φi+1 ◦ φi. If j < i, denote by φi−→j

the composition φj+1 ◦ φj+2 ◦ · · · ◦ φi−1 ◦ φi. In any case, using Condition b)

and induction, we see that Ker(φi−→j) = Ker(φi) for j < i and Ker(φi−→j) =

Ker(φi) for j > i.

Example 1.2. Of course, a limit linear series of degree d (on X) gives rise to a

linked chain of vector spaces of degree d. The definition of a l.c.v. captures the

linear properties of a l.l.s.

Santana characterized in [2] all l.c.v. of pure dimension 1:

Proposition 1.2. (Santana) Let g = (Ii, φ
i, φi) be a linked chain of vector

spaces of pure dimension 1 and degree d.

1. If g is exact, then there exists an index i0 such that Ij = φi0−→j(Ii0) for

every j = 0, . . . , d.
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2. If g is not exact, then there exists i0 < d such that Ij = φi0−→j(Ii0) for

j = 0, . . . , i0 − 1 and Ij = φi0+1−→j(Ii0+1) for j = i0 + 2, . . . , d.

Putting in simple words, if g is exact, then it is generated by only one index.

If g is not exact, it is generated by two consecutive indexes. In Theorem 4.2 we

will see the analogous result for linked nets in Z2.

We will make this study a little more functorial. Let E be a vector bundle

over a scheme S. Denote by G(s, E/S) the relative Grassmannian of subspaces

of the fibers of E/S of dimension s and P(E/S) = G(1, E/S).
We will define the linked Grassmannian functor LG. For this, consider

locally free sheaves E1, . . . , En of rank r over an integral and Cohen–Macaulay

scheme S. Fix bundle maps fi : Ei −→ Ei+1 and gi : Ei+1 −→ Ei. For each

positive integer s ≤ r, define the functor

LG = LG(s, {Ei}, {fi, gi}) : SchS −→ Set

which associates to each S-scheme T the set of sub-bundles Vi ⊂ Ei,T of rank s

satisfying fi,T (Vi) ⊂ Vi+1 and gi,T (Vi+1) ⊂ Vi, for all i = 1, . . . , n.

We say that the data (Ei, fi, gi) is exact when:

1. ∀i, ∃t ∈ OS such that fi ◦ gi and gi ◦ fi are multiplication by t;

2. if t(x) = 0, then Ker(fi(x)) = Im(gi(x)) and Ker(gi(x)) = Im(fi(x));

3. ∀x ∈ S, Im(fi(x)) ∩Ker(fi+1(x)) = 0 and Im(gi+1(x)) ∩Ker(gi(x)) = 0.

Proposition 1.3. The functor LG(r, {Ei}, {fi, gi}) is represented by a projec-

tive scheme LG over S of relative dimension r(d−r), which is naturally a closed

subscheme of a product of relative Grassmannians over S. Moreover, if the data

(Ei, fi, gi) is exact, then LG is Cohen–Macaulay and flat over S.

Proof. See Lemma A.3 in [4] and Theorem 4.1 in [5]

Let g = (V0, . . . , Vd, φ
i, φi) be a l.c.v. and S a k-scheme. A family of sub-

l.c.v. of pure dimension s over S inside g is a collection

Wi ⊂ Vi ⊗OS

of locally free sheaves of rank s over S with locally free quotients and compatible

with the maps: φi(Wi) ⊂ Wi+1 and φi+1(Wi+1) ⊂ Wi.
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If S = Spec(k), then we define the linked projective space associated to g:

LP(g) := LG(1, {Vi}, {φi, φi}).

If g is exact of dimension r, LP(g) is reduced, Cohen–Macaulay of pure

dimension r.

In addition, there is a natural inclusion

LP(g) −→
d∏

i=0

P(Vi)

The main result concerning these objects in [2] is:

Proposition 1.4. Let g = (V0, . . . , Vd, φ
i, φi) be an exact linked chain of vec-

tor spaces of pure dimension r and degree d. Then the multivariate Hilbert

polynomial of LP(g) ⊂
∏

P(Vi) is

P (t0, . . . , td) =

(
t0 + · · ·+ td + r

r

)
Santana, in fact, did more. He showed that the set of exact points

LP(g)∗ =

d⋃
i=0

LP(g)∗i

is an open dense set, and

LP(g)∗i = {(Ij , φj , φj) ∈ LP(g) | Ij is the image of Ii ∀j}

is nonsingular for every i. These open sets are pairwise disjoint. Each LP(g)i,
the closure of LP(g)∗i , is reduced, nonsingular and one of the irreducible com-

ponents of LP(g). The intersection LP(g)i ∩ LP(g)j is non-empty if and only if

|i− j| = 1 and, in this case, LP(g)i ∩ LP(g)i+1 is the set of (Ij , φ
j , φj) ∈ LP(g)

such that φi−→j(Ii) = Ij if j < i and φi+1−→j(Ii+1) = Ij if j > i + 1. By the

characterization in Proposition 1.2, these are all the non-exact points. Hence,

the set of exact points LP(g)∗ is the nonsingular locus of LP(g).



Chapter 2

Limit linear series:

generalization

The aim of this chapter is to generalize Osserman’s limit linear series to nodal

curves. As we have mentioned in Chapter 1, Eisenbud and Harris have defined

limit linear series over curves of compact type, but they only considered the

extremal degrees. Here we describe an approach closer to Osserman’s.

2.1 Nodal curves

First, we introduce certain quivers. Let d and n be positive integers. Set

Zn+1(d) := {(d0, d1, . . . , dn) ∈ Zn+1 | d0 + · · ·+ dn = d},

Nn+1(d) := {(d0, d1, . . . , dn) ∈ Zn+1(d) | di ≥ 0,∀i}.

Let v0, . . . , vn ∈ Zn+1(0) such that their sum is zero and any proper subset of

them is linearly independent over Q. Let d ∈ Zn+1(d). We associate to these

data a quiver Q(d, v0, . . . , vn): its set of vertices is

G := d+ Zv0 + · · ·+ Zvn ⊆ Zn+1(d),

29
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and its set of arrows is the subset A ⊆ G × G, where (d, e) ∈ A if and only if

there is a proper subset I ⊂ {0, 1, . . . , n} such that

e = d+
∑
i∈I

vi.

(Note that if I exists then I is unique.) In this case, we denote I(d) := e.

Note that if there an arrow connecting d to e if and only if there is an arrow

connecting e to d, because if e = I(d), then d = J(e), where J is the complement

of I in {0, 1, . . . , n}.

The quivers Q(d, v0, . . . , vn) arise in the study of degenerations of linear

series. Indeed, let C denote a nodal and connected curve with n+1 components

X0, X1, . . . , Xn. Let X −→ B be a regular smoothing for C.

As in the particular case of two-component curves, we want to consider a

family of lines bundles on X and see how it behaves on the special fiber. Let

thus Lη be a line bundle on the generic fiber Xη. Let d denote its degree. It

has an extension L over X . The extension is not unique. The components

X0, X1, . . . , Xn are Cartier divisors on X , so for each (a0, a1, . . . , an) ∈ Zn+1 we

can consider the twisted line bundle

L ⊗OX (a0X0 + · · ·+ anXn).

These are all possible extensions of Lη. They are distinguished by their mul-

tidegrees (degL|X0
, . . . ,degL|Xn

). We will thus denote by Ld the extension of

Lη whose restriction to C has multi-degree d. Notice that d ∈ Zn+1(d).

If we twist Ld by

D =

n∑
i=0

aiXi

we will get another extension Le. If we let vi denote the multi-degree of OX (Xi)

over C for i = 0, . . . , n, then

e = d+

n∑
i=0

aivi.

More explicitly, expressing d = (d0, . . . , dn) and e = (e0, . . . , en) we have:

ej = dj +Xj ·
(∑

aiXi

)
= dj +Xj ·D (2.1)
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where the dot · denotes the intersection number. We write e := D · d.

Notice that e = D′ ·d for D′ =
∑

a′iXi if and only if a′i−ai does not depend

on i. It follows that there is a unique D′ =
∑

a′iXi with min(a′i) = 0 such that

e = D′ ·d. If max(a′i) = 1 we identify D′ with I := {i | a′i > 0} and put I ·d := e.

In this case we say that d and e are neighbors. If in addition I has one element

only, we say d and e are adjacent.

Twisting by OX (D) gives us a natural map

φd
e = φ

d
D : Ld −→ Le

for each D =
∑

aiXi with min(ai) = 0, where e := D · d. Notice that

φ
e
d ◦ φ

d
e

is the multiplication by ta, where a := max(ai) and t is the uniformizer param-

eter for B. When a = 1 we will also denote φ
d
D by φ

d
I , where I := {i | ai > 0}.

Consider now the sheaves Ld := Ld
C
. The map Ld → Le induces the map

φd
e = φ

d
D : Ld −→ Le.

(Notice the abuse of notation.) It restricts to an injection on each component

Xj with aj = 0, and to the zero map otherwise.

If we break up D as D = E + F , where also E and F are effective, then

φd
e = φ

f
e ◦ φd

f ,

where f := F · d, and thus e = E · f . It follows that all the φ
d
e are determined

by the φ
d
e for neighboring or even adjacent d and e.

Let Vη ⊂ H0(Xη,Lη). For each extension Ld of Lη there exists an extension

Vd ⊆ H0(X ,L) of Vη, given by

Vd := Vη ∩H0(X ,Ld).

For each D =
∑

aiXi with min(ai) = 0, the map φ
d
D induces the map

φd
e = φ

d
D : Vd −→ Ve,

where e := D · d. Letting Vd be the image of Vd by the restriction map
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H0(X ,Ld) −→ H0(C,Ld) for each d, the above map induces the map

φd
e = φ

d
D : Vd −→ Ve.

(Notice the abuse of notation.)

In short, the regular smoothing X −→ B of the curve C and a linear series

(Lη,Vη) on the generic fiber Xη give rise to the data consisting of line bundles

Ld on C and vector spaces Vd ⊂ H0(C,Ld) “linked” by maps Ld −→ Le, which

induce maps Vd −→ Ve.

Another way of expressing this is as follows: let G ⊆ Zn+1(d) be the subset

of the multidegrees over C of the extensions of Lη. If d ∈ G then

G = d+ Zv0 + · · ·+ Zvn.

Let A ⊆ G×G be the subset of adjacent pairs (d, e). Let Q = Q(d, v0, . . . , vn) be

the corresponding quiver. Then we may view the Ld and the maps Ld −→ Le as

a representation of Q in the category of line bundles over C. This representation

induces a representation of Q in the category of vector spaces, under the functor

of global sections. The Vd and the maps Vd −→ Ve are thus a subrepresentation

of the latter.

The quiver Q is a Zn-quiver (see Definition 3.1). Indeed, A decomposes

in subsets A0, . . . , An, where (d, e) ∈ Ai if e = {i} · d. This decomposition

satisfies the properties listed in Definition 3.1. Furthermore, the Vd and the

maps Vd −→ Ve give us a special representation g of Q, namely, a linked net

of vector spaces, as it satisfies the properties listed in Definition 3.6. We invite

the reader to browse ahead and check that the properties just mentioned follow

from the discussion above.

Furthermore, g is exact; see Definition 3.7. Indeed, it is clear that

Im(φd
e) ⊆ Ker(φ

e
d)

for neighboring d and e. But let s ∈ Ker(φ
e
d). Then s = s̃

C
for some s̃ ∈ Ve.

Say e = I · d. Then d = J · e, where J := {0, . . . , n} − I. Since φ
e
d : Le −→ Ld

is injective on each component Xj with j ̸∈ J , we have that s̃ vanishes on each

component Xj with j ∈ I. Since φ
d
e : Ld → Le is multiplication by

∑
j∈I Xj , it

follows that s̃ = φ
d
e(ũ) for a certain section ũ of Ld. Since s̃ and ũ agree on the

generic fiber, ũ ∈ Vd. It follows that s = φ
d
e(u), where u := ũ|C .

Finally, g has finite support on G ∩ N(d); see Definition 3.9. Indeed, let
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d = (d0, . . . , dn) ∈ G. Suppose dj < 0 for some j. Then every section in Vd

vanishes on Xj , whence φ
e
d : Ve −→ Vd is surjective, thus an isomosphism, for

e satisfying d = {j} · e. If e ̸∈ N(d) repeat the process. The process must end

because a nonzero global section of Ld vanishes to finite order on the components

Xi.

In the next chapter we will start the study of exact linked nets of vector

spaces with finite support over Zm-quivers, in fuller generality.

Example 2.1. Assume C is of compact type. The name comes from the fact

that each component of the Picard scheme of C, parametrizing invertible sheaves

with a fixed multidegree (d0, . . . , dn), is projective. In fact, each such component

is isomorphic to the product of the components of the Picard schemes of the Xi

parametrizing invertible sheaves of degrees di, the isomorphism being given by

restriction.

Then G = Zn+1(d). Indeed, fix d = (d0, . . . , dn) ∈ G. For each e =

(e0, . . . , en) ∈ Zn+1(d). Consider the intersection matrix:

M =


X1 ·X1 X1 ·X2 . . . X1 ·Xn

X2 ·X1 X2 ·X2 . . . X2 ·Xn

. . . . . . . . .

Xn ·X1 Xn ·X2 . . . Xn ·Xn

 . (2.2)

To show that e ∈ G we need only find an integer solution to the system

M(x1, . . . , xn)
T = (e1 − d1, . . . , en − dn). This is only possible for every e

if, and only if, the determinant of M is ±1. Since X1 + · · ·+Xn ≡ −X0, we see

that det(M) is equal to the determinant of
−X1 ·X0 X1 ·X2 . . . X1 ·Xn

−X2 ·X0 X2 ·X2 . . . X2 ·Xn

. . . . . . . . .

−Xn ·X0 Xn ·X2 . . . Xn ·Xn


The curve C is of compact type, so its dual graph is a tree. Since every tree has

a leaf, after possibly relabeling the indexes, we can suppose that X0 · X1 = 1

and X0 ·Xj = 0 for j > 1 and then we conclude by induction on the number of

components that M has determinant 1 or −1.

Example 2.2. There is only one tree with three vertices, so there is only one

possible configuration for a compact type curve with three components. We
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rename the components X0, X1, X2 to X,Y, Z respectively, and order them in

such a way that we have the following table of multiplication:

X ·X = −1 Y · Y = −2

X · Y = 1 Y · Z = 1

X · Z = 0 Z · Z = −1

Figure 2.1: Compact type curve with three components

For each integer d there is an associated quiver with vertices in Z3(d), and

for each regular smoothing of C and linear series on the generic fiber of the

smoothing we obtain a linked net of vector spaces with support in N3(d). We

may drop the degree corresponding to the component Y , thus projecting to Z2.

The projection induces a bijection Z3(d) → Z2 that takes N3(d) to

N2(≤ d) := {(i, j) ∈ Z2 | 0 ≤ i, j ≤ i+ j ≤ d}.

The vectors v0, v1 and v2 are thus projected to vX := (−1, 0), vY := (1, 1) and

vZ := (0,−1), respectively. We use the vertices of Z2 as indices for the linked

net of vector spaces and rename the corresponding maps, substituting

φX , φY , φZ , φX+Y , φX+Z and φY+Z

for

φ{0}, φ{1}, φ{2}, φ{0,1}, φ{0,2} and φ{1,2},



2.1. NODAL CURVES 35

respectively. There are thus six maps with domain V(i,j);

φX : V(i,j) −→ V(i−1,j),

φY : V(i,j) −→ V(i+1,j+1),

φZ : V(i,j) −→ V(i,j−1),

φX+Y : V(i,j) −→ V(i,j+1),

φX+Z : V(i,j) −→ V(i−1,j−1),

φY+Z : V(i,j) −→ V(i+1,j).

In Figure 2.2 below we have a pictorial representation of the complete subquiver

supported on N2(≤ d) for d = 4.

(0,0)

(0,1)

(0,2)

(0,3)

(0,4)

(1,0)

(1,1)

(1,2)

(1,3)

(2,0)

(2,1)

(2,2)

(3,0)

(3,1)

(4,0)

vX

vZ

vX+Y

vY+Z

vY

vX+Z

Figure 2.2: The quiver on N2(≤ 4) for the compact type curve

How about non-compact type curves? Then G = d + Zv0 + · · · + Zvn is

different from Z(d). In fact, the number of possibilities for G is the absolute

value of the determinant of (2.2). The next example illustrate this.

Example 2.3. Consider C to be the “triangle curve”: C = X ∪ Y ∪ Z, where

each component intersects each other at one point; see Figure 2.3. Its dual

graph is a cycle with three vertices.

The multiplication table is: X · X = Y · Y = Z · Z = −2 and X · Y =

X · Z = Y · Z = 1. As before, we project to Z2, now forgetting the degree on

X. The vectors v0, v1 and v2 are thus sent to vX = (1, 1), vY = (−2, 1) and

vZ = (1,−2). In this case, forgetting vX , the matrix (2.2) is[
−2 1

1 −2

]
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Figure 2.3: Non-compact type curve: the “triangle” curve

Its determinant is equal to 3. And there are three possibilities for the intersection

of the image ofG in Z2 with N2(≤ d), marked in red, blue and green in Figure 2.4

below, for d = 4:

vYvX

vZ

Figure 2.4: The quivers on N2(≤ 4) for the “triangle” curve



Chapter 3

Linked nets over Zn-quivers

In this chapter we introduce Zn-quivers and linked nets of vector spaces over

them. As we have seen in the last chapter, these objects arise naturally in the

study of limit linear series. But here we study them independently.

In the first section we define and study Zn-quivers. And in the second section

we define and study linked nets. In the second section we prove in Theorem 3.1

that an exact one-dimensional linked net with finite support has simple basis,

or equivalently, has support on a vertex.

3.1 Zn-quivers

Definition 3.1. Let Q be a quiver, G its set of vertices and A its set of arrows.

Let n ∈ N. A Zn-structure on Q is a decomposition of A in subsets A0, . . . , An

satisfying the following three properties:

1. For each vertex of Q and each i = 0, . . . , n there is a unique arrow in Ai

leaving the vertex.

For each path γ in Q let γ(i) be the number of arrows of Ai it contains. If

γ(i) = 0 for some i then γ is called admissible.

2. For each two distinct vertices v1, v2 ∈ G there is an admissible path γ in

Q connecting v1 to v2.

3. Two paths γ1 and γ2 in Q have the same initial and final vertices if and

only if γ1(i)− γ2(i) is constant for i ∈ {0, . . . , n}.

37
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A quiver with a Zn-structure is called a Zn-quiver.

Given a Zn-structure on a quiver Q, any path γ for which for which γ(i) ≤ 1

for every i is called simple.

Considering the trivial path, it follows from Property 3 above that a simple

non-admissible path is a cycle. As a consequence, if v1 is connected to v2 by a

simple admissible path, so is v2 to v1, in which case we say that v1 and v2 are

neighbors. It follows as well from Property 3 that every two admissible paths γ1

and γ2 connecting the same two vertices satisfy γ1(i) = γ2(i) for i ∈ {0, . . . , n}.
For each vertex v of Q and each i = 0, . . . , n there is a unique arrow in Ai

arriving at v. Indeed, consider the simple circular path γ leaving v whose last

arrow a is in Ai; this arrow arrives at v. Write γ = a+ γ′. If b is another arrow

of Ai arriving at v, we must have that γ′ + b is circular, and thus γ′ arrives at

the initial point of b. But also γ′ arrives at the initial point of a. Both points

are the same, whence a = b by Property 1.

Also, two paths γ1 and γ2 arriving at the same vertex w leave from the

same vertex if and only if γ1(i) − γ2(i) is constant for i ∈ {0, . . . , n}. Indeed,

the “only if” statement follows from Property 3 directly. Conversely, suppose

γ1(i) − γ2(i) is constant for i ∈ {0, . . . , n}. By Property 1, there are paths

γ′
1 and γ′

2 leaving w such that γ′
1(i) + γ1(i) and γ′

2(i) + γ2(i) are constant for

i ∈ {0, . . . , n}. Then γ′
1(i) − γ′

2(i) is constant for i ∈ {0, . . . , n}, and hence it

follows from Property 3 that γ′
1 and γ′

2 arrive at the same vertex v. Also from

Property 3, the concatenations of γ1 with γ′
1 and of γ2 with γ′

2 arrive at the

initial vertices of γ1 and γ2, respectively, which is thus v.

For each vertex v ∈ G and each proper subset I ⊆ {0, . . . , n} we denote by

I(v) or I · v the terminal vertex of a simple admissible path γ leaving v with

γ(i) > 0 if and only if i ∈ I. It follows from Property 3 that I(v) does not

depend on the choice of γ.

The terminology is justified by the following example.

Example 3.1. Let n ∈ N. Let v0, v1, . . . , vn ∈ Zn satisfying the following two

properties:

1. v0 + · · ·+ vn = 0.

2. Every proper subset of {v0, . . . , vn} is linearly independent (considering

Zn inside the Q-vector space Qn).

Let d ∈ Zn. Put G := d + Zv0 + Zv1 + · · · + Zvn. Consider the (complete)

quiver with vertices in G and one arrow connecting any two vertices. For each
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i = 0, . . . , n let Ai be the set of arrows connecting a vertex e to a vertex f such

that f−e = vi. Let Q be the spanning subquiver whose arrow set is A :=
⋃

i Ai.

Then the Ai give a Zn-structure to Q.

We call v0, v1, . . . , vn the generating vectors of Q.

In fact, the above example is the only one.

Proposition 3.1. All Zn-quivers are equivalent.

Proof. Let Q be the Zn-quiver of the example above. Let Q′ be another Zn-

quiver, with vertex set G′, arrow set A′ and Zn-structure given by the decompo-

sition A′ =
⋃
A′

i. It is enough to show that these two Zn-quivers are equivalent.

We define a bijection f0 : G −→ G′ as follows: Pick any vertex v ∈ G′ and

put f0(d) := v. Then, for any choice of integers ℓ0, . . . , ℓn with min(ℓi) = 0,

let f0(d +
∑

i ℓivi) be the vertex of Q′ obtained as the final point of a path γ

in Q′ with initial point v satisfying γ(i) = ℓi for each i. That γ exists follows

from Property 1 of Q′, and that its final point does not depend on the chosen

γ follows from Property 3. Now, any point of G is expressed as d+
∑

i ℓivi for

unique integers ℓi with min(ℓi) = 0. Thus f0 is well-defined. It is surjective by

Property 2 of Q′. It is injective by Property 3.

We define now a bijection f1 : A −→ A′ as follows: For each i = 0, . . . , n and

each arrow a ∈ Ai, let f1(a) be the arrow in A′
i leaving the vertex f0(e), where e

is the initial point of a; it is unique by Property 1 of Q′. Clearly, f1(Ai) ⊆ A′
i for

each i. Also, f1 has an inverse, mapping for each i = 0, . . . , n an arrow a′ ∈ A′
i

to the arrow a ∈ A connecting e to e+ vi, where f0(e) is the initial vertex of a′.

Finally, f1 is compatible with f0. Indeed, let a ∈ A, with initial point e and

terminal point h. Then a ∈ Aj with h = e+ vj . Set a
′ := f1(a). By definition,

a′ ∈ Aj and w := f0(e) is its initial point. Let z be its terminal point. It

remains to show that z = f0(h). Now,

e = d+
∑
i

ℓivi and h = d+
∑
i

mivi

for unique integers ℓi and mi with min(ℓi) = min(mi) = 0. Also, since w =

f0(e), there is a path γ in Q′ connecting v to w satisfying γ(b) = ℓb for each b.

Then ϵ := a′ + γ is a path in Q′ connecting v to z. We analyze two cases:

First, assume that there is i different from j with ℓi = 0. Then mb = ℓb

for each b ̸= j and mj = ℓj + 1. Then ϵ(b) = mb for each b. By definition,

z = f0(h).
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Finally, assume that ℓi > 0 for each i different from j, whence ℓj = 0. Then

mb = ℓb − 1 for each b ̸= j and mj = ℓj . It follows that ϵ(b) = mb + 1 for each

b. By Property 3 of Q′, any path ρ leaving v with ρ(b) = mb for each b arrives

at the same vertex as ϵ, which is z. Thus, by definition again, z = f0(h).

Remark 3.1. In view of Proposition 3.1, we may and will often assume that

our Zn-quiver is given as in Example 3.1, and assume the notation therein.

We may also assume d = 0. In the special case n = 2, a case we will mostly

concentrate on, we will assume v0 = (−1, 0), v1 = (1, 1) and v2 = (0,−1). We

call this quiver the standard Z2-quiver.

Definition 3.2. Let Q be a Zn-quiver. Its expansion is the quiver Q̃ with same

vertex set as Q, but with arrow set equal to the set of all simple admissible

paths of Q.

In other words, for each two neighboring vertices of Q, there are two arrows

in Q̃ connecting one to the other in reverse directions. Since arrows of Q̃ are

simple admissible paths, we may view Q as a spanning subquiver of Q̃.

Proposition 3.2. Let Q be a Zn-quiver. Let H be a finite collection of vertices

of Q. Then, for each i = 0, . . . , n there is a unique vertex w of Q satisfying the

following two properties:

1. For each v ∈ H there is a path γ in Q connecting v to w with γ(i) = 0.

2. For each other vertex w′ with the same property there is a path γ in Q

connecting w to w′ with γ(i) = 0.

Proof. Fix a vertex u of H. For simplicity, assume i = 0. For each v ∈ H, let

γv be an admissible path connecting u to v. For each j = 0, . . . , n let

mj := max
(
γv(j)− γv(0) | v ∈ H

)
.

Since γu is the trivial path, mj ≥ 0 for every j. Let γ be any path leaving u

with γ(j) = mj for each j = 0, . . . , n. Let w0 be its terminal point. We claim

w0 satisfies Properties 1 and 2. For simplicity, set w := w0.

Indeed, observe first that γ(0) = 0. Let v ∈ H. Since γ(j) ≥ γv(j) − γv(0)

for every j, there is a path ϵv leaving v with ϵv(j) = γ(j) − γv(j) + γv(0) for

every j. Notice that ϵv(0) = 0. Now, the concatenation γvϵv is a path leaving u

such that ϵv(j)+γv(j)−γ(j) is constant, equal to γv(0) for j ∈ {0, . . . , n}. Thus
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γvϵv and γ arrive at the same point, namely w, which is thus the end point of

ϵv. Property 1 is verified for w.

Let now w′ be another vertex satisfying the same property, that is, for each

v ∈ H, there is a path µv connecting v to w′ with µv(0) = 0. Then γvµv

connects u to w′ for each v ∈ H. It follows that, for each v, v′ ∈ H,

µv(j) + γv(j)− µv′(j)− γv′(j) is constant for j ∈ {0, . . . , n}.

Fix v ∈ H and put ℓj := µv(j)− ϵv(j). Then ℓ0 = 0. We claim that ℓj ≥ 0 for

every j. Indeed, for each j = 0, . . . , n there is vj such that γ(j) = γvj (j)−γvj (0).

Then

µv(j)+γv(j)−µvj (j)−γvj (j) = µv(0)+γv(0)−µvj (0)−γvj (0) = γv(0)−γvj (0),

whence

ℓj =µv(j)− ϵv(j)

=µv(j)− γ(j) + γv(j)− γv(0)

=µv(j)− γvj (j) + γvj (0) + γv(j)− γv(0) = µvj (j) ≥ 0.

Let µ be a path leaving w with µ(j) = ℓj for every j. Then µ(0) = 0. Also,

µ(j) + ϵv(j) = µv(j) for every j, whence the path µ + ϵv arrives at the same

vertex as µv, namely w′. Thus µ connects w to w′.

Finally, w is unique. Indeed, if there were another w′ satisfying Properties

1 and 2, there would be two paths, γ connecting w to w′ and γ′ connecting w′

to w, with γ(0) = γ′(0) = 0. Composing, we would get an nontrivial circular

path µ with µ(0) = 0. That is not possible.

Definition 3.3. Let Q be a Zn -quiver. For each vertex v of Q and each proper

subset I ⊆ {0, . . . , n}, the I-cone of v, denoted CI(v), is the set of end points

of all the paths γ leaving v for which γ(i) = 0 if i /∈ I.

It follows from Proposition 3.2 that, for any finite subset H or vertices of Q

and for each i = 0, . . . , n, the vertices u of Q for which there is a path γ with

γ(i) = 0 connecting z to u for each z ∈ H form a cone CJi(wi), for a unique

vertex wi, where Ji := {0, . . . , n} − {i}.

Definition 3.4. We call wi the i-th bound of H.
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Proposition 3.3. Let Q be a Zn-quiver, and let z0, . . . , zn be vertices of Q.

For each j = 0, . . . , n, let Ij := {0, . . . , n} − {j}. Then

n⋂
j=0

CIj (zj)

is finite

Proof. As all Zn-quivers are equivalent by Proposition 3.1, assume that Q is as

in Example 3.1 with d = 0, with v1, . . . , vn forming the canonical basis of Zn

and with v0 = (−1, . . . ,−1). Then the jth coordinate of a vertex in CIj (zj)

is bounded above by the jth coordinate of zj for each j = 1, . . . , n. And the

jth coordinate of a vertex in CI0(z0) is bounded below by the jth coordinate

of z0 for each j = 1, . . . , n. Thus the vertices of the intersection have bounded

coordinates, and hence there are finitely many of them.

Definition 3.5. Let Q be a Zn -quiver with vertex set G. Let H be a non-

empty finite subset of G. Let P (H) be the set of all v ∈ G such that for each

i = 0, . . . , n there are z ∈ H and a path γ connecting z to v with γ(i) = 0. Call

P (H) the hull of H.

Proposition 3.4. Let Q be a Zn -quiver. Let H be a non-empty finite set of

vertices of Q. Then the following two statements hold:

1. H ⊆ P (H).

2. If H is finite, so is P (H).

3. P (P (H)) = P (H).

Proof. Statement 1 is clear: If v ∈ H then the trivial path γ connects a vertex

of H to v and satisfies γ(i) = 0 for every i.

As for Statement 2, observe that

P (H) =
⋃

f∈H{0,...,n}

n⋂
j=0

CIj (f(j)).

If H is finite, so is Hn+1, and thus P (H) is the finite union of finite sets by

Proposition 3.3.

As for Statement 3, the inclusion P (H) ⊆ P (P (H)) follows from Statement

1. In addition, for each v ∈ P (P (H)) and i ∈ {0, . . . , n} there are wi ∈ P (H)
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and a path γi connecting wi to v with γi(i) = 0. Since wi ∈ P (H), there are

zi ∈ H and a path µi connecting zi to wi with µi(i) = 0. The concatenation of

µi with γi is a path νi connecting zi to v with νi(i) = 0. As this holds for each

i = 0, . . . , n, it follows that v ∈ P (H). As this holds for each v ∈ P (P (H)), we

have P (P (H)) ⊆ P (H).

There are other ways of characterizing P (H):

Proposition 3.5. Let Q be a Zn -quiver. Let H be a non-empty finite set

of vertices of Q. Let v be a vertex of Q. Then the following statements are

equivalent:

1. v ̸∈ P (H).

2. There is a vertex w of Q such that there is an admissible path from z to

v for each z ∈ H passing through w.

3. There is a vertex w of P (H) such that there is an admissible path from z

to v for each z ∈ H passing through w. If P (H) = H then w is unique.

4. There are a vertex w of Q and a nonempty proper subset I of {0, . . . , n}
such that v ∈ CI(w) − {w} and for each admissible path γ connecting a

vertex of H to w there is i ̸∈ I with γ(i) = 0.

Proof. Assume Statement 1. By definition, there is i ∈ {0, . . . , n} such that for

each z ∈ H we have γz(i) > 0 for each admissible path γz connecting z to v. Let

e be the i-arrow arriving at v, and w its initial vertex. For each z ∈ H let µz

be a path arriving at w with µz(j) = γz(j) for each j ̸= i and µz(i) = γz(i)− 1.

The concatenation of µz with e is an admissible path ρz satisfying ρz(i) = γ(i)

for every i. Since ρz and γ arrive at the same vertex, v, we have that they

leave from the same vertex, z. So ρz is an admissible path from z to v passing

through w, such that there is an admissible path from z to v for each z ∈ H

passing through w.

Assume Statement 2. If w ̸∈ P (H) then we apply the above argument again.

As H is non-empty, and as an admissible path from z ∈ H to v has finite length,

the argument cannot be repeated indefinitely. Thus there is a vertex w ∈ P (H)

such that there is an admissible path from z to v for each z ∈ H passing through

w. If w′ is another vertex of P (H) with the same property, and P (H) = H,

then there admissible paths from w to v passing through w′ and from w′ to v

passing through w. Then an admissible path from w′ to v has length at most
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that of an admissible path from w to v, and length at least that of an admissible

path from w to v, with equality only if an admissible path from w to w′ has

length zero, that is, w′ = w.

Assume Statement 3. Let µ be an admissible path from w to v and put

I := {i |µ(i) > 0}. Then I is a proper non-empty subset of {0, . . . , n} and

v ∈ CI(w) = {w}. Moreover, since there is an admissible path γz connecting

z to v through w, for each z ∈ H, then γz(i) > 0 for every i ∈ I, and thus

γz(i) = 0 for some i ̸∈ I. Of course, also γ(i) = 0 for any admissible path

connecting z to v.

Assume Statement 4. Let Let µ be an admissible path from w to v. Put

J := {i |µ(i) > 0}. Then J ⊆ I. For each z ∈ H let γz be an admissible path

from z to w. Since γz(i) = 0 for some i ̸∈ I, it follows that the concatenation

ρz of γz with µ is an admissible path connecting z to v such that ρz(i) > 0 for

each i ∈ J . Thus v ̸∈ P (H).

Proposition 3.6. Let Q be a Zn-quiver and H a finite collection of vertices

of Q. For each i = 0, . . . , n, let wi be the ith bound of H and put Ji :=

{0, . . . , n} − {i}. Then the following statements hold:

1. For each z ∈ H and u ∈ CJi(wi) there is an admissible path from z to u

through wi.

2. CJi
(wi) ∩ P (H) ⊆ {wi}.

Proof. By definition, for each z ∈ H there is an admissible path γ from z to

wi with γ(i) = 0. Also, for each u ∈ CJi
(wi) there is an admissible path µ

from wi to u. The concatenation of γ with µ is an admissible path from z to

u through wi. Statement 1 is proved. As for Statement 2, observe that any

v ∈ CJi
(wi) − {wi} satisfies the conditions in Statement 3 of Proposition 3.5,

for w = wi and I = Ji, and thus v ̸∈ P (H).

Example 3.2. Let Q be the Zn-quiver of Example 3.1. Suppose n = 2 and

d = 0. Suppose as well that v0 = (−1, 0), v1 = (1, 1) and v2 = (0,−1). Then

G = Z2. Let d be a positive integer and let H := N2(≤ d), where

N2(≤ d) := {(i, j) ∈ Z2
≥0 | i+ j ≤ d}.

Then (d, 0), (0, 0) and (0, d) are the bounds of H, from the 0-th to the second.

Furthermore, P (H) = H.
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Indeed, consider w := (0, 0). For each z := (x, y) ∈ H, the path γ connecting

z to w going through (x− 1, y), . . . , (0, y), (0, y− 1), . . . , (0, 1) satisfies γ(1) = 0.

Let w′ = (a, b) ∈ Z2 such that for each z := (x, y) ∈ H there is a path µ

connecting z to w′ with µ(1) = 0. Then a ≤ x and b ≤ y for each pair (x, y)

in H, thus a ≤ 0 and b ≤ 0. But then there is clearly a path ν connecting w

to w′ passing through (−1, 0), . . . , (a, 0), (a,−1), . . . , (a, b + 1), thus satisfying

ν(1) = 0. Hence w is the first bound of H. Similarly, we show that (d, 0) is the

0-th bound and (0, d) is the second bound of H.

Now, H ⊆ P (H) by Proposition 3.4. To show the reverse inclusion, let

v ∈ Z2 −H. Then v ∈ CIw(w) − {w} for a certain w = (i, j) ∈ H with i = 0,

j = 0 or i+ j = d, where Iw is chosen according to w as follows:

Iw =



{0} if i = 0 and 0 < j < d,

{1} if i > 0, j > 0 and i+ j = d,

{2} if 0 < i < d and j = 0,

{0, 2} if i = 0 and j = 0,

{0, 1} if i = 0 and j = d,

{1, 2} if i = d and j = 0.

In each case, one verifies that for each admissible path γ connecting a vertex of

H to w there is i ∈ Iw with γ(i) = 0. Thus, it follows from Proposition 3.5 that

v ̸∈ P (H). We conclude that P (H) = H.

The following lemma will be very useful later.

Lemma 3.1. Let Q be a Zn-quiver with vertex set G. Let u, v, w ∈ G. Then

the following first two statements are equivalent and imply the last two:

1. There is an admissible path from u to w through v.

2. The concatenation of every admissible path from u to v and every admis-

sible path from v to w is admissible.

3. If v ̸= w then all paths from u to v through w are not admissible.

4. If u ̸= v then all paths from v to w through u are not admissible.

Furthermore, if v and w are neighbors then the third statement is equivalent to

the first two, and if u and v are neighbors then the fourth statement is equivalent

to the first two.
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Proof. Assume Statement 1. Let γ be an admissible path from u to w through

v. It is the concatenation of a path γ1 from u to v with a path γ2 from v to w,

both admissible. If β is an admissible path from u to v and ν is one from v to

w, then β(i) = γ1(i) and ν(i) = γ2(i), and thus β(i) + ν(i) = γ(i) for every i.

Since γ is admissible, it follows that the concatenation of β with ν is admissible.

Assume Statement 2 now. Since there are admissible paths from u to v and

from v to w, Statement 1 holds. Furthermore, assume v ̸= w. Let γ be a path

from u to w and µ one from w to v. Assume by contradiction to Statement 3

that the concatenation of γ with µ is admissible, call it β. Then γ and µ are

admissible. Let ν be any path leaving v such that ν(i) = m − µ(i) for each

i = 0, 1, . . . , n, where m := max(µ(i)). Since v ̸= w we have m > 0. Also, ν

is admissible. Since ν(i) + µ(i) is constant for i = 0, . . . , n, the path ν arrives

back to w. Now, if β(i) = 0 then γ(i) = µ(i) = 0 and thus ν(i) = m > 0. Then

the concatenation of β with µ is not admissible, contradicting Statement 2.

Assume Statement 2 again. Assume u ̸= v. Let γ be a path from v to

u and µ one from u to w. Assume by contradiction to Statement 4 that the

concatenation of γ with µ is admissible, call it β. Then γ and µ are admissible.

Let ν be any path leaving u such that ν(i) = m − γ(i) for each i = 0, 1, . . . , n,

where m := max(γ(i)). Since u ̸= v we have m > 0. Also, ν is admissible. Since

ν(i) + γ(i) is constant for i = 0, . . . , n, the path ν arrives back to v. Now, if

β(i) = 0 then γ(i) = µ(i) = 0 and thus ν(i) = m > 0. Then the concatenation

of nu with β is not admissible, contradicting Statement 2.

Let now β be an admissible path from u to v and ν one from v to w.

Assume that their concatenation ρ is not admissible. Let γ be an admissible

path connecting u to w. Then both γ and ρ connect u to w. If β or ν is simple,

it follows that

γ(i) = β(i) + ν(i)− 1 for every i.

If v and w are neighbors (thus v ̸= w), then ν is simple. So is µ, any chosen

admissible path from w to v satisfying µ(i) + ν(i) = 1 for every i. But then

β(i) = γ(i) + µ(i) for every i.

Since β is admissible, so is the concatenation of γ with µ, contradicting State-

ment 3.

If u and v are neighbors (thus u ̸= v), then β is simple. So is α, any chosen

admissible path connecting v to u satisfying α(i) + β(i) = 1 for every i. But
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then

ν(i) = γ(i) + α(i) for every i.

Since ν is admissible, so is the concatenation of α with γ, contradicting State-

ment 4.

3.2 Linked nets of vector spaces

Given a representation g of a quiver Q, we will let V g
v be the vector space

associated to each vertex v of Q and φg
γ be the linear map associated to each

path γ in Q. When the representation is clear from the context we drop the

superscript.

Definition 3.6. Let Q be a Zn-quiver, G its vertex set and A its arrow set.

Let A0, . . . , An be a decomposition of A giving Q a Zn-structure. A linked

net of vector spaces is a quiver representation of Q of pure dimension (i.e. all

vector space associated to each vertex have the same dimension) satisfying the

following three additional properties:

1. If γ1 and γ2 are two admissible paths connecting the same two vertices

then φγ1
= φγ2

.

2. If γ is a non-admissible path then φγ = 0.

3. If γ1 and γ2 are two simple admissible paths leaving the same vertex such

that γ1(i) = 0 or γ2(i) = 0 for every i then Ker(φγ1) ∩Ker(φγ2) = 0.

It follows from Property 1 above that the linear map φγ associated to a

simple admissible path γ is determined by the initial vertex v of γ and the set

I := {i | γ(i) = 1}. We will thus write φv
I := φγ in this case. When v is clear

from the context the superscript is omitted.

Also, given two vertices v1 and v2 of Q, there is an admissible path γ con-

necting v1 to v2, and since φγ does not depend on the choice of γ, we write

φv1
v2 := φγ . Because of the independence, given s ∈ Vv1 we put

s
Vv2

:= φv1
v2(s).

Lemma 3.2. Let g be a linked net of vector spaces over a Zn-quiver Q. For

each vertex v and each admissible path γ leaving v,

Ker(φγ) = Ker(φv
I ),
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where I := {i | γ(i) > 0}.

Proof. Argue by induction on the length of γ. If the length of γ is at most 1,

then γ is simple. And if γ is simple the result follows.

Assume now that γ is not simple. Let µ be any simple path leaving v

satisfying µ(i) = 1 if and only if i ∈ I. Then φµ = φv
I . Let w be the terminal

point of µ. Let ϵ be any path leaving w such that γ(i) = ϵ(i) + µ(i) for every i.

Then γ and ϵ+ µ connect the same two vertices.

Let ρ be the simple admissible path leaving w such that J := {i | ρ(i) =

1} = {i | ϵ(i) > 0}. By the induction hypothesis, kerφϵ = φρ. Notice that

ρ(i) = 0 if µ(i) = 0.

Since φγ = φϵ+µ = φϵφµ, we may assume that γ = ϵ+ µ with ϵ simple and

satisfying ϵ(i) = 0 if µ(i) = 0.

Let now s ∈ Vv such that φγ(s) = 0. Set t := φµ(s). Then φϵ(t) = 0 and

φν(t) = 0 where ν is any simple admissible path leaving w such that ν + µ is

simple and circular. But if ϵ(i) > 0 then µ(i) > 0, and hence ν(i) = 0. In other

words, either ϵ(i) = 0 or ν(i) = 0 for every i, whence Ker(φϵ) ∩ Ker(φν) = 0.

Thus t = 0.

We have just proved that Ker(φγ) ⊆ Ker(φµ). The reverse inclusion is

obvious. Thus

Ker(φγ) = Ker(φµ) = Ker(φv
I ).

Given a linked net of vector spaces g over a Zn-quiver with vertex set G,

and given v, w ∈ G we set

Kv
w := Ker

(
φv
w : Vv −→ Vw

)
, and pvw := dimKv

w.

As before, if w is the terminal point of a simple admissible path γ leaving v, we

set

Kv
I := Kv

w and pvI = pvw, where I := {i | γ(i) > 0}.

When it is clear from the context, we will omit the index v.

The numbers pvI play an important role in the subject. See the constructions

in Section 8.1 for a taste of it. The next result asserts certain relations between

these numbers.

Lemma 3.3. Let g be a linked net of vector spaces of pure dimension r over a

Zn-quiver with vertex set G. Let I and J be proper subsets of {0, . . . , n} and
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v, w ∈ G. Then:

1. If I ⊂ J then Kv
I ⊆ Kv

J ; in particular, pvI ≤ pvJ .

2. If I ∩ J = ∅ then Kv
I ∩Kv

J = 0; in particular, pvI + pvJ ≤ r.

3. Kv
I ∩Kv

J = Kv
I∩J ; in particular,pvI + pvJ ≤ r + pvI∩J .

4. The sum
∑

i K
v
{i} is direct; in particular,

∑n
i=0 p

v
{i} ≤ r.

5. If w = I(v) and J = {0, 1, . . . , n} − I then pvI + pwJ ≥ r.

6. If I ∩ J = ∅ and w = J(v) then pvI ≤ pwL , where L := {0, 1, . . . , n} − J .

Likewise, if I ⊆ J and w = L(v) then pvI ≤ pwJ .

Proof. Considering Statement 3, observe that φI = φI′φI∩J and φJ = φJ′φI∩J ,

where I ′ := I − I ∩ J and J ′ := J − I ∩ J . Thus Kv
I∩J ⊆ Kv

I ∩Kv
J . Moreover,

equality holds, as letting w := (I ∩ J)(v), we have that Kw
I′ ∩ Kw

J′ = 0. Then

Kv
I +Kv

J has dimension pvI + pvJ − pvI∩J , which is thus smaller than r.

Statements 1 and 2 follow from Statement 3.

As for Statement 4, observe that
∑

j ̸=i K
v
{j} ⊆ Kv

Li
, where Li = {0, . . . , n}−

{i}, and Kv
{i} ∩Kv

Li
= 0 for each i = 0, . . . , n.

Statement 5 follows from the fact that Im(φv
w) ⊆ Ker(φw

v ) and from the

Rank Nullity Theorem applied to φv
w.

As for Statement 6 observe first that if I ∩J = ∅ then Kv
I ∩Kv

J = 0, whence

φv
J Kv

I

is injective. Also, φw
L ◦ φv

J = 0. So

pvI ≤ dim Im
(
φv
J

)
≤ dimKw

L = pwL ..

The second statement in 6 follows from the first.

If v1 and v2 are neighboring vertices, then Property 2 of a linked net of

vector spaces implies that φv2
v1φ

v1
v2 = 0. The reverse inclusion is the subject of

the following definition.

Definition 3.7. A linked net of vector spaces of a quiver Q is called exact if

for each two neighboring vertices v1 and v2 of Q we have

Im(φv1
v2) = Ker(φv2

v1).
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Definition 3.8. Let g be a linked net of vector spaces of dimension r over a

Zn-quiver Q. A collection of vertices v1, . . . , vm of Q and vectors si ∈ Vvi for

i = 1, . . . ,m such that

{s1
Vw

, . . . , sr
Vw

} generates Vw for each vertex w of Q

is called a set of generators of g; if m = r, it is called a simple basis. We will

also say that {v1, . . . , vm} generate g and that g is finitely generated.

We will see in Chapter 5 that if g admits a simple basis, then it is exact (see

Proposition 5.1).

Definition 3.9. Let g be a linked net of vector spaces over a Zn-quiver Q with

vertex set G. We say that g has finite support if there exists a finite subset

H ⊂ G such that for each w ∈ G − H there exists v ∈ H such that φv
w is an

isomorphism. We say that g has finite support on H.

Once g has finite support on a certain H, we may remove vertices from H,

if necessary, to assume that H is minimal. Then H is unique by the following

proposition.

Proposition 3.7. Let g be a linked net of vector spaces over a Zn-quiver Q

with vertex set G. Assume g has finite support on H ⊂ G and on H ′ ⊂ G.

Suppose H ′ is minimal for this property. Then H ′ ⊆ H. Furthermore, for each

v, w ∈ H ′ distinct, φv
w is not an isomorphism.

Proof. Suppose by contradiction that there exist distinct v, w ∈ H ′ such that

the map φv
w : Vv −→ Vw is an isomorphism. We claim that g has support on

H ′ − {w}, a contradiction. Indeed, take u ∈ G. By hypothesis, there exists

z ∈ H ′ such that the map φz
u : Vz −→ Vu is an isomorphism. If z ̸= w, we

are done. If z = w then the composition φw
uφ

v
w : Vv −→ Vw −→ Vu is an

isomorphism too. It follows that there is an admissible path connecting v to u

via w, and thus φv
u = φw

uφ
v
w, also an isomorphism. Hence, we can remove w

from H ′.

Now, suppose that v /∈ H, for some v ∈ H ′. Since g is supported on H, there

exists w ∈ H such that φw
v : Vw −→ Vv is an isomorphism. Hence, φv

w : Vv −→
Vw is zero. Since g is supported on H ′ as well, there is u ∈ H ′ such that

φu
w : Vu −→ Vw is an isomorphism. Clearly, u ̸= v. But then the composition

φw
v φ

u
w is an isomorphism, and thus agrees with φu

v . But this contradicts what

we have just proved above. Therefore H ′ ⊆ H.
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Proposition 3.8. Let g be a linked net of vector spaces over a Zn-quiver Q.

Let H be a set of vertices of g. If H generates g then g has support on P (H).

In addition, g is finitely generated if and only if it has finite support.

Proof. We claim that if g has support in a finite set of vertices S then S generates

g. In fact, for each v ∈ S, let sv1, . . . , s
v
r be a basis of Vv; then, for each vertex

w of the quiver, there is v ∈ S such that sv1 Vw
, . . . , svr Vw

generate Vw.

Because of Proposition 3.4, it remains to prove the first statement. Suppose

then that H generates g. Let v ̸∈ P (H). Then, by Proposition 3.5, there are a

vertex w different from v such that there is an admissible path from each z ∈ H

to v passing through w. Thus s|Vv
= φw

v (s|Vw
) for each s ∈ Vz for each z ∈ H.

Since H generates g, it follows that φw
v is surjective, whence an isomorphism.

If w ̸∈ P (H) we may repeat the argument. The argument cannot be repeated

indefinitely as an admissible path from any z ∈ H to a given vertex of Q cannot

factor through infinitely many vertices.

Example 3.3. For each linked net of vector spaces over the quiver Q of Ex-

ample 3.2 with finite support on N2(≤ d) the linear maps associated to the

blue arrows, as in Figure Figure 3.1 is shown for the special case of d ≤ 4, are

isomorphisms.

Figure 3.1: A linked net of vector spaces with finite support on N2(≤ 4).

Theorem 3.1. Let g be a linked chain of vector spaces of dimension one over a

Zn-quiver Q. If g has finite support and is exact then g admits a simple basis.
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More precisely, there are a vertex v in the support of g and a vector s ∈ Vv such

that s|Vw generates Vw for every vertex w of Q.

Proof. We prove first that there are a vertex v of Q and s ∈ Vv such that s is

not in the image of φγ for any simple admissible path γ arriving at v. Indeed,

suppose not. Let H be the (finite) support of g.

Let v0 be any vertex of Q and t0 ∈ Vv0 any nonzero vector. If v0 ̸∈ H then

there is an admissible path γ0 connecting a vertex w0 ∈ H with v0 such that

φγ0
is an isomorphism. Then there is s0 ∈ Vw0

such that φγ0
(s0) = t0. By

contradiction hypothesis, there are a simple admissible path µ0 connecting a

vertex v1 of Q to w0 and t1 ∈ Vv1 such that φµ1
(t1) = s0.

Proceeding as before, with v1 and t1 replacing v0 and t0, and so on, we end

up with a sequence of vertices v0, v1, . . . ofQ, a sequence of vertices w0, w1, . . . of

H, admissible paths γ0, γ1, . . . and µ0, µ1, . . . , and vectors ti ∈ Vvi and si ∈ Vwi

for each i = 0, 1, . . . such that:

1. γi connects wi to vi and µi connects vi+1 to wi for each i = 0, 1, . . . ,

2. φγi
(si) = ti and φµi

(ti+1) = si for each i = 0, 1, . . . .

Since H is finite, there are i and j with i < j such that wi = wj . But, from our

construction, the path

ρ := γi+1µi+1 · · · γj−1µj−1γj

is such that φρ(sj) = si, but ρ is cycle, thus φρ = 0. We reached a contradiction.

Let now v be the vertex of Q and s ∈ Vv such that s is not in the image of

φγ for any simple admissible path γ arriving at v. Since g is exact, it follows

that φγ(s) ̸= 0 for every simple admissible path γ leaving from v. But then

φγ(s) ̸= 0 for any admissible path γ, that is, s|Vw ̸= 0. Finally, since g has

dimension 1, it follows that s|Vw generates Vw for every vertex w of Q.

Proposition 3.9. Let g be a finitely generated linked net of vector spaces of

dimension 1 over a Zn-quiver. Then there is a set of vertices H minimally

generating g. Furthermore, the following two statements hold:

1. φv
u = 0 for each two neighboring u, v ∈ H.

2. If each two vertices of H are neighbors, then H is the unique set of vertices

minimally generating g.
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Proof. Let H be a finite set of vertices generating g. Up to replacing H by a

smaller subset, we may choose H minimal.

We prove Statement 1 first. Assume there are neighboring u, v ∈ H such that

φv
u ̸= 0. We claim that H −{u} generates g. Indeed, since g has dimension 1, a

set of generators of g is obtained by picking nonzero sw ∈ Vw for each w ∈ H.

Also, φv
u is an isomorphism, and hence we may assume that φv

u(sv) = su. Let

w be any vertex of Q. Then Vw is generated by the sz
Vw

for z ∈ H. But, if

there is an admissible path connecting v to w through u then su
Vw

= sv
Vw

.

And if not, since u and v are neighbors, it follows from Lemma 3.1 that there

is an admissible path from u to w through v, and hence

su
Vw

= φv
wφ

u
v (su) = φv

wφ
u
vφ

v
u(sv) = 0.

At any rate, Vw is generated by the sz
Vw

for z ∈ H − {u}.
As for Statement 2, assume each two vertices of H are neighbors. Let H ′

be another set of vertices generating g. Let a ∈ H. Then φz
a(Vz) = Va for some

z ∈ H ′. On the other hand, φb
z(Vb) = Vz for some b ∈ H. Then φz

aφ
b
z is nonzero,

whence equal to φb
a. Now, a and b cannot be neighbors by Statement 1. Since

each two vertices of H are neighbors, we must have a = b. But then, as φz
aφ

a
z

is nonzero, we must have z = a. It follows that H ⊆ H ′.
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Chapter 4

Linked nets of dimension 1

over Z2-quivers

Here we restrict our attention to linked nets of vector spaces of dimension 1 over

Z2-quivers, not necessarily exact. Our Theorem 4.1 guarantees that those of

finite support are minimally generated by a set of one, two or three neighboring

vertices. The proof follows from Theorem 4.2, where we go further and describe

those linked nets which do not have finite support as those that admit a so-

called infinite corridor configuration, and Theorem 4.3, which rules out the

infinite corridors in the case of finite support.

Definition 4.1. Given a Z2-quiver, a point is a vertex, a segment is a collection

of two neighboring vertices, and a triangle is a collection of three vertices, each

two neighbors.

Given a segment, one and only one of its vertices is connected to the other

by an arrow. We can classify the segments in three groups according to the type

of the arrow.

Each two vertices in a triangle form a segment. Given a triangle, let v, w, z

denote its vertices. We may assume there is an arrow connecting v to w. If

there were an arrow connecting z to w then z would not be a neighbor of v.

Thus there is an arrow connecting w to z. By the same token there is an arrow

connecting z to v. All three arrows must be distinct. Thus we can classify the

triangles in two groups according to the types of the arrows.

We classify one-dimensional linked nets of vector spaces over Z2-quivers ac-

cording to their minimal generating set, a point, a segment or a triangle, a

55
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consequence of our main theorem below.

Theorem 4.1. Let g be a linked net of vector spaces of dimension 1 with finite

support over a Z2-quiver. Then g is generated by a triangle.

The proof of the theorem will be achieved by the end of the section, as a

consequence of the very descriptive Theorem 4.2, where we describe as well the

case where g does not have finite support, and of Theorem 4.3.

Observe that the triangle may not minimally generate g: a minimal generat-

ing set could be a segment or a point of g. At any rate, the minimal generating

set is unique by Proposition 3.9

In order to be able to draw figures explaining the following results, we may

and will assume without loss of generality that we are given the standard Z2-

quiver Q, the one with vertex set Z2 generated by the vectors v0 = (−1, 0),

v1 = (1, 1) and v2 = (0,−1).

We will throughout replace 0, 1 and 2 by X, Y and Z, which is suggestive of

how the quiver arises as a projection of the quiver associated to any degeneration

to the simplest curve of three components there is, combinatorially speaking,

that of compact type. For example, vX := v0, vY := v1 and vZ := v2.

Let g be a linked net of vector spaces g over Q. We use

φ
d
X , φ

d
Y , φ

d
Z , φ

d
X+Y , φ

d
X+Z and φ

d
Y+Z

for

φ
d
{0}, φ

d
{1}, φ

d
{2}, φ

d
{0,1}, φ

d
{0,2} and φ

d
{1,2},

respectively.

Also, we denote by CX+Y (d) the {0, 1}-cone of d for each d ∈ Z2. The cones

CX+Z(d) and CY+Z(d) are defined analogously.

We let K
d
X denote the kernel of φ

d
X . Analogously, we define K

d
Y , K

d
Z , K

d
X+Y ,

K
d
X+Z and K

d
Y+Z . Also, we let p

d
X , p

d
Y , p

d
Z , p

d
X+Y , p

d
X+Z and p

d
Y+Z denote their

dimensions.

We let X(d) or X · d denote {0} · v. And so forth.

We highlight Lemma 3.3 for the quiver Q, as it is the version we will use

most in the thesis.

Lemma 4.1. Let g be a linked net of vector spaces of dimension r over the stan-

dard Z2-quiver with vertex set G. For each d ∈ Z2 and {R,S, T} = {X,Y, Z}
the following is true.
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(a) p
d
R ≤ min{pdR+S , p

d
R+T }

(b) p
d
R+S ≤ r − p

d
T

(c) p
d
X + p

d
Y + p

d
Z ≤ r

(d) p
d
R+S + p

d
R+T ≤ r + p

d
R

(e) p
d
R + p

d
S ≤ p

d
R+S

(f) p
d
R ≤ min{pS·d

R+T , p
T ·d
R+S , p

(S+T )·d
R }

(g) p
d
R+S ≤ p

T ·d
R+S

(h) p
d
R + p

R·d
S+T ≥ r

Proof. Statement (a) is an application of Statement 1 in Lemma 3.3. Statement

(b) follows from Statement 2 therein. Statement (c) follows from Statement 4.

Statement (d) follows from Statement 3.

As for Statement (e), Statement 4 yields that the sum K
d
R + K

d
S is direct,

and since K
d
R and K

d
S are subspaces of K

d
R+S , the inequality follows.

Statement (f) follows from Statement 6, its second part. Statement (g)

follows from Statement 6, its first part. Statement (h) is an application of

Statement 5.

If we assume that g has finite support, we will assume without loss of gen-

erality that it has finite support on

N2(≤ d) := {(i, j) ∈ Z2 | 0 ≤ i, j ≤ i+ j ≤ d}

for some d.

If g is one-dimensional, we replace Vv by Iv. Assume from now on that g

has dimension 1.

Remark 4.1. Note that φ
d
R+S ̸= 0 if and only if the restriction of g to CR+S(d)

is supported on {d}, for all R,S distinct with {R,S} ⊂ {X,Y, Z}.

If we now suppose that g is not exact, then there exists a pair of neighboring

vertices (d, e) such that the maps Id −→ Ie and Ie −→ Id are both zero. By

symmetry, we can suppose that d = (R+S) · e and e = T · d, where {R,S, T} =

{X,Y, Z}. We call (Id, Ie) a non-exact pair.
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Given a non-exact pair (Id, Ie), since φ
d
T = 0, we must have that φ

d
R+S

is an isomorphism; thus the restriction of g to CR+S(d) is supported on {d}.
Likewise, since φ

e
R+S = 0, also φ

e
T is an isomorphism.

We say (Id, Ie) is perfect or a generating pair if the maps φ
e
R+T and φ

e
S+T

are both isomorphisms. This is equivalent to say that the restriction of g to

CR+T (e) ∪ CS+T (e) is supported on {e}. As the restriction of g to CR+S(d)

is supported on {d}, if (Id, Ie) is perfect, then g has minimal support on the

independent segment {d, e}.
Observe that since φ

e
T is an isomorphism, φ

e
R+T or φ

e
S+T is also an isomor-

phism. In the case that only one of them is an isomorphism, we say that the pair

(Id, Ie) is an imperfect non-exact pair. A non-exact pair gives rise to a sequence

of several non-exact pairs (see Figures 4.4 to 4.8 for a visual reference). This is

the content of the following lemma.

(We will employ many figures in the proofs. In all of them, the filled arrows

imply the dashed arrows. Also, maps associated to red arrows are zero, those

associated to blue arrows are not.)

Lemma 4.2. Let g be a linked net of vector spaces of dimension 1 over the

standard Z2-quiver. For {R,S, T} = {X,Y, Z} and a non-exact pair (Id, Ie)

with e = R · d, the following two statements are true:

i) Let a := (R + S) · d and b := S · d. Suppose that φ
e
S : Ie −→ Ia is an

isomorphism. Then (Ia, Id) and (Ib, Ia) are both non-exact pairs.

ii) Let p := (R + T ) · e and q := T · e. Suppose that φ
p

S : Ip −→ Ie is an

isomorphism. Then (Iq, Ip) and (Ie, Iq) are both non-exact pairs.

Proof. i) The map φT : Ia −→ Id cannot be an isomorphism, otherwise the map

φS+T : Ie −→ Id would be an isomorphism too. The map φR+S : Id −→ Ia

factors though Ie, hence is zero, since φR : Id −→ Ie is zero. Thus (Ia, Id) is a

non-exact pair. See Figure 4.1 for a visual reference.

Now, φS : Id −→ Ib is an isomorphism, since φR : Id −→ Ie is zero. There-

fore, φR : Ib −→ Ia is zero, otherwise φR+S : Id −→ Ia would be an isomor-

phism. And the map φS+T : Ia −→ Ib factors through Id, hence is zero, because

φT : Ia −→ Id is zero. Thus (Ia, Ib) is a non-exact pair.

ii) We must have φT : Ie −→ Iq be the zero map, otherwise φS+T : Ip −→ Iq

would be an isomorphism. If φR+S : Iq −→ Ie is an isomorphism then φS+T :

Ie −→ Id is also a isomorphism. But it is a contradiction, because (Id, Ie) is
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e d

a b

S

R

T

Figure 4.1: Lemma 4.2 part (i). Here, R = X and S = Y .

a non-exact pair. Thus Iq −→ Ie is zero and (Ie, Iq) is a non-exact pair. See

Figure 4.2.

Since φR+S : Iq −→ Ie factors through Ip and φS : Ip −→ Ie is an iso-

morphism by hypothesis, we conclude that Iq −→ Ia is zero. And finally,

φS+T : Ip −→ Iq factors though Ie, so it is zero, because φT : Ie −→ Iq is zero.

Thus (Iq, Ip) is a non-exact pair.

p q

e d

S

R

T

Figure 4.2: Lemma 4.2 part (ii). Here, R = X, S = Y and T = Z.

The above lemma is interesting because it shows us that a non-exact pair can

be replicated one level down or one level up, given the appropriate hypothesis,

i.e, the map φS is an isomorphism. The configuration is continuously replicated

until the map φS ceases to be an isomorphism. It will be useful in inductive

arguments very soon.

Lemma 4.3. Let g be a linked net of dimension 1 over the standard Z2-quiver.

For {R,S, T} = {X,Y, Z} and non-exact pairs (Ib, Ia) and (Ic, Ia) where it holds

that a = R · b = S · c, if d = T · a then (Ia, Id) is also a non-exact pair.

Proof. First, note that the map φR+S : Id −→ Ia must be zero, since it fac-

tors through Ib and Ic. Suppose by contradiction that φT : Ia −→ Id is an
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isomorphism. Since ker(φ
d
R) ∩ ker(φ

d
S) = (0), one of the maps φ

d
R or φ

d
S is an

isomorphism. Suppose the former is true. Then φR+T : Ia −→ Ic would be an

isomorphism, which is a contradiction.

a b

c d

Figure 4.3: Lemma 4.3. Here, R = X, S = Y and T = Z.

We show in Figures 4.4 to 4.8 five types of configurations for a non-exact

linked net g of dimension 1 over the standard Z2-quiver. In each case, the

vertices of the minimal support are marked in orange.

Types I, II and III admit perfect pairs (Id, Ie), where e = T ·d for T equal to

X, Z and Y , respectively. The other two types of configurations contain only

imperfect non-exact pairs, but they are special nevertheless, as an independent

triangle {a, b, c} is the minimal support of g, where the vertices are ordered

in such a way that the restriction of g to CX+Y (a) is supported on {a}, the
restriction to CX+Z(b) is supported on {b} and that to CY+Z(c) is supported on

{c}. Of course, types I, II and III are all the same configuration, after relabeling

the generating vectors, and the same goes to types IV and V. But once we fix

the order of the vectors vX , vY , vZ , having a distinction between those types is

helpful to visualize the situation.

Figure 4.4: Non-exact configuration of type I
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Figure 4.5: Non-exact configuration of type II

Figure 4.6: Non-exact configuration of type III

However, there exist linked nets of vector spaces g of dimension 1 that are

not supported on points, segments or triangles, in fact, that do not even have

finite support. It is easy to come up with examples. In Figures 4.9 to 4.11 the

red sequences of non-exact pairs never end. One can say that the support is

“at infinity.” If we take all spaces to be the field, associate the identity maps to

the blue arrows and the zero maps to the red arrows, we have examples. Those

three types are called infinite corridor configurations.

The next lemma says that we have a “horizontal” non-exact pair in almost

every situation.

Lemma 4.4. Let g be a linked net of dimension 1 over the standard Z2-quiver.

If g is non-exact and does not admit a horizontal infinite corridor configuration,
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Figure 4.7: Non-exact configuration of type IV

Figure 4.8: Non-exact configuration of type V

then there exists a non-exact pair (Id, Ie) such that e = X · d.

Proof. Since g is non-exact, there exists a non-exact pair (Ia, Ib). If b = X ·a, we
are done. Otherwise, we may suppose b = Z ·a (the case b = Y ·a is analogous).

Define c = Y · b and d = Z · c. Considering the map φX : Id −→ Ib we have two

cases to analyze.

Case 1: The map φX : Id −→ Ib is zero.

In this case we have two possibilities. If φY+Z : Ib −→ Id is also zero, then

(Id, Ib) is the non-exact pair we are looking for.

If φY+Z : Ib −→ Id is an isomorphism, then φY : Ib −→ Ic is also an iso-

morphism. The map φY+Z : Ia −→ Ic is zero, because it factors through Ib.

And the map φX : Ic −→ Ia can not be an isomorphism, because otherwise,
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Figure 4.9: Horizontal infinite corridor configuration

φX+Y : Ib −→ Ia would be an isomorphism too. Therefore, (Ic, Ia) is the non-

exact pair we are looking for.

Case 2: The map φX : Id −→ Ib is an isomorphism.

In this case we are in the hypotheses of Lemma 4.2 (ii), taking R = Z, S = X

and T = Y . We conclude that (Ib, Ic) and (Ic, Id) are both non-exact pairs and

also that φX : Ic −→ Ia is an isomorphism.

Note that we obtain a non-exact pair similar to the one we started with,

i.e., d = Z · c. We could have considered, in the first place, the “vertical” pair

(Ic, Id) instead of the “vertical” pair (Ia, Ib).

So we can proceed repeating the same arguments above. Consider the ver-

tices p = Y · d and q = Z · p. If φX : Iq −→ Id is zero we are in Case 1 again

and it’s over. If not, we come back to Case 2 and we will conclude that there

exists another “vertical” non-exact pair to the right, namely, the pair (Ip, Iq).

So, the worst case scenario is when we continuously repeat Case 2 indefi-

nitely. But that will produce an infinite horizontal corridor configuration, which

is against the hypothesis. So, at some point of the argument, Case 2 can not

occur again and then we will finish the proof.

The main theorem below says those five types along with the three infinite

corridor configurations mentioned above cover all possibilities for configurations

of non-exact linked nets of dimension 1.
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Figure 4.10: Vertical infinite corridor configuration.

Theorem 4.2. Let g be a linked net of vector spaces of dimension 1 over the

standard Z2-quiver. If g is not exact, then it admits a configuration of type I,

II, III, IV or V, or it admits an infinite corridor configuration.

Proof. If g admits an infinite horizontal corridor configuration, then we are

done. Otherwise, by Lemma 4.4, there exists a non-exact pair (Id, Ie) such that

e = X · d. Without loss of generality, after a translation, we may suppose that

e = (0, 0) and d = (1, 0). We do this to simplify the notation.

Denote I ′i = I(i,i) for each i ∈ Z. Note that the map φX+Z : I(1,1) −→ I(0,0)

must be zero, because otherwise the map φX : I(1,0) −→ I(0,0) would be an

isomorphism. Thius implies that the maps φY : I ′i −→ I ′i+1 are isomorphisms

for all i ≥ 1. We have a few cases to analyze.

CASE 1: The maps I ′i −→ I ′i+1 are isomorphisms for all i ∈ Z. See

Figure 4.14.

Since φY : I(−1,−1) −→ I(0,0) is an isomorphism, it follows from Lemma 4.2 (ii)

that both pairs (I(0,−1), I(−1,−1)) and (I(0,0), I(0,−1)) are non-exact and also

φY : I(0,−1) −→ I(1,0) is an isomorphism. Using induction and both parts of

Lemma 4.2 we actually prove that (I(i+1,i), I(i,i)) and (I(i,i), I(i,i−1)) are non-
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Figure 4.11: Diagonal infinite corridor configuration.
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b

a

d

c

Figure 4.12: Lemma 4.4, Case 1, Ib −→ Id is an isomorphism.

b

a

d

c

Figure 4.13: Lemma 4.4, Case 2.

exact pairs for all i ∈ Z. Therefore, g admits a diagonal infinite corridor config-

uration.

CASE 2: There exists i0 ∈ Z such that I ′i −→ I ′i−1 is an isomorphism for

all i ≤ i0 and I ′i −→ I ′i+1 is an isomorphism for all i ≥ i0. See Figure 4.15.

In this case we have that i0 ≤ 0, otherwise I(1,1) −→ I(0,0) would be an

isomorphism and we already saw this is impossible. As in Case 1, we can use

Lemma 4.2 (ii) and induction to conclude that (I(i+1,i), I(i,i)) and (I(i,i), I(i,i−1))

are non-exact pairs for each i = 0,−1,−2, . . . , i0 + 1. We also have that the

maps φX+Y : I(i0,i0) −→ I(i0,i0+1) and φX+Z : I(i0,i0) −→ I(i0−1,i0−1) are both

isomorphisms. Therefore, (I(i0+1,i0), I(i0,i0)) is a generating pair that induces a

configuration of type I on g.

(−1,−1) (0,−1)

(0, 0) (1, 0)

Y

Figure 4.14: Proof of Theorem 4.2, Case 1.
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Figure 4.15: Proof of Theorem 4.2, Case 2: configuration of type I.

CASE 3: There exists i0 ∈ Z such that I ′i −→ I ′i+1 is an isomorphism for

all i > i0, that I ′i −→ I ′i−1 is an isomorphism for all i ≤ i0 and I ′i0 −→ I ′i0+1

and I ′i0+1 −→ I ′i0 are both zero.

As we saw before, i0 > 0 is impossible. If i0 < 0 then we can apply

Lemma 4.2 (ii) and induction again to conclude that (I(i0+2,i0+1), I(i0+1,i0+1))

is a “horizontal” non-exact pair. So we could have started with that pair at the

very beginning of the proof. Hence, without loss of generality, we will suppose

that i0 = −1. See Figure 4.16.

By Lemma 4.3, we see that (I(0,0), I(0,−1)) is a non-exact pair. Hence, the

maps φX+Y : I(0,0) −→ I(0,1) and φZ : I(0,−1) −→ I(0,−2) are both isomor-

phisms. The map φX+Z : I(−1,−1) −→ I(−2,−2) is also an isomorphism, be-

cause φY : I(−1,−1) −→ I(0,0) is zero. The maps φX : I(0,−1) −→ I(−1,−1) and

φY : I(0,−1) −→ I(1,0) can not be both zero, because their kernels intersect triv-

ially. We have then the following possibilities:

1. (See Figure 4.17) If φX : I(0,−1) −→ I(−1,−1) and φY : I(0,−1) −→ I(1,0)

are both isomorphisms, so are the maps φX+Z : I(0−1) −→ I(−1,−2) and

φY+Z : I(0,−1) −→ I(1,−1). Therefore, (I(0,0), I(0,−1)) is a generating pair

that induces a configuration of type II on g.
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?

?

Figure 4.16: Proof of Theorem 4.2, Case 3, general setup when i0 = −1.

Figure 4.17: Proof of Theorem 4.2, Case 3, setup when i0 = −1, first possibility:
configuration of type II
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Figure 4.18: Proof of Theorem 4.2, Case 3, setup when i0 = −1, second possi-
bility: configuration of type V

2. (See Figure 4.18) If I(0,−1) −→ I(−1,−1) is zero and I(0,−1) −→ I(1,0) is

an isomorphism, then φY+Z : I(0,−1) −→ I(1,−1) is an isomorphism. The

map φY+Z : I(−1,−1) −→ I(0,−1) is zero because it factors through I(0,0).

Therefore, (I(0,0), I(−1,−1), I(0,−1)) is a generating triple that induces a

configuration of type V on g.

3. (See Figure 4.19) If φY : I(0,−1) −→ I(1,0) is zero and φX : I(0,−1) −→
I(−1,−1) is an isomorphism, then φX+Z : I(0,−1) −→ I(−1,−2) is an isomor-

phism. Also, the map φX+Z : I(1,0) −→ I(0,−1) is zero, because it factors

through I(0,0). Therefore, (I(0,0), I(0,−1), I(1,0)) is a generating triple that

induces a configuration of type IV on g.

Now, suppose i0 = 0. Then (I(0,0), I(1,1)) is a non-exact pair. Put I
′′
j := I(0,j)

for each j ∈ Z. We have a few subcases.

Subcase 3.1: All maps φZ : I ′′j+1 −→ I ′′j are isomorphisms. See Figure 4.21.

In this case, the map φY+Z : I(0,1) −→ I(1,1) is zero, since it factors through

I(0,0). Also φX : I(1,1) −→ I(0,1) cannot be an isomorphism, because the map

φX+Y : I(1,1) −→ I(0,0) would be an isomorphism too. Therefore, (I(1,1), I(0,1))

is a non-exact pair. That also implies that φY+Z : I(1,1) −→ I(2,1) is an isomor-
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Figure 4.19: Proof of Theorem 4.2, Case 3, setup when i0 = −1, third possibility:
configuration of type IV

phism and hence φZ : I(1,1) −→ I(1,0) is an isomorphism too. Using induction

and repeating the above argument, we conclude that for every j ∈ Z, the pairs

(I(1,j), I(0,j)) and (I(0,j), I(1,j+1)) are non-exact and φZ : I(1,j) −→ I(1,j−1) is an

isomorphism. Therefore, g admits an infinite vertical corridor configuration.

Subcase 3.2: There exists j0 ∈ Z such that φZ : I ′′j −→ I ′′j−1 is an isomor-

phism for all j ≤ j0 and φX+Y : I ′′j −→ I ′′j+1 is an isomorphism for all j ≥ j0.

See Figure 4.22.

In this case, as φX+Y : I(0,0) −→ I(0,1) factors through I(1,1), hence is zero,

we must have that j0 > 0. Using the same arguments as in Subcase 3.1, we

conclude that the pairs (I(1,j), I(0,j)) and (I(0,j−1), I(1,j)) are non-exact and the

map φZ : I(1,j) −→ I(1,j−1) is an isomorphism, for every j ≤ j0. Also, both

φX+Y : I(0,j0) −→ I(0,j0+1) and φX+Z : I(0,j0) −→ I(−1,j0−1) are isomorphisms.

Therefore, (I(1,j0), I(0,j0)) is a generating pair that induces a configuration of

type I on g.

Subcase 3.3: There exists j0 ∈ Z such that I ′′j −→ I ′j+1 is an isomorphism

for all j > j0, I
′′
j −→ I ′′j−1 is an isomorphism for all j ≤ j0 and I ′′j0 −→ I ′′j0+1

and I ′′j0+1 −→ I ′′j0 are both zero. See Figure 4.23.

Again, since φZ : I(0,0) −→ I(0,−1) is an isomorphism, we have j0 ≥ 0. Using
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Figure 4.20: Proof of Theorem 4.2, Case 3, general setup when i0 = 0.
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Figure 4.21: Proof of Theorem 4.2, Case 3, setup when i0 = 0, Subcase 3.1:
vertical infinite corridor configuration.



73

Figure 4.22: Proof of Theorem 4.2, Case 3, setup when i0 = 0, Subcase 3.2:
configuration of type I.
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Figure 4.23: Proof of Theorem 4.2, Case 3, setup when i0 = 0, Subcase 3.3:
general configuration.

the same arguments as in Subcase 3.1, we conclude that the pairs (I(1,j), I(0,j))

and (I(0,j−1), I(1,j)) are non-exact and the map φZ : I(1,j) −→ I(1,j−1) is an

isomorphism for every j ≤ j0. Since (I0,j0+1, I(0,j0)) is an non-exact pair,

Lemma 4.3 assure us that (I(0,j0), I(1,j0+1)) is a non-exact pair too. Because

of this, we may simplify the notation and suppose without loss of generality

that j0 = 0.

Now we have a situation similar to the one we discussed in Case 3, when

i0 = −1. Actually, it is the same situation, after relabeling the generating

vectors, so we will make it brief. There are three possibilities:

1. If the maps I(1,1) −→ I(0,1) and I(1,1) −→ I(1,0) are both isomorphisms,
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then (I(0,0), I(1,1)) is a generating pair that induces a configuration of type

III on g.

2. If I(1,1) −→ I(0,1) is zero and I(1,1) −→ I(1,0) is an isomorphism, then

(I(0,1), I(0,0), I(1,1)) is a generating triple that induces a configuration of

type IV on g.

3. If I(1,1) −→ I(0,1) is an isomorphism and I(1,1) −→ I(1,0) is zero, then

(I(1,1), I(0,0), I(1,0)) is a generating triple that induces a configuration of

type V on g.

Now, assume that g has finite support on Z2(≤ d). We argue that the infinite

corridor configurations do not occur.

Theorem 4.3. Let g be a linked net of vector spaces of dimension 1 over the

standard N2-quiver. Assume it has a finite support on N2(≤ d) for some integer

d > 0. Then g does not admit an infinite corridor configuration. Furthermore,

its minimal support is contained in Z2(≤ d).

Proof. Suppose by contradiction, and without loss of generality, that g admits

a vertical infinite corridor configuration. Then the maps φ
d
Z are isomorphisms

for all d ∈ Z2. This is impossible when the representation has finite support.

Finally, it follows from Proposition 3.7 that the minimal support is contained

in Z2(≤ d).
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Chapter 5

Simple bases

In this chapter we explore in more details the concept of a simple basis intro-

duced before. As far as this author knows, the idea of a simple basis appeared

first hidden in the proof of Lemma A.12 of Osserman’s article [4], on Page 25,

but it was explicitly cited as an important property of exact limit linear series

by Esteves and Osserman in their paper on Abel maps [1]. In fact, the property

of admitting a simple basis is equivalent to being exact for limit linear series

over compact type curves with two components. In Proposition 5.3 we prove

this is also true for linked chains of vector spaces.

For several months we believed this result was also true for limit linear series

over curves with three components. But we have found a counterexample to this

fact (see Section 8.2). Nonetheless, it is still true that a limit linear series that

admits a simple basis is exact, as we prove in Proposition 5.1.

Let’s first recall our definition of a simple basis for linked nets of vector

spaces:

Definition 5.1. Let g be a linked net of vector spaces of dimension r over a

Zn-quiver with vertex set G. A simple basis for g is a collection of r vertices

w1, . . . , wr and r vectors si ∈ Vwi for i = 1, . . . , r, such that:

{s1
Vw

, . . . , sr
Vw

} is a basis for Vw ∀w ∈ G.

77
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Observe that, if a collection of si ∈ Vwi form a simple basis, then

φw
u

(
si

Vw

)
=

si
Vu

if si
Vw

/∈ Ker(φw
u )

0 if si
Vw

∈ Ker(φw
u )

.

Moreover, those si
Vw

belonging to the kernel form a basis for Ker(φw
u ), whereas

the image of the others under φw
u form a basis for Im(φw

u ). Indeed, if φ
w
u (si Vw

)

is nonzero then there is an admissible path connecting wi to u passing through

w, whence φwi
u = φw

uφ
wi
w and thus φw

u (si Vw
) = si

Vu
. As these si

Vu
are linearly

independent, they form a basis for the image of φw
u . Furthermore, if a linear

combination of the si
Vw

is mapped to zero under φw
u , the induced linear com-

bination of the si
Vu

is zero, and hence the kernel of φw
u is generated by those

si
Vw

mapped to zero.

In short, the maps φw
v are just projections with respect to the bases. In

particular, a simple basis diagonalizes all the maps φw
v simultaneously.

Proposition 5.1. Let g be a linked net of vector spaces over a Zn-quiver. If g

has a simple basis, then g is exact and has finite support.

Proof. First of all, g has finite support by Proposition 3.8. Now, let w1, . . . , wr

be vertices of the quiver and si ∈ Vwi for i = 1, . . . r forming a simple basis for

g. Let u,w be neighboring vertices. As we have observed, those si
Vu

belonging

to Ker(Vu −→ Vw) form a basis for this kernel and the si
Vu

for those si
Vw

not belonging to Ker(Vw −→ Vu) form a basis of Im(Vw −→ Vu). So, proving

that Ker(Vu −→ Vw) = Im(Vw −→ Vu) is equivalent to proving that for each

i = 1, . . . , r:

si
Vu

∈ Ker(Vu −→ Vw) ⇐⇒ si
Vw

/∈ Ker(Vw −→ Vu).

Suppose si
Vu

∈ Ker(Vu −→ Vw). Then there is no admissible path connect-

ing wi to w through u. Since u and w are neighbors, it follows from Lemma 3.1

that there is an admissible path connecting wi to u through w. But then

φw
u

(
si

Vw

)
= si

Vu
̸= 0.

Conversely, suppose si
Vw

/∈ Ker(Vw −→ Vu). Then there is an admissible

path connecting wi to u through w. By Lemma 3.1, the concatenation of every

path from wi to u with every path from u to w is not admissible, whence
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φu
wφ

wi
u = 0. It follows that

φu
w

(
si

Vu

)
= 0.

The converse holds for n = 1, the case of linked chains of vector spaces,

as Proposition 5.3 asserts. Before stating it, we need to somehow measure the

non-exactness of a linked net of vector spaces and relate this to the property of

having a simple basis.

Let g be a linked net of vector spaces over a Zn-quiver. For each vertex u of

the quiver define the following subspaces of Vu:

Υu :=
∑

w∈N(u)

Im (φw
u : Vw −→ Vu) and Σu :=

∑
w∈N(u)

Ker (φu
w : Vu −→ Vw) .

where N(u) is the set of vertices neighboring u. Set

V(g) :=
⊕
u

(
Vu

Υu

)
and W(g) :=

⊕
u

(
Vu

Σu

)
.

Clearly, W(g) is a quotient of V(g), and they are isomorphic if g is exact.

Proposition 5.2. Let g be a linked net of vector spaces of dimension r over a

Zn-quiver. If g has a simple basis, then dimV(g) = r.

Proof. Let w1, . . . , wr be vertices of the quiver and si ∈ Vwi for i = 1, . . . , r

forming a simple basis for g. Let u be a vertex of the quiver. Then si /∈ Υu for

any i such that wi = u. In fact, a stronger statement holds, finishing the proof:

The classes of all the si with wi = u form a basis for the quotient space Vu/Υu.

Indeed, Υu is generated by φw
u (si Vw

) for all w ∈ N(u) and all i = 1, . . . , r. But

if wi = u then si
Vw

= φu
w(si) and hence φw

u (si Vw
) = 0 for every w ∈ N(u). On

the other hand, if wi ̸= u, then each path from wi to u goes through a neighbor

w to u, whence φw
u (si Vw

) = si
Vu
. It follows that Υu is generated by the si

Vu

for wi ̸= u, and hence the classes of the si with wi = u form a basis for the

quotient space Vu/Υu.

Also the converse to this statement holds if n = 1, as the next proposition

asserts.

Proposition 5.3. Let g be a linked chain of vector spaces of dimension r. Then

the following statements hold:
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1. dimW(g) ≤ r.

2. If g has finite support then V(g) has finite dimension at least r.

Furthermore, the following statements are equivalent:

a) g admits a simple basis.

b) dimW(g) = r.

c) dimV(g) = r.

d) g is exact of finite support.

Proof. We may assume we are given the quiver Q whose vertex set is Z and

whose arrow set A ⊆ Z× Z is the union of

A0 := {(i, i+ 1) | i ∈ Z} and A1 := {(i, i− 1) | i ∈ Z}.

For each i ∈ Z put

Υi := Im(φi−1
i ) + Im(φi+1

i ) and Σi := Ker(φi
i−1) + Ker(φi

i+1).

First of all, let si,1, . . . , si,ℓi be liftings of linearly independent vectors in

the quotient of Vi by Σi for each i ∈ Z. We claim first that the si,j
Vm

are

linearly independent for each m ∈ Z. As an immediate consequence, we obtain

Statement 1 as well as that Statement b) implies Statement a).

Indeed, suppose not. Among all the zero nontrivial linear combinations∑
ci,jsi,j

Vm
, pick m and the ci,j for which the minimum number of the ci,j are

nonzero. Clearly, since si,j
Vm

∈ Σm for all i ̸= m and all j, the coefficients cm,j

are zero. Thus ∑
i<m

∑
j

ci,jsi,j
Vm

= −
∑
i>m

∑
j

ci,jsi,j
Vm

. (5.1)

Also, there is an integer i < m such that ci,j ̸= 0 for some j, or there is an

integer i > m such that ci,j ̸= 0 for some j.

If both occurred then, applying φm
m−1 to both sides of (5.1), we would obtain

the zero nontrivial linear combination∑
i>m

∑
j

ci,jsi,j
Vm−1

= 0
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which involves fewer nonzero coefficients. We may thus assume without loss of

generality that ci,j = 0 for all i > m and all j. Then∑
i<m

∑
j

ci,jsi,j
Vm

= 0.

Let p be maximum integer such that p < m and cp.j ̸= 0 for some j. Then∑
i<m

∑
j

ci,jsi,j
Vm

= φp+1
m φp

p+1

(∑
i≤p

∑
j

ci,jsi,j
Vp

)
,

whence ∑
i≤p

∑
j

ci,jsi,j
Vp

∈ Ker(φp
p+1) ⊆ Σp.

On the other hand,∑
i<p

∑
j

ci,jsi,j
Vp

∈ Im(φp−1
p ) ⊆ Υp ⊆ Σp.

It follows that
∑

j cp,jsp,j ∈ Σp, contradicting the choice of the sp,j , as cp.j ̸= 0

for some j.

Consider now Statement 2. If g has finite support, say in the interval [−i, i],

then φi
j and and φ−i

−j are isomorphisms for each j ≥ i, whence Υj = Vj for each

j with |j| > i and thus V(g) has finite dimension.

Furthermore, let si,1, . . . , si,ℓi be a lifting of a basis of the quotient of Vi by

Υi for each i ∈ Z. There are a finite number of si,j , equal to dimV(g). We claim

that the si,j
Vm

generate Vm for each m ∈ Z. As an immediate consequence, we

obtain Statement 2 as well as that Statement (c) implies Statement (a).

Indeed, suppose not. Let m ∈ Z and s ∈ Vm which is not a linear com-

bination of the si,j
Vm

. We may assume that s ∈ Υm. Suppose by induc-

tion that are s1 ∈ Vp and s2 ∈ Vq for p < m and q > m such that s :=

φp
m(s1) + φq

m(s2) is not a linear combination of the si,j
Vm

. We may assume

that s1 = φp−1
p (s1,1) +φp+1

p (s1,2) for certain s1,1 ∈ Vp−1 and s1,2 ∈ Vp+1. Since

φp
mφp+1

p = 0, we have that φp
m(s1) = φp−1

m (s1,1). Likewise, we may assume that

φq
m(s2) = φq+1

m (s2,2) for a certain s2,2 ∈ Vq+1. By induction, for each p < m

and q > m, there is s ∈ Im(φp
m) + Im(φq

m) which is not a linear combination of

the si,j
Vm

. But for p << 0 and q >> 0 we have that both φp
m and φq

m are zero,

reaching a contradiction.

Proposition 5.1 yields that Statement a) implies Statement d), whereas



82 CHAPTER 5. SIMPLE BASES

Proposition 5.2 yields that Statement a) implies Statement c). Clearly, State-

ment d) implies that V(g) = W(g). Now, Statements 1 and 2 yield

dimV(g) ≤ r ≤ W(g).

The equalities thus hold, yielding Statements b) and c).

On Table 8.3 on Page 127 there is an example of a non-exact linked net of

vector spaces g of dimension 2 for which dim W(g) = 0.



Chapter 6

The scheme P(g)

In this chapter we will study the scheme P(g), where g is a linked net of vector

spaces over a Zn-quiver, defined as a certain subscheme of the product
∏

P(Vwi)

for w0, . . . , wn a certain collection of vertices of the quiver.

The main goal of this chapter is to develop an algorithm to compute the

Chow class of P(g) inside Pr × Pr × Pr, in the case n = 2. (As the class is

invariant under the product of the automorphisms groups of the P(Vwi), we may

choose identifications of these with Pr, where r + 1 is the dimension of g.) The

computation will be based on the behavior of the numbers pvI = dimKer(φv
I ).

Let g be a linked net of vector spaces of dimension r+1 over a Zn-quiver Q.

Assume that g has finite support on a set of vertices H. For each i = 0, . . . , n,

let wi be the i-th bound of H. Recall that wi is the vertex of the cone CJi
(wi)

of vertices u of Q for which every admissible path γ from every vertex z ∈ H to

u satisfies γ(i) = 0. For each z ∈ H, if all the linear maps φz
wi

: Vz −→ Vwi
are

nonzero, they induce a rational map

P(Vz) 99K P(Vw0)× · · · × P(Vwn) =: Π(g). (6.1)

We let P(g)z denote the closure of the image of this map if all the linear maps

φz
wi

: Vz −→ Vwi
are nonzero, and put P(g)z := ∅ otherwise. Let P(g) be the

union of the P(g)z for z ∈ H.

The choice of H does not change the nature of P(g), as the next proposition
implies.

Proposition 6.1. Let g be a linked net of vector spaces over a Zn-quiver Q.

Let H ′ be a finite collection of vertices and H ⊆ H ′. Assume that g has support

83
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on H. For each i = 0, . . . , n, let wi and w′
i be the i-th bounds of H and H ′,

respectively. Then the following statements hold:

1. φz
w′

i
= φwi

w′
i
φz
wi

for each z ∈ H and each i = 0, . . . , n.

2. φwi

w′
i
is an isomorphism for each i = 0, . . . , n.

3. Given z ∈ H ′ for which φz
w′

i
̸= 0 for all i, there is u ∈ H such that φu

z is

an isomorphism and φz
w′

i
φu
z = φwi

w′
i
φu
wi

for each i = 0, . . . , n.

Proof. Fix i ∈ {0, . . . , n}. Since w′
i is the ith bound of H ′ and H ⊆ H ′, there

is a path γ connecting wi to w′
i with γ(i) = 0. Also, there is also a path µ

connecting each z ∈ H to wi with µ(i) = 0, and hence

φz
w′

i
= φwi

w′
i
φz
wi

for each z ∈ H, proving Statement 1.

Now, since g has support on H, there is z ∈ H such that φz
w′

i
is an isomor-

phism. It thus follows from Statement 1 that φwi

w′
i
is an isomorphism, proving

Statement 2.

Let now z ∈ H ′. Since g has support on H, there is u ∈ H such that φu
z is an

isomorphism. If φz
w′

i
̸= 0, also φz

w′
i
φu
z ̸= 0. It follows that there is an admissible

path connecting u to w′
i through z, and hence φz

w′
i
φu
z = φu

w′
i
. Statement 3 follows

now from Statement 1.

This scheme P(g) appeared in [1], in a context of compact type curves with

two components, as explained in Chapter 1. The authors proved that if the

limit linear series g is exact, then P(g) is reduced, connected, Cohen-Macaulay

of pure dimension r = rank of g and his Hilbert polynomial is the same of the

diagonal.

Muñoz studied this scheme in the context of compact type curves with three

components. In his article [7] he proved that if g is an exact limit linear series

which is the unique exact extension of a refined limit linear series (review Def-

inition 1.2), then P(g) has the same Hilbert polynomial of the diagonal. The

hypothesis of being a unique extension of a refined limit linear series can not

be dropped. In section 8.2 we present a example of a exact limit linear series g

such that the associated scheme P(g) is not a deformation of the diagonal. This

g does not admit a simple basis.

In this Chapter, we are concerned with determining the class [P(g)] of P(g)
in the Chow ring of Π(g), which we identify with

∏n
i=0 Pr. Recall this Chow ring
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is generated by the classes h0, h1, . . . , hn, where hi is the pullback to Π(g) of

the hyperplane class of the i-th factor. The indeterminacy locus of (6.1) is the

union of the subspaces P(Kz
wi
) for i = 0, . . . , n. If P(g)z is not empty, then (6.1)

induces a birational map P(Vz) 99K P(g)z. Thus P(g) has pure codimension nr

in Π(g), and hence its class is a linear combination of the monomials of the

form hi
0h

j
1h

k
2 , where i + j + k = nr and 0 ≤ i, j, k ≤ r. Each non-empty P(g)v

contributes with certain of these monomials.

We will now restrict our attention to Z2-quivers. Let thus g be a linked net

of vector spaces of dimension r + 1 of finite support over a Z2-quiver Q. As in

Chapter 4, we assume that Q is the standard Z2-quiver, with vertex set Z2 and

generated by the vectors v0 = (−1, 0), v1 = (1, 1) and v2 = (0,−1). We assume

as well that g has support on

N2(≤ d) := {(i, j) ∈ Z2 | 0 ≤ i, j ≤ i+ j ≤ d}

for some positive integer d. Recall as well from Chapter 4 all the alternate

notation used in this case.

In this case the i-th bounds are w0 = (d, 0), w1 = (0, 0) and w2 = (0, d).

Thus, for each d ∈ N2(≤ d) we are considering the natural map

P(Vd) 99K P(V(d,0))× P(V(0,0))× P(V(0,d)) =: Π(g). (6.2)

Its indeterminacy locus is P(Kd
X+Y ) ∪ P(Kd

X+Z) ∪ P(Kd
Y+Z).

Indeed, if d ̸= (0, 0) then K
d
(0,0) = K

d
X+Z by Lemma 3.2, and if d = (0, 0)

then K
d
(0,0) = 0 but also K

d
X+Z = 0. In any case, the indeterminacy locus of

the map P(Vd) 99K P(V(0,0)) is P(Kd
X+Z). An analogous argument yields the

indeterminacy loci of the other maps composing (6.2).

The next result tells us exactly what the contribution to the Chow class of

P(g) of each P(g)d is when g is exact.

Theorem 6.1. Let g be an exact linked net of vector spaces of dimension r+1

over the standard Z2-quiver with finite support on N2(≤ d). Let d ∈ N2(≤ d).

Let i, j, k be integers satisfying i + j + k = 2r and 0 ≤ i, j, k ≤ r. Then the

term hi
0h

j
1h

k
2 appears in the expression of the class

[
P(g)d

]
in the Chow ring of

Pr × Pr × Pr (and then with coefficient 1) if and only if the following relations
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are true:

p
d
Y+Z ≤ i, p

d
X ≤ r − i,

p
d
X+Z ≤ j, p

d
Y ≤ r − j,

p
d
X+Y ≤ k, p

d
Z ≤ r − k.

Proof. Suppose the numerical conditions hold. To find the coefficient of
[
P(g)d

]
with respect to the monomial hi

0h
j
1h

k
2 , we may compute its intersection with

the complementary class hr−i
0 hr−j

1 hr−k
2 . Let HX ⊂ V(d,0), HY ⊂ V(0,0) and

HZ ⊂ V(0,d) be general subspaces of dimension i+1, j+1 and k+1 respectively.

Denote by ρX : Vd −→ V(d,0), ρY : Vd −→ V(0,0) and ρZ : Vd −→ V(0,d) the maps

φ
d
(d,0), φ

d
(0,0) and φ

d
(0,d), respectively.

From now on, to avoid unnecessary notation we will drop the multi-index d

from the maps.

Now, observe that Ker(ρX) = Ker(φY+Z), and analogously for the other

two maps. We want to prove that, for general subspaces HX , HY and HZ , the

triple intersection

ρ−1
X (HX) ∩ ρ−1

Y (HY ) ∩ ρ−1
Z (HZ)

has dimension 1, and hence corresponds to a point on P(Vd). This will imply,

by Kleiman’s Transversality Theorem, that the coefficient of hi
0h

j
1h

k
2 in [P(g)d]

is equal to 1.

Since pY+Z ≤ i:

dim Im(ρX) + dimHX = r + 1− pY+Z + i+ 1 ≥ r + 2 > r + 1.

Hence

Im(ρX) ∩HX ̸= (0)

and the intersection is transversal, since we are taking a general HX .

We want now to guarantee that the intersection

ρY (ρ
−1
X (HX)) ∩HY

is nonzero and transversal. It is enough to show that

dim ρY (ρ
−1
X (HX)) > codim HY .
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First:

dim ρY (ρ
−1
X (HX)) = dim ρ−1

X (HX)− dim
(
ρ−1
X (HX) ∩KX+Z

)
.

But since the intersection Im(ρX) ∩HX is transversal:

dim ρ−1
X (HX) = i+ 1.

And so we obtain:

dim ρY (ρ
−1
X (HX)) = i+ 1− dim

(
ρ−1
X (HX) ∩KX+Z

)
. (6.3)

Now we analyze two cases:

Case 1: ρX(KX+Z) ∩HX = 0.

This is equivalent to KX+Z ∩ ρ−1
X (HX) = KZ , since KY+Z ∩KX+Z = KZ

and KY+Z = Ker(ρX). Equation (6.3) becomes:

dim ρY (ρ
−1
X (HX)) = i+ 1− pZ ≥ i+ 1− r + k.

Since i+ j + k = 2r, we finally get:

dim ρY (ρ
−1
X (HX)) ≥ r − j + 1 > codim HY .

Case 2: ρX(KX+Z) ∩HX ̸= 0.

In this case, since the intersection is transversal, we get

dim
(
ρ−1
X (HX) ∩KX+Z

)
= dimKX+Z − codim HX .

Equation (6.3) becomes:

dim ρY (ρ
−1
X (HX)) = i+ 1− pX+Z + r − i = r + 1− pX+Z .

By hypothesis, pX+Z ≤ j, so:

dim ρY (ρ
−1
X (HX)) ≥ r + 1− j > codim HY .

Therefore, ρY (ρ
−1
X (HX)) ∩ HY ̸= (0) and hence ρ−1

X (HX) ∩ ρ−1
X (HY ) ̸= 0.
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The intersection is transversal, so it has the expected codimension, i.e.,

codim(ρ−1
X (HX) ∩ ρ−1

X (HY )) = codim(ρ−1
X (HX)) + codim(ρ−1

X (HX))

= codim(HX) + codim(HY )

= 2r − (i+ j) = k

Hence, dim(ρ−1
X (HX) ∩ ρ−1

X (HY )) = r − k + 1.

Finally, we want show that the triple intersection

ρ−1
X (HX) ∩ ρ−1

Y (HY ) ∩ ρ−1
Z (HZ)

is transversal and has dimension 1. For this, it is enough to show that:

dim ρZ(ρ
−1
X (HX) ∩ ρ−1

Y (HY )) > codim HZ .

We know that:

dim ρZ(ρ
−1
X (HX) ∩ ρ−1

Y (HY )) =dim
(
ρ−1
X (HX) ∩ ρ−1

Y (HY )
)

− dim
(
KX+Y ∩ ρ−1

X (HX) ∩ ρ−1
Y (HY )

)
= r − k + 1

− dim
(
KX+Y ∩ ρ−1

X (HX) ∩ ρ−1
Y (HY )

)
.

Again, we will analyze several cases.

Case 1: ρX(KX+Y ) ∩HX = 0 and ρY (KX+Y ) ∩HY = 0.

This is equivalent to:

KX+Y ∩ ρ−1
X (HX) = KY and KX+Y ∩ ρ−1

Y (HY ) = KX .

So we get:

KX+Y ∩ ρ−1
X (HX) ∩ ρ−1

Y (HY ) ⊂ KX ∩KY = 0.

And then:

dim ρZ(ρ
−1
X (HX) ∩ ρ−1

Y (HY )) = r − k + 1 > codim HZ .

Case 2: ρX(KX+Y ) ∩HX ̸= 0.
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This implies

dimKX+Y ∩ ρ−1
X (HX) = pX+Y − (r − i).

This case splits out in some subcases:

Subcase 2.1: ρY (KX+Y ∩ ρ−1
X (HX)) ∩HY = 0. Then:

KX+Y ∩ ρ−1
X (HX) ∩ ρ−1

Y (HY ) =KX+Y ∩ ρ−1
X (HX) ∩KX+Z

=KX ∩ ρ−1
X (HX).

Subcase 2.1 (a): ρX(KX) ∩HX = 0.

Then KX ∩ ρ−1
X (HX) = 0, and so:

dim ρZ(ρ
−1
X (HX) ∩ ρ−1

Y (HY )) = r − k + 1 > codim HZ .

Subcase 2.1 (b): ρX(KX) ∩HX ̸= 0.

This implies:

dim
(
KX ∩ ρ−1

X (HX)
)
= pX − (r − i).

And then:

dim ρZ(ρ
−1
X (HX) ∩ ρ−1

Y (HY )) =r − k + 1− pX + r − i

≥r − k + 1− (r − i) + r − i

=r − k + 1

> codim HZ .

Subcase 2.2: ρY (KX+Y ∩ ρ−1
X (HX)) ∩HY ̸= 0.

In this case:

dim
(
KX+Y ∩ ρ−1

X (HX) ∩ ρ−1
Y (HY )

)
= pX+Y − (r − i)− (r − j) = pX+Y − k.
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Then:

dim ρZ(ρ
−1
X (HX) ∩ ρ−1

Y (HY )) =r − k + 1− (pX+Y − k)

=r + 1− pX+Y

≥r + 1− k

> codim HZ .

Case 3: ρY (KX+Y ) ∩HY ̸= 0.

It is analogous to Case 2.

That finishes the proof that dim ρZ(ρ
−1
X (HX)∩ρ−1

Y (HY )) > codim HZ . So,

the intersection:

ρ−1
X (HX) ∩ ρ−1

Y (HY ) ∩ ρ−1
Z (HZ)

is transversal. Its codimension is (r − i) + (r − j) + (r − k) = r. Hence, it has

dimension 1.

For the converse, if we suppose the monomial hi
0h

j
1h

k
2 appears in the expres-

sion of
[
P(g)d

]
, then, for a general subspace HX ⊂ V(d,0) of dimension i+1, we

must have:

dim Im(ρX) + dimHX ≥ r + 2

and therefore

p
d
Y+Z ≤ i.

Analogous arguments prove that p
d
X+Z ≤ j and p

d
X+Y ≤ k.

We must also have dim ρY (ρ
−1
X (HX)) > codim HY for a generalHY ⊂ V(0,0).

Since we have already proven that p
d
Y+Z ≤ i, the intersection

Im(ρX) ∩HX

is transversal, so dim ρ−1
X (HX) = i+ 1. Therefore,

dim ρY (ρ
−1
X (HX)) = i+ 1− dim(ρ−1

X (HX) ∩KX+Z).

Here we have two cases, as we have already seen in the first part of the proof.

The first case is when ρX(KX+Z) ∩ HX = 0, which is equivalent to KX+Z ∩
ρ−1
X (HX) = KZ . Then we have

dim ρY (ρ
−1
X (HX)) = i+ 1− pZ > codim HY = r − j,
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and therefore, since i+ j + k = 2r:

pZ ≤ r − k.

The second case is when ρX(KX+Z) ∩HX ̸= 0. Since HX is general, this is

only possible if

dim ρX(KX+Z) > codim HX

By the rank nullity theorem,

dim ρX(KX+Z) = pX+Z − dimKer
(
ρX

KX+Z

)
But Ker

(
ρX

KX+Z

)
= KZ . Hence:

pX+Z − pZ = dim ρX(KX+Z) > codim HX = r − i.

Finally,

pZ < pX+Z − r + i ≤ i+ j − r = r − k.

Analogous arguments prove that pX ≤ r − i and pY ≤ r − j.

Corollary 6.1. Assuming the setup of the theorem:

(a) If p
d
X + p

d
Y + p

d
Z = r + 1, then

[
P(g)d

]
= 0.

(b) If p
d
X+Y + p

d
Z = r + 1, then

[
P(g)d

]
= 0.

(c) If the monomial hi
0h

j
1h

k
2 does not appear in

[
P(g)d

]
, then it does not appear

in
[
P(g)e

]
for some e ∈ N(d).

(d) If the monomial hi
0h

j
1h

k
2 appears in

[
P(g)d

]
, then it does not appear in[

P(g)e
]
for any e ∈ N(d).

Proof. If we keep in mind that i+ j+k = 2r, then from Theorem 6.1, if hi
0h

j
1h

k
2

appears in the expression of [P(g)d], we get

pX + pY + pZ ≤ 3r − (i+ j + k) = r.

So if pX + pY + pZ = r + 1, then
[
P(g)d

]
= 0.

Since pX+Y ≤ k ≤ r − pZ , we have
[
P(g)d

]
= 0 if pX+Y + pZ = r + 1.

Now, recall Lemma 4.1 on Page 56. By its item (f), if p
d
X ≥ r + 1− k then

p
e
X ≥ r+1−k, for e ∈ {Y ·d, Z ·d, (Y +Z) ·d}. And by item (g), if p

d
X+Y ≥ i+1
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then p
e
X+Y ≥ i+ 1, for e = Z · d. Hence, if the term hi

0h
j
1h

k
2 does not appear in[

P(g)d
]
then it does not appear in some “neighboring”

[
P(g)e

]
.

By Lemma 4.1, item (h), p
d
X ≤ r − i if and only if p

X·d
Y+Z ≥ i + 1. Also,

p
d
Y+Z ≤ i if and only if p

(Y+Z)·d
X ≥ r − i + 1. Therefore, if the term hi

0h
j
1h

k
2

appears in
[
P(g)d

]
then it does not appear in any neighboring

[
P(g)e

]
.

We have now a practical algorithm to compute the Chow class of P(g). Let’s
see how this works with an example.

Example 6.1. Let’s consider the linked net g of vector spaces of dimension 3

of Example 1 on Table 8.2 on Page 123. See Section 8.1 for the notation. The

vertices of the Z2-quiver are the triples d = (i, j, k) of integers with i+j+k = 3.

The net g is supported on the set of effective d = (i, j, k), that is, for i, j, k ≥ 0.

Also, the bounds are w0 = (3, 0, 0), w1 = (0, 3, 0) and w2 = (0, 0, 3).

In light of Corollary 6.1, the only indices d that contribute for nonzero classes

are (0, 2, 1), (0, 3, 0), (1, 0, 2), (1, 2, 0) and (2, 1, 0). Let’s see the contribution of

each of them.

For d = (0, 2, 1), P(g)d contributes to the class of P(g) with the monomial

hi
0h

j
1h

k
2 if, and only if:

2 ≤ i ≤ 2,

1 ≤ j ≤ 1,

1 ≤ k ≤ 1.

The only possible monomial is h2
0h1h2.

For d = (0, 3, 0), P(g)d contributes to the class of P(g) with the monomial

hi
0h

j
1h

k
2 if, and only if:

2 ≤ i ≤ 2,

0 ≤ j ≤ 1,

2 ≤ k ≤ 2.

The only possible monomial is h2
0h

2
2.

For d = (1, 0, 2), P(g)d contributes to the class of P(g) with the monomial
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hi
0h

j
1h

k
2 if, and only if:

1 ≤ i ≤ 2,

1 ≤ j ≤ 2,

0 ≤ k ≤ 1.

The only possible monomials are h0h
2
1h2, h

2
0h1h2 and h2

0h
2
1.

For d = (1, 2, 0), P(g)d contributes to the class of P(g) with the monomial

hi
0h

j
1h

k
2 if, and only if:

1 ≤ i ≤ 1,

1 ≤ j ≤ 2,

2 ≤ k ≤ 2.

The only possible monomial is h0h1h
2
2.

For d = (2, 1, 0), P(g)d contributes to the class of P(g) with the monomial

hi
0h

j
1h

k
2 if, and only if:

0 ≤ i ≤ 0,

2 ≤ j ≤ 2,

2 ≤ k ≤ 2.

The only possible monomial is h2
1h

2
2.

The Chow class of P(g) is the sum of all the monomials that appear in each

P(g)d. In this case,

[P(g)] =
[
P(g)(0,2,1)

]
+
[
P(g)(0,3,0)

]
+
[
P(g)(1,0,2)

]
+
[
P(g)1,2,0)

]
+
[
P(g)(2,1,0)

]
= h2

0h1h2 + h2
0h

2
2 + h0h

2
1h2 + h2

0h1h2 + h2
0h

2
1 + h0h1h

2
2 + h2

1h
2
2.

It is precisely the class of the diagonal.

We observe that, in the above example, no monomial appeared in the ex-

pressions of the classes of two different P(g)d and P(g)e. In fact, this is always

true under the hypothesis of a simple basis. To prove this, we will need the next

lemma:

Lemma 6.1. Let g be a linked net of vector spaces over a Zn-quiver Q. Assume

g admits a simple basis. Let γ be a nontrivial admissible path in Q, and u and
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v its initial and terminal vertices. Let m := max(γ(i)) and I0 := {i | γ(i) < m}.
Then, for each I ⊇ I0,

pvI ≥ puI .

Proof. Let w1, . . . , wr be vertices of Q and si ∈ Vwi for i = 1, . . . , r forming a

simple basis for g. To prove the statement of the lemma, it is enough to prove

that if

φv
I

(
si

Vv

)
̸= 0 (6.4)

then

φu
I

(
si

Vu

)
̸= 0.

Assume (6.4). Let µ be a path leaving v such that µ(i) + γ(i) = m for i =

0, . . . , n. Then µ is admissible and its final point is u. Also, I0 = {i |µ(i) > 0}.
Since I ⊇ I0, we have that Ker(φµ) = Kv

I0
⊆ Kv

I . It thus follows from (6.4)

that φµ(si
Vv
) ̸= 0, and hence

φµ

(
si

Vv

)
= si

Vu
.

Set z := I(v) and let w be the endpoint of a path ν leaving z such that ν(i) =

µ(i) for each i = 0, . . . , n. Then

φu
I

(
si

Vu

)
= φu

I

(
φµ

(
si

Vv

))
= φν

(
φv
I

(
si

Vv

))
̸= 0,

where the last equality follows from the inequality, and the inequality from the

fact that I ⊇ I0, and thus

Ker (φνφ
v
I ) = Ker (φv

I )

by Lemma 3.2.

Proposition 6.2. Let g be a linked net of vector spaces over the standard Z2-

quiver with finite support on N2(≤ d). Assume g admits a simple basis. Then,

if a monomial hi
0h

j
1h

k
2 appears in the class

[
P(g)d

]
for some d ∈ N2(≤ d), it does

not appear in the class
[
P(g)e

]
for any e ∈ N2(≤ d) distinct from d.

Proof. In light of Theorem 6.1, we have to show that if the p
d
I satisfy all numer-

ical conditions required in the theorem for some d ∈ N2(≤ d), then for every
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other e ̸= d, at least one of the p
e
I does not satisfy the corresponding numerical

conditions.

Write d = (x, y). It is marked as the blue point in Figure 6.1. Let r + 1 be

the dimension of g

Using Lemma 4.1, item (h), the first and second column of inequalities in

Theorem 6.1 imply the second and first column of inequalities below:

p
(x−1,y)
Y+Z ≥ i+ 1, p

(x+1,y)
X ≥ r − i+ 1,

p
(x+1,y+1)
X+Z ≥ j + 1, p

(x−1,y−1)
Y ≥ r − j + 1,

p
(x,y−1)
X+Y ≥ k + 1, p

(x,y+1)
Z ≥ r − k + 1.

Then, by using Lemma 6.1, we conclude that all the vertices e ̸= d do not satisfy

the numerical conditions of Theorem 6.1, as highlighted in Figure 6.1.

pX+Z > jpY+Z > i

pX+Y > k

pX > r − i

p Y
>
r −

j

p
Z
>

r
−

k

Figure 6.1: Proof of Proposition 6.2

The next theorem is a direct consequence of the previous results:

Theorem 6.2. Let g be a linked net of vector spaces of dimension r + 1 with

finite support over a Z2-quiver. If g admits a simple basis, then

[P(g)] =
∑

i+j+k=2r

δijkh
i
0h

j
1h

k
2
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where δijk ∈ {0, 1}.

But to conclude that the scheme P(g) has the same class as the diagonal, for

g admitting a simple basis, we must prove that every possible monomial hi
0h

j
1h

k
2

with i+ j+ k = 2r actually appears in the expression of [P(g)v] for some vertex

v in the support of g. This is still a work in progress.

The example discussed in Section 8.2 on Page 127 shows us that there exist

exact linked nets of vectors spaces g with no simple basis and with Chow class

different from that of the diagonal. However, we conjecture that, if g admits a

simple basis, then P(g) has the same Chow class as that of the diagonal.



Chapter 7

Linked projective spaces

This chapter is dedicated to the study of LP(g), where g is a linked net of vector

spaces over a Z2-quiver.

We determine the structure of LP(g), in the same spirit of the work by

Santana in [2]. In summary, in Theorem 7.1 we prove that the exact points

of LP(g) form an open set LP(g)∗, which is equal to the nonsingular locus.

Therefore, the non-exact points are all singular and we know how to classify

them: they are precisely the five types described in Chapter 4 (see Theorem 4.3).

In the third section we investigate the Hilbert polynomial of LP(g). We

conjecture it is the same as that of the diagonal. We prove this fact for linked

nets of dimension 2, using a characterization by Cartwright and Sturmfels [8].

7.1 LP(g)

Let g be a linked net of vector spaces of dimension r + 1 over a Zn-quiver Q.

Assume g has finite support. Let H be a finite set of vertices of Q supporting

g. Define LP(g)H as the quiver Grassmannian of pure dimension 1 subrepresen-

tations of the representation restricted to the full subquiver of Q supported on

H. Thus:

LP(g)H =

{
([sv] | v ∈ H) ∈

∏
v∈H

P(Vv) |φv
w(sv) ∧ sw = 0 for all v, w ∈ H

}
.

Observe that there is a natural injection between the quiver Grassmannian

LP(g) of pure dimension 1 and subrepresentations of the representation g over

97
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the whole quiver Q and LP(g)H , induced by restriction.

Proposition 7.1. If H = P (H) the restriction map LP(g) → LP(g)H is bijec-

tive.

Proof. Indeed, suppose P (H) = H. Then, for each vertex v of Q there is a

unique wv ∈ H such that for each z ∈ H there is an admissible path connecting

z to v through wv (see Proposition 3.5). Notice that wv = v if v ∈ H. Since g

is supported in H there is z ∈ H such that φz
v is an isomorphism. Since

φz
v = φwv

v φz
wv

,

we have that φwv
v is an isomorphism.

Given I := ([sv] | v ∈ H) ∈ LP(g)H , for each vertex v ofQ let tv := φwv
v (swv ).

Since swv ̸= 0 and φwv
v is an isomorphism, also tv ̸= 0 for every vertex v of Q.

Furthermore, the tv define a point of the quiver Grassmannian of dimension 1

subspaces of the representation g over the whole Q. In other words, they satisfy

the equations

φu
v (tu) ∧ tv = 0 for each two vertices u and v of Q,

The above equations are clearly satisfied if u, v ∈ H and if u = wv for each

vertex v of Q. We will see that these equations imply the remaining ones.

Indeed, if u ∈ H but v ̸∈ H, there is an admissible path connecting u to

v passing through wu, whence φu
v = φwv

v φu
wv

. Applying φwv
v to the equation

φu
wv

(tu) ∧ twv = 0 we get φu
v (tu) ∧ φv

wv
(twv ) = 0. But, since tv ∧ φwv

v (twv ) = 0,

and since twv ̸= 0 and φwv
v is an isomorphism, it follows that φu

v (tu) ∧ tv = 0.

In addition, if u, v ̸∈ H, there is an admissible path µ connecting wu to

v passing through wv, whence φwu
v = φwv

v φwu
wv

. If φu
v is nonzero, so is the

composition φu
vφ

wu
u , and hence there is an admissible path ν connecting wu to

v passing through u. As φµ = φν , we have that

φwv
v φwu

wv
= φu

vφ
wu
u .

Apply φwv
v to the equation φwu

wv
(twu

) ∧ twv
= 0 to obtain

φu
v (φ

wu
u (twu)) ∧ φwv

v (twv ) = 0. (7.1)
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Since

φwu
u (twu) ∧ tu = 0 and φwv

v (twv ) ∧ tv = 0,

and since twu and twv are nonzero, and φwu
u and φwv

v are isomorphisms, Equa-

tion (7.1) implies φu
v (tu) ∧ tv = 0.

If g has finite support, then there is a finite set of vertices H supporting g

with P (H) = H; use Proposition 3.4. The set H is not unique but even though

the structure of LP(g)H depends on the choice of H, many of its properties do

not, for instance, the intrinsic structure, at least if P (H) = H.

Indeed, let H ′ be a larger subset of vertices of Q satisfying P (H ′) = H ′.

Consider the map

Ψ:
∏
v∈H

P(Vv) −→
∏

v∈H′−H

P(Vv)

taking ([sv] | v ∈ H) to ([tv] | v ∈ H ′) where tv := φwv
v (swv

) for each v ∈ H ′.

Then, by what we have just proved above (1,Ψ) restricts to an isomorphism

from LP(g)H to LP(g)H′ .

Thus, not only are LP(g)H and LP(g)H′ isomorphic as abstract schemes, but

also the multivariate Hilbert polynomial of the latter, HilbLP(g)H′ (nv | v ∈ H ′),

is obtained from that of the former, HilbLP(g)H (nu |u ∈ H), by replacing each

nu for u ∈ H by the sum of the nv for all v ∈ H ′ such that wv = u. Thus, the

multivariate Hilbert polynomial of LP(g)H is that of the diagonal if and only if

so is the multivariate Hilbert polynomial of LP(g)H′ .

With all of the above statements in mind, for what we will do here, we will

simplify the notation and identify LP(g) with LP(g)H for each finite set H of

vertices supporting g with P (H) = H.

We will often describe a point of LP(g) as a collection of subspaces Iv of

dimension 1 of the Vv, instead of the [sv], the relation being that Iv is generated

by sv for each v. We will also view a point on LP(g) as a linked net of one-

dimensional vector spaces over Q, thus attributing to the point properties we

attribute to those nets.

Let g be a linked net of vector spaces over a Zn-quiver Q = (G,A). For each

vertex v of Q define

LP(g)∗v = {(Iw |w ∈ G) ∈ LP(g) | φv
w(Iv) = Iw}.

Thus LP(g)∗v is the set of one-dimensional linked subnets of g which have a

simple basis at v. They are all exact. And in fact, it follows from Theorem 3.1
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that, if g has finite support, then all exact points of LP(g) are of this form.

If g is supported in a subset H ⊆ G then LP(g)∗v is empty if v ̸∈ H. Indeed,

if v ̸∈ H then there is z ∈ H such that φz
v is an isomorphism; but then φv

z = 0.

Also, φv
w(Iv) = Iw for every w ∈ G if and only if φv

w(Iv) = Iw for every w ∈ H.

Indeed, if the latter holds then for each w ∈ G there is z ∈ H such that φz
w is an

isomorphism and thus φv
z(Iv) = Iz and φz

w(Iz) = Iw; but then φz
wφ

v
z(Iv) = Iw

and thus φv
w = φz

wφ
v
z and φv

w(Iv) = Iw. Thus, if g has finite support then

LP(g)∗v is a Zariski open subset of LP(g). Define

LP(g)v := LP(g)∗v,

the Zariski closure (in LP(g)).

Proposition 7.2. Let g be a linked net of vector spaces over a Zn-quiver

Q = (G,A). Let H ⊆ G be a set of vertices supporting g. Let v ∈ G. Then the

following three statements are equivalent:

1. LP(g)∗v is non-empty.

2. φv
w is nonzero for each w ∈ G.

3. v ∈ H and φv
w is nonzero for each w ∈ H

Furthermore, if g has finite support and LP(g)∗v is non-empty then LP(g)∗v is

nonsingular, irreducible and there is a birational map

P(Vv) 99K LP(g)v

whose composition with the projection LP(g)v → P(Vw) is the rational map

P(Vv) 99K P(Vw) induced by φv
w for each w ∈ G.

Proof. Statement 1 clearly implies Statement 2. Conversely, assume φv
w is

nonzero, or equivalently, Kv
w ̸= Vv for each w ∈ G. It follows from Lemma 3.2

that Kv
w = Kv

z for a neighbor z of v. As v has finitely many neighbors,

U := P(Vv)−
⋃
w∈G

P(Kv
w)

is non-empty. Let Iv ⊆ Vv be a subspace parameterized by U . Then Iw :=

φv
w(Iv) is nonzero for each w ∈ G. For each w, z ∈ G we have that φw

z (Iw) =

φw
z φ

v
w(Iv), which is either equal to φv

z(Iv), if there is an admissible path from
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v to z through w, or zero, in any case contained in Iz. Thus the Iw define an

element I ∈ LP(g)∗v. We have just defined a map U → LP(g)∗v, which is clearly

a bijection. In particular, LP(g)∗v is non-empty.

We have already proved that Statement 1 implies v ∈ H, whence State-

ments 1 and 2 imply Statement 3. And we have also seen that Statement 3

implies Statement 2.

As for the additional statement, we may assume H is finite and P (H) = H.

The rational map P(Vv) 99K LP(g)v is that defined on the open subscheme

U ⊆ P(Vv) above, clearly a morphism. It has a natural inverse, induced by

projection. Also, its composition with the projection LP(g)v → P(Vw) is the

map U −→ P(Vw) induced by taking Iv to Iw = φv
w(Iv).

Remark 7.1. If LP(g)∗v ∩ LP(g)∗w ̸= ∅ then v = w.

Let g be a linked net of vector spaces over a Zn-quiver Q. Assume that g is

exact. Given two neighboring vertices u and v of Q, we say that φu
v : Vu −→ Vv

is a liaison map if either Ker(φu
v ) = 0 or Ker(φu

v ) = Vu, in other words, if φu
v

has maximum rank or rank zero. Observe that φu
v is liaison if and only if φv

u is

liaison.

We extend liaison to a relation. Two (not necessarily neighboring) vertices

u and v of Q are said to be g-linked or simply linked if and only if they can be

connected by a sequence of liaison maps. In symbols:

u ∼ v ⇐⇒ There exist w0, . . . , wm with w0 = u and wm = v such that

wi+1 ∈ N(wi) and φwi
wi+1

is a liaison map ∀ i = 0, . . . ,m− 1.

This is clearly an equivalence relation.

Given an equivalence class C of linked vertices, a generator is a vertex u ∈ C

such that for each v ∈ C there exist vertices w0, . . . , wm of Q with w0 = u and

wm = v such that φwi
wi+1

has maximum rank for each i = 0, . . . ,m− 1. Clearly,

the wi must belong to C as well. Equivalently, u ∈ C is a generator if and only

if φu
v is an isomorphism for each v ∈ C.

Proposition 7.3. Let g be an exact linked net of vector spaces over a Zn-

quiver Q. Let u be a vertex of Q. Then LP(g)∗u is non-empty if and only if u is

a generator of its liaison class. Furthermore, if g has finite support and LP(g)∗u
is non-empty then the natural projection LP(g)u −→ P(Vv) is surjective if and

only if u and v are in the same liaison class.
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Proof. Let C be the liaison class of u. Suppose u is not a generator of it. Then

there are w ∈ C such that φu
w is not an isomorphism. Among them, consider

those w ∈ C and those sequences of vertices z0, . . . , zm with z0 = u and zm = w,

and with zi ∈ N(zi−1) and φ
zi−1
zi being a liaison map for i = 1, . . . ,m, where the

number of zero maps among the φ
zi−1
zi is minimum, certainly positive because

φu
w is not an isomorphism. For one of those w and one of those sequences zi

there is a minimum p > 0 such that φ
zp−1
zp is zero. By minimality of v and

the sequence (zi), we have that φu
zp is not an isomorphism. Since g is exact,

φ
zp
zp−1 is an isomorphism. Since φu

zp−1
is an isomorphism as well, it follows

that there is no admissible path from u to zp−1 passing through zp. Hence

there is one admissible path from u to zp through zp−1, by Lemma 3.1. Thus

φu
zp = φ

zp−1
zp φu

zp−1
= 0, and hence LP(g)∗u is empty.

Assume from now on that u is a generator of its liaison class. Suppose LP(g)∗u
is empty by contradiction. Then there is a vertex w of Q such that φu

w = 0.

Then φu
z = 0 for a certain vertex z of Q connected to u by a simple admissible

path, by Lemma 3.2. Thus u and z are neighbors and φu
z is liaison. It follows

that z ∈ C, and since u generates C, we have that φu
z is an isomorphism, a

contradiction.

Finally, assume that g is supported on a finite set of vertices H with P (H) =

H. Then u ∈ H. Let v be any other vertex of Q. Since LP(g)u is non-empty,

by Proposition 7.2 there is a birational map P(Vu) 99K LP(g)u, in particular

dominant. Furthermore, the composition

P(Vu) 99K LP(g)u −→ P(Vv)

is the rational map P(Vu) 99K P(Vv) induced by φu
v : Vu −→ Vv. Since LP(g)u

is a projective variety, the projection LP(g)u −→ P(Vv) is surjective if and only

if it is dominant, if and only if the composition P(Vu) 99K P(Vv) is dominant, if

and only if φu
v is an isomorphism. This implies that v ∈ C. But if v ∈ C, since u

generates C, we must have that φu
v is an isomorphism. Thus LP(g)u −→ P(Vv)

is surjective if and only if v ∈ C.

Proposition 7.4. Let g be an exact linked net of vector spaces of finite support

over a Zn-quiver. Then each liaison equivalence class has a generator.

Proof. Let C be a liaison equivalence class. Let u ∈ C. We have that u is a

generator of C if and only if LP(g)∗u is non-empty by Proposition 7.3, whence if

and only if φu
v is nonzero for each vertex v of Q by Proposition 7.2. Suppose u
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does not generate C. Then φu
v = 0 for a certain vertex v of Q. We may assume

v is a neighbor of u by Lemma 3.2. Then φv
u is an isomorphism because g is

exact and v ∈ C. Put u1 := v and repeat. Unless we obtain a generator of C we

end up with an infinite sequence of vertices u0, u1, u2, . . . of C such that φui
ui+1

is zero and φ
ui+1
ui is an isomorphism for each i.

However, g has support in a finite set of vertices H. We have H ∩ C ̸= ∅.
Indeed, given w ∈ C −H there is z ∈ H such that φz

w is an isomorphism, and

thus clearly z ∈ C. We could have thus started with u ∈ C ∩H. Furthermore,

having chosen u1 as above, there is z1 ∈ H such that φz1
u1

is an isomorphism

and thus φz1
u is an isomorphism, the composition φu1

u φz1
u1
. In particular, z1 ∈ C.

Notice that z1 ̸= u because u1 ̸= u. Thus φu
z1 = 0. We could have thus replaced

u1 by z1, and assumed u1 ∈ C ∩ H. But H is finite and thus there are i < j

such that ui = uj . Since φui
ui+1

is zero, ui+1 ̸= ui. Then the composition of

isomorphisms φ
uj
uj−1 · · ·φ

ui+1
ui is the map associated to a non-admissible path

and thus should be zero, an absurd.

In the next section we will show that the generator is unique if n = 2.

7.2 LP(g) over Z2-quivers

In this section we will focus on LP(g) over Z2-quivers.

We prove first that each liaison equivalence class has a unique generator. To

achieve this, we need a lemma first.

For the statement of the next lemma and the proof of the following propo-

sition we will assume that Q is the standard Z2-quiver and we will use the

suggestive notation first employed in Chapter 4.

Lemma 7.1. Let g an exact linked net of vector spaces over the standard

Z2-quiver. Let a, b ∈ Z2 such that b = R · a for some R ∈ {X,Y, Z}. Let

c := (R + S) · a and d := (R + S) · b for S ∈ {X,Y, Z} − {R}. If φ
a
b is an

isomorphism, then so is φ
c
d.

Proof. Let s ∈ ker(φ
c
R). Since g is exact, there exist s′ ∈ Vd such that s =

φ
d
S+T (s

′), where {R,S, T} = {X,Y, Z}. Define t := φ
d
T (s

′) ∈ Vb. Then

φ
b
S+T (t) = φ

c
T (s). If φ

a
b is an isomorphism then φ

b
S+T is the zero map. Thus

φ
b
S+T (t) = 0. Since t = φ

d
T (s

′), it follows that φ
d
S+T (s

′) = 0, that is s = 0. As

this is true for every s, we have that φ
c
d is an isomorphism.
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Proposition 7.5. Let g be an exact linked net of vector spaces of finite support

over a Z2-quiver. Then each liaison equivalence class has a unique generator.

Proof. We assume that Q is the standard Z2-quiver and use the suggestive

notation first employed in Chapter 4.

Let C be a liaison equivalence class. That there is a generator for C follows

from Proposition 7.4. Suppose there are two generators a, b of C. Since LP(g)a
and LP(g)b are both non-empty by Proposition 7.3, it follows from Proposi-

tion 7.2 that both a and b satisfy property (P): We will say that a vertex v ∈ Z2

satisfies property (P) if φ
v
w is nonzero for each w ∈ Z2.

Let now a, b ∈ Z2 be two distinct vertices satisfying property (P). We will end

the argument by proving that a and b can not be in the same liaison equivalence

class, by proving they can not be connected by a sequence of liason maps.

Without loss of generality, we may assume that a = (0, 0) and b ∈ CY+Z(a).

We may also assume b = (p,−q), for p, q ≥ 0. Both a and b are represented as

orange points in Figure 7.1.

Consider the following set of maps:

φZ : V(−i,0) −→ V(−i,−1), ∀ i ≥ 0,

φX+Z : V(−i,0) −→ V(−i−1,−1), ∀ i ≥ 0,

φY+Z : V(i,i) −→ V(i+1,i), ∀ i ≥ 0,

φZ : V(i,i) −→ V(i,i−1), ∀ i ≥ 0.

Suppose by contradiction that φZ : V(−i,0) −→ V(−i,−1) is an isomorphism for

some i ≥ 0, represented by the filled blue arrow in Figure 7.1. Then φ
(−i,−j)
Z

is an isomorphism for all j > 1, represented by the dashed blue arrows; in

particular, φZ : V(−i,−q+1) −→ V(−i,−q) is an isomorphism. Applying repeatedly

Lemma 7.1 with R = Z and S = Y we conclude that φ
(k,−q+1)
Z is an isomorphism

for all k > −i (represented by the dashed cyan arrows). In particular, the

map φZ : V(p,−q+1) −→ V(p,−q) is an isomorphism. But this is a contradiction,

because b = (p,−q) satisfies property (P). Hence, φZ : V(−i,0) −→ V(−i,−1) can

not be an isomorphism for any i ≥ 0.

Using a similar argument, we conclude that φZ : V(i,i) −→ V(i,i−1) can not

be an isomorphism for any i ≥ 0. Finally, if φX+Z : V(−i,0) −→ V(−i−1,−1)

is an isomorphism for some i ≥ 0, then φZ : V(−i−1,0) −→ V(−i−1,−1) is an

isomorphism, which we have already proved not possible. The same goes for

the map φY+Z : V(i,i) −→ V(i+1,i) if i ≥ 0.
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Figure 7.1: Proof of Proposition 7.5, no vertex along the green lines is in the
same class of some vertex in the purple lines

So none of the maps in the set can be an isomorphism.

Using similar arguments, we can also prove that none of the maps in the set

φX+Y : V(−i,−1) −→ V(−i,0), ∀ i ≥ 0,

φY : V(−i−1,−1) −→ V(−i,0), ∀ i ≥ 0,

φX : V(i+1,i) −→ V(i,i), ∀ i ≥ 0,

φX+Y : V(i,i−1) −→ V(i,i), ∀ i ≥ 0

can be an isomorphism, as otherwise property (P) for a would be violated.

So there is no way a can be linked to b. Indeed, a lies on the green broken

line in Figure 7.1, whereas b lies on the purple broken line or below. A sequence

w0, . . . , wm of vertices connecting a to b such that wi is a neighbor of wi−1 for

i = 1, . . . ,m would have to feature wi−1 on the green broken line and wi on the

purple broken line for some i > 0. But we have seen that for every two such

neighboring vertices, one on each broken line, none of the two maps given by g

can not be an isomorphism, so can not be a liaison map.
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We will now describe the structure of the scheme LP(g) over a Z2-quiver.

Proposition 7.6. Let g be an exact linked net of dimension r + 1 with finite

support over a Z2-quiver. Let u, v, w be the vertices of a triangle. Then the

following two statements hold:

1. The I ∈ LP(g) which are minimally generated by the segment {u, v} form

a dense open subset of LP(g)u ∩ LP(g)v.

2. The I ∈ LP(g) which are minimally generated by the triangle {u, v, w}
form the whole LP(g)u ∩ LP(g)v ∩ LP(g)w.

Proof. Let us first show that the I with the property stated above form a subset

of the given intersection in each case. Indeed, let I = (Iv | v ∈ H) ∈ LP(g).
Suppose I is minimally generated by {u, v}. Choose generators x ∈ Vu and

y ∈ Vv for Iu and Iv. Because of the minimality, φu
v (x) = 0 and φv

u(y) = 0.

Since g is exact, and u and v are neighbors, there is z ∈ Vv such that x = φv
u(z).

Now, for a general t ∈ k we can define a new point It := (Ita | a ∈ H) ∈ LP(g)
by letting Ita be generated by φv

a(y+ tz) for each a ∈ H. Indeed, for all t ∈ k we

have φv
u(y + tz) = tx. Thus, since φu

a(x) and φv
a(y) generate a one-dimensional

subspace of Va for each a ∈ H, so does φv
a(y + tz) for general t. Clearly,

It ∈ LP(g)∗v for general t. Then I ∈ LP(g)v. An analogous argument shows

that I ∈ LP(g)u as well.

Suppose now that I is minimally generated by {u, v, w}. Choose generators

x ∈ Vu, y ∈ Vv and z ∈ Vw generating Iu, Iv and Iw. We may suppose that v is

connected to u, that u is to w and w is to v by three distinct arrows. Because

of the minimality, φv
u(y) = 0 and φv

w(y) = 0. Also, φu
w(x) = 0 and φw

v (z) = 0.

Since v is neighbor to u and w, and g is exact, there are thus s1, s2 ∈ Vv such that

φv
u(s1) = x and φv

w(s2) = z. As before, for a general t ∈ k we can define a new

point It := (Ita | a ∈ H) ∈ LP(g) by letting Ita be generated by φv
a(y+ ts1+ t2s2)

for each a ∈ H. Indeed, φv
u(y + ts1 + t2s2) = tx+ t2φv

u(s2) and

φv
w(y + ts1 + t2s2) = φu

wφ
v
u(y + ts1 + t2s2) = t2z.

Thus, since φu
a(x), φv

a(y) and φw
a (z) generate a one-dimensional subspace of

Va for each a ∈ H, so does φv
a(y + ts1 + t2s2) for general t. Clearly, It ∈

LP(g)∗v for general t. Then I ∈ LP(g)v. An analogous argument shows that

I ∈ LP(g)u ∩ LP(g)w as well.

Let I = (Iv | v ∈ H) ∈ LP(g). It follows from Theorem 4.1 that I is generated

by a triangle {i, j, ℓ}. If I ∈ LP(g)∗u then φz
u(Iz) = 0 for each z ∈ H−{u}. Thus,
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if I ∈ LP(g)u ∩ LP(g)v, then φz
u(Iz) = 0 for each z ∈ H − {u} and φz

v(Iz) = 0

for each z ∈ H − {v}. In particular, {u, v} ⊆ {i, j, ℓ}.
As a consequence, if I ∈ LP(g)u ∩LP(g)v ∩LP(g)w then {u, v, w} = {i, j, ℓ},

and hence I is generated by {u, v, w}. It cannot be generated by {u, v} as

φu
w(Iu) = φv

w(Iv) = 0. Analogously, it cannot be generated by any segment in

{u, v, w}. The proof of Statement 2 is complete.

If I ∈ LP(g)u∩LP(g)v, then I is minimally generated by the segment {u, v}
if and only if it is generated by the segment {u, v}, or equivalently, for each

a ∈ H, we must have:

φu
a(Iu) ̸= 0 or φv

a(Iv) ̸= 0 (7.2)

an open condition. Indeed, clearly (7.2) is the condition that I be generated

by {u, v}. But I cannot be generated by either u or v because φv
u(Iv) = 0 and

φu
v (Iu) = 0.

It remains to show that those I minimally generated by {u, v} form a dense

subset of LP(g)u∩LP(g)v. Suppose thus that I ∈ LP(g)u∩LP(g)v, and assume

that I is not minimally generated, thus not generated by {u, v}. We have seen

that I is generated by a triangle containing {u, v}, whence we may assume w

is the other vertex of the triangle, with v connected to u, with u to w and

w to v by three distinct arrows. Since φw
u (Iw) = φv

u(Iv) = 0, we have that

I is not generated by {v, w}. Similarly, I is not generated by {u,w}. Thus

I is minimally generated by {u, v, w}, or I ∈ LP(g)u ∩ LP(g)v ∩ LP(g)w by

Statement 2.

In particular, LP(g)∗u and LP(g)∗w are nonempty. Let

J = (Ja | a ∈ H) ∈ LP(g)∗u, and L = (La | a ∈ H) ∈ LP(g)∗w.

Choose generators f ′ and g′ for Lw and Ju respectively. Put f := φw
u (f

′) and

g := φu
v (g

′).

Choose generators x, y and z for Iu, Iv and Iw, respectively. Since φ
w
v (z) = 0,

and since g is exact, there is p′ ∈ Vv such that z = φv
w(p

′). Put p := φv
u(p

′).

Observe that

φu
v (x+ tp+ t2f) = φu

v (x) + tφu
vφ

v
u(p

′) + t2φu
vφ

w
u (f

′) = 0 (7.3)

and

φv
u(y + tg) = φv

u(y) + tφv
uφ

u
v (g

′) = 0. (7.4)
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For general t and each a ∈ H, consider the subspace Ita:

Ita = ⟨φu
a(x+ tp+ t2f), φv

a(y + tg)⟩.

We claim that Ita has dimension 1. Moreover, we claim that if there is

an admissible path from u to a through v then φu
a(x + tp + t2f) = 0 and

φv
a(y + tg) ̸= 0, whereas if there is an admissible path from v to a through u

then φu
a(x+ tp+ t2f) ̸= 0 and φv

a(y + tg) = 0. It follows from Lemma 3.1 that

either one or the other case occurs in the second claim, never both, whence the

first claim.

As for the second claim, assume first that there is an admissible path from

u to a through v, whence φu
a = φv

aφ
u
v . Then φu

a(x+ tp+ t2f) because of (7.3),

whereas φv
a(y + tg) is nonzero because

φv
a(g) = φv

aφ
u
v (g

′) = φu
a(g

′),

which is nonzero since J ∈ LP(g)∗u.

Assume now that there is an admissible path from v to a through u, whence

φv
a = φu

aφ
v
u. Since φv

u(y) = 0, we have that φv
a(y) = 0 and thus

φv
a(y + tg) = tφu

aφ
v
uφ

u
v (g

′) = 0.

In addition, φu
a(x+ tp+ t2f) is nonzero. Indeed, assume φu

a(x) = 0. Since I is

generated by {u, v, w}, we have φw
a (z) ̸= 0. Now, either there is an admissible

path from w to a through u, in which case

φu
a(f) = φu

aφ
w
u (f

′) = φw
a (f

′),

which is nonzero because L ∈ LP(g)∗w, or there is an admissible path from u to

a through w, in which case

φu
a(p) = φw

a φ
u
wφ

v
u(p

′) = φw
a φ

v
w(p

′) = φw
a (z),

which is nonzero.

We claim now that φa1
a2
(Ita1

) ⊆ Ita2
for each a1, a2 ∈ H. Indeed, either there

is an admissible path from u to a1 through v or one from v to a1 through u. In

the first case, φa1
a2
(Ita1

) is generated by φa1
a2
φv
a1
(y + tg), which is either equal to

φv
a2
(y + tg) or to zero, and hence is contained in Ita2

. An analogous argument
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yields the same conclusion in the second case. It follows that It := (Ita | a ∈
H) ∈ LP(g).

From the definition, it is clear that Itu is generated by x+ tp+ t2f and Itv is

generated by y+ tg. Hence It is generated by {u, v}. It is minimally generated

because of (7.3) and (7.4).

Finally, for each a ∈ H, the limit of Ita as t approaches zero is the space

generated by φu
a(x) and φv

a(y), whence Ia, if either is nonzero. If φu
a(x) =

φv
a(y) = 0 then φw

a (z) ̸= 0. In particular, there is no admissible path from

w to a through v, and hence there is an admissible path from v to a passing

through u and then w. It follows that Ita is generated by φu
a(x + tp + t2f).

But φu
a(x) = 0. Also, since there is an admissible path from u to a through

w, we have φu
a(p) = φw

a (z), as seen before. It follows that the limit of Ita as t

approaches zero is the space generated by φw
a (z), whence Ia.

In either case, I is the limit as t approaches zero of It, which is minimally

generated by {u, v} for general t. The proof is complete.

Theorem 7.1. Let g be an exact linked net of dimension r+1 with finite support

over a Z2-quiver. Then the scheme LP(g) is of pure dimension r, and all of its

irreducible components are rational. More precisely, the components are the

non-empty schemes LP(g)v and there is a one to one correspondence between

the components of LP(g) and the equivalence classes of g. Furthermore, the set

of exact points of LP(g) is its nonsingular locus.

Proof. It follows from Theorem 3.1 that the exact points of LP(g) lie on the

union
⋃
LP(g)∗v, which is contained in the nonsingular locus of LP(g) by Propo-

sition 7.2. Furthermore, it follows from Theorem 4.1 and Proposition 7.6 that

the remaining points lies on the intersection of two or three of the LP(g)v. Then

LP(g) =
⋃
v∈H

LP(g)v

and thus the non-empty LP(g)v are the irreducible components of LP(g). Each
LP(g)v is irreducible and rational of dimension r by Proposition 7.2, thus LP(g)
has pure dimension r. Also, Proposition 7.5 garantees the one to one corre-

spondence between the non-empty LP(g)v and the classes of the equivalence

relation on g. The non-exact points of LP(g) lie on the intersection of at least

two components, thus lie on the singular locus of LP(g).
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7.3 The Hilbert polynomial of LP(g)

7.3.1 General setup

Given a linked net of vector spaces g of dimension r + 1 over a Z2-quiver Q

supported in a finite set H there is a natural injective map

Φ: LP(g) −→
∏
v∈H

P(Vv).

As in the case of P(g), we can ask: what is the Hilbert polynomial (or the Chow

class) of LP(g) inside
∏

P(Vv)? In this section we say some words on what we

know about this subject.

As in Chapter 4, even though we may make general statements, we will

assume in our argument that Q is the standard Z2-quiver, with vertex set Z2

and generated by the vectors v0 = (−1, 0), v1 = (1, 1) and v2 = (0,−1). We

assume as well that

H = N2(≤ d) := {(i, j) ∈ Z2 | 0 ≤ i, j ≤ i+ j ≤ d}

for some positive integer d. Recall as well from Chapter 4 all the alternate

notation used in this case.

Also, in this first moment, we will work under the hypothesis that g admits

a simple basis. This allows us to put a system of coordinates in
∏

P(Vd). In

fact, let d0, . . . , dr ∈ H and si ∈ Vdi
for i = 0, . . . , r forming a simple basis for

g. Given p = (σd(p) |H)) ∈ LP(g) we write

σd(p) =

r∑
i=0

x
d
i (p)si Vd

.

In other words, the simple basis induces coordinates (x
d
0 : · · · : xd

r) on P(Vd) for

each d ∈ H. In these coordinates, the map Φ : LP(g) −→
∏

Pr is expressed:

Φ(p) =
∏
d

(x
d
0(p) : · · · : xd

r(p)).

The existence of a simple basis also simplifies the matrix representations of

the maps φ
d
e . Since {s0

Vd
, . . . , sr

Vd
} is a basis for Vd, the map φ

d
e : Vd −→ Ve,
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for d and e being neighbors, is completely determined by

φd
e(s0 Vd

), . . . , φd
e(sr Vd

) ∈ Ve.

But

φd
e(si Vd

) =

si
Ve

if si
Vd

/∈ Ker(φ
d
e : Vd −→ Ve),

0 otherwise.

So, the map Vd −→ Ve is represented by a diagonal matrix:


ϵ
d,e
0 0 . . . 0

0 ϵ
d,e
1 . . . 0

... 0
. . .

...

0 0 . . . ϵ
d,e
r


where

ϵ
d,e
i =

1 if si
Vd

/∈ Ker(φ
d
e : Vd −→ Ve),

0 otherwise.

Since

φd
e(σd(p)) = φd

e

(∑
i

x
d
i (p)si Vd

)
=
∑
i

ϵ
d,e
i x

d
i (p)si Ve

,

the vectors:

(ϵ
d,e
0 x

d
0(p), . . . , ϵ

d,e
r xd

r(p)) and (x
e
0(p), . . . , x

e
r(p))

are linearly dependent. Therefore, inside the product
∏

Pr, the scheme LP(g)
is defined by the equations

ϵ
d,e
i x

d
i x

e
j = ϵ

d,e
j x

d
jx

e
i (7.5)

for all d, e ∈ H and all i, j ∈ {0, . . . , r}.

Observe that if either φ
d
e −→ Vd −→ Ve or φ

e
d −→ Ve −→ Vd is the zero

map, then Equations (7.5) for the pair (d, e) are

x
d
i x

e
j = x

d
jx

e
i ∀i, j = 0, . . . , r (7.6)

which are the equations defining the diagonal inside P(Vd)×P(Ve). In this case,
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LP(g) is isomorphic to its image under the projection∏
b∈H

P(Vb) −→
∏

b∈H−{a}

P(Vb)

for a = d or a = e. The equations of the projection are those obtained from the

equations of LP(g) by replacing x
d
i and x

e
i by x

a
i for each i = 0, . . . , r. In other

words d and e are in the same equivalence class.

Let’s take a look at some examples.

Example 7.1. In Example 1 on Table 8.1 on Page 122, taking the parameters

λ1 := 0 and λ2 := 1, we get the following linked net (see Section 8.1 for the

notation):

V(0,0,2) =< (0, 0, z), (0, 0, z2) > V(1,0,1) =< (x, y, z), (0, 0, z2) >
V(0,1,1) =< (0, y, z), (0, 0, z2) > V(1,1,0) =< (x, y, 0), (x2, y2, z2) >
V(0,2,0) =< (0, y, 0), (0, y2, z2) > V(2,0,0) =< (x, 0, 0), (x2, 0, 0) >

Table 7.1: A linked net of dimension 2 and “degree” 2

It has simple basis is {(x, y, z), (x2, y2, z2)}. We can simplify the notation, by

using coordinates xd and yd instead of x
d
0 and x

d
1 on P(Vd). Then Equations (7.5)

become, in this example:

x011y002 = y011x002 x101y011 = y101x011 x110y020 = y110x020

x011y020 = 0 x101y110 = 0 x110y200 = y110x200

x101y020 = 0

Table 7.2: Equations of LP(g)

Since the maps φ
(0,1,1)
(0,0,2) and φ

(1,0,1)
(0,1,1) are isomorphisms,

LP(g)(0,1,1) = LP(g)(0,0,2) = ∅.

Also, since φ
(1,1,0)
(0,2,0) and φ

(1,1,0)
(2,0,0) are isomorphisms,

LP(g)(0,2,0) = LP(g)(2,0,0) = ∅.
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Hence LP(g) has two components, each a copy of P1:

LP(g)101 = {(0 : 1)× (0 : 1)× (x : y)× (0 : 1)× (x : y)× (x : y) | (x : y) ∈ P1},

LP(g)110 = {(x : y)× (x : y)× (1 : 0)× (x : y)× (1 : 0)× (1 : 0) | (x : y) ∈ P1}.

Observe that LP(g) is connected and for each factor of
∏

P(Vd) there is one

and only one component of LP(g) that projects isomorphically onto that factor.

By a theorem by Cartwright and Sturmfels (Propostion 7.7 below), LP(g) is a

deformation of the diagonal.

What is the deformation? For the general case, we can define for each t the

subscheme LP(gt) of
∏

P(Vd) by the equations:

t(1−ϵ
d,e
i )x

d
i x

e
j = t(1−ϵ

d,e
j )x

d
jx

e
i .

For t ̸= 0, the scheme LP(gt) is obviously the diagonal, up to a certain automor-

phism. The scheme we obtain when we set t = 0 is equal to our original LP(g).
But is the family a flat deformation of the diagonal, i.e., is LP(g) the limit of

the family LP(gt)? According to Cartwright and Sturmfels [8], this is true for

linked nets g of dimension 2, since the equations are the exact same equations

that appear in the proof of Theorem 4.1 in loc. cit..

In our example, the deformation is given by the following equations: It’s

x011y002 = y011x002 x101y011 = y101x011 x110y020 = y110x020

x011y020 = ty011x020 x101y110 = ty101x110 x110y200 = y110x200

x101y020 = ty101x020

Table 7.3: Equations of LP(gt)

easy to see that LP(gt) is, for t ̸= 0, the image of the map

ϕt : P1 −→
∏

P(Vd)

ϕt(x : y) = ((x : y), (x : y), (x : ty), (x : y), (x : ty), (x : ty)) .

As mentioned above, we will see that LP(g) is the “limit of the diagonal” for

g of dimension 2. This will follow from a nice description of the scheme LP(g):
its components are isomorphic to certain of their projections. If the dimension

is bigger than 2, things get a little more complicated: the components may no

longer be isomorphic to their projections, as the following example shows.
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Example 7.2. Let’s look at Example 4 on Table 8.2, Page 123. This linked

net has a simple basis {s0, s1, s2}, where

s0 ∈ V(030), s1 ∈ V(102), s2 ∈ V(201).

The equivalence classes of vertices are:

{(003), (012), (102)}, {(030)}, {(201), (210), (300)}, {(021), (111), (120)}

For these classes, we will associate a set of coordinates: X,Y, Z,W , respectively.

In these coordinates, the equations for LP(g) are:

X1W0 = 0 X0W2 = X2W0 X1W2 = 0
Y0W1 = 0 Y0W2 = 0 Y1W2 = Y2W1

W0Z1 = W1Z0 W0Z2 = 0 W1Z2 = 0

Table 7.4: Equations for LP(g) of example 7.2

Each equivalence class gives rise to an irreducible component of LP(g). In

this case, the components are:

LP(g)003 = {(x0 : x1 : x2)× (0 : 1 : 0)× (0 : 1 : 0)× (0 : 1 : 0)} ∼= P2

LP(g)030 = {(1 : 0 : 0)× (y0, y1, y2)× (1 : 0 : 0)× (1 : 0 : 0)} ∼= P2

LP(g)201 = {(0 : 0 : 1)× (0 : 0 : 1)× (z0, z1, z2)× (0 : 0 : 1)} ∼= P2

LP(g)111 = {(w0 : 0 : w2)× (0 : w1 : w2)× (w0 : w1 : 0)× (w0 : w1 : w2)}

We see that LP(g) is an P2 blown up at three points P0 = (1 : 0 : 0),P1 = (0 :

1 : 0) and P2 = (0 : 0 : 1), with exceptional divisors E0, E1, E2, and such that

for each Ei there is another P2 attached to it.

7.3.2 Two dimensional case

We will prove that for a linked net of vector spaces g of dimension 2 over a

Z2-quiver, the scheme LP(g) is a deformation of the diagonal, even without the

assumption of simple basis. For that, we will need a result about degenerations

of the diagonal in a product of projective spaces.

Proposition 7.7 (Cartwright and Sturmfels, 2009). Let Y ⊂ (P1)n be a union

of projective lines satisfying:
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1. Y is connected;

2. For each factor of (P1)n there is a unique line in Y which projects isomor-

phically onto that factor.

Then Y is a degeneration of the diagonal. In particular, its multivariate Hilbert

polynomial is

P (t1, . . . , tn) = 1 + t1 + · · ·+ tn.

Proof. Proposition 4.4. of [8].

Theorem 7.2. Let g be a linked net of vector spaces of dimension 2 over a

Z2-quiver. Let H be a finite set of vertices supporting g such that P (H) = H.

Then

LP(g) ⊂
∏
v∈H

P(Vv)

is a connected union of projective lines, Z1∪· · ·∪Zm, with the following property:

for each v ∈ H there is a unique j ∈ {1, . . . ,m} such that the projection

Zj −→ P(Vv) is an isomorphism. Furthermore, LP(g) is a degeneration of the

diagonal and the multivariate Hilbert polynomial of LP(g) is

P (t1, . . . , tN ) = 1 + t1 + · · ·+ tN ,

where N := #H.

Proof. From Proposition 7.3 we know that for each v ∈ H there is a unique ver-

tex u of the quiver such that LP(g)u is non-empty and the projection LP(g)u −→
P(Vv) is surjective, the generator of the liaison class of v. So LP(g) satisfies the
hypothesis of Proposition 7.7. Hence LP(g) is a degeneration of the diagonal

and the multivariate Hilbert polynomial of LP(g) is

P (t1, . . . , tN ) = 1 + t1 + · · ·+ tN .
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Chapter 8

Examples

In this chapter we summarize a collection of examples that have been cited in

the previous chapters.

8.1 Tree of projective lines

In this section we focus on degenerations of linear series for a particular type

of nodal curve C. Namely, our curve C will be the union of three projective

lines, C = X ∪ Y ∪ Z, where X ≃ Y ≃ Z ≃ P1. Their non-empty intersections,

X ∩ Y and Y ∩Z, consist of one point each only, which we denote by P and Q,

respectively. They are thus the the only singularities of C. We use coordinates

x, y, z ∈ C ∪ {∞} for the lines X,Y, Z respectively, in such way that on P we

have x = 0, y = 0 and on Q we have y = ∞, z = 0.

Since the components are P1, every invertible sheaf of multi-degree (i, j, k)

over C is isomorphic to O(i, j, k), the unique invertible sheaf satisfying

O(i, j, k)
X

≃ OX(i), O(i, j, k)
Y
≃ OY (j) and O(i, j, k)

Z
≃ OZ(k).

We may describe a global section of this sheaf, when d = (i, j, k) is effective,

that is, i, j and k are non-negative, with sum i+ j+ k = d, as a triple of global

sections of

OX(d)⊕OY (d)⊕OZ(d),

the first vanishing at P with order at least d − i, the second vanishing at P

with order at least i and at Q with order at least k (notice that i+ k = d− j),

117
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and the third vanishing at Q with order at least d − k, whence as a triple of

polynomials of degree d on x, y and z of the form:(
d∑

l=d−i

alx
l,

d−k∑
l=i

bly
l,

d∑
l=d−k

clz
l

)
where bi = ad−i and bd−k = cd−k. (8.1)

A linked net of vector spaces arising from a degeneration of linear series of

rank r and degree d to C is a linked net g of vector spaces over a Z2 quiver Q

as follows:

First of all, the vertex set of Q is the set G of multidegrees d = (i, j, k) of

total degree i+ j + k = d. The arrow set A is the disjoint union of the subsets

Aℓ ⊆ G × G for ℓ = 0, 1, 2, where (d, e) ∈ Aℓ if and only if e − d is equal to

(−1, 1, 0) for ℓ = 0, to (1,−2, 1) for ℓ = 1, and to (0, 1,−1) for ℓ = 2.

Second, the V(i,j,k) are subspaces of the H0(O(i, j, k)) of dimension r + 1,

whence spaces of triples of polynomials of the form as in (8.1). As such the map

φ
d
e : Vd −→ Ve corresponding to an arrow in Aℓ connecting effective d, e ∈ G is

the one that sends a triple of polynomials to the same triple, except that the

ℓ-th polynomial is changed to 0. The net g is supported on the set of effective

d ∈ G.

In the remaining of this chapter we study linked nets g of vector spaces of

dimension r + 1 over Z2-quivers Q as described in the above two paragraphs,

for low degree d. As in past chapters we will use the suggestive notation

φ
d
X , φ

d
Y , φ

d
Z , φ

d
X+Y , φ

d
X+Z , φ

d
Y+Z

for the maps associated to the arrows leaving each effective d in A0, A1 and

A2 and the maps leaving d associated to simple length 2 paths with arrows in

A0 ∪A1, in A0 ∪A2 and A1 ∪A2, in that order,

K
d
X , K

d
Y , K

d
Z , K

d
X+Y , K

d
X+Z , K

d
Y+Z ,

for their respective kernels, and

p
d
X , p

d
Y , p

d
Z , p

d
X+Y , p

d
X+Z , p

d
Y+Z

for their respective kernel dimensions. We will drop the superscript d when

easily inferred from the context.
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For d = 2, we have:

V(0,0,2) ⊂ {(a2x2, a2, a2 + c1z + c2z
2) | a2, c1, c2 ∈ k},

V(0,1,1) ⊂ {(a2x2, a2 + b1y, b1z + c2z
2) | a2, b1, c2 ∈ k},

V(0,2,0) ⊂ {(a2x2, a2 + b1y + b2y
2, b2z

2) | a2, b1, b2 ∈ k},
V(1,0,1) ⊂ {(a1x+ a2x

2, a1y, a1z + c2z
2) | a1, a2, c2 ∈ k},

V(1,1,0) ⊂ {(a1x+ a2x
2, a1y + b2y

2, b2z
2) | a1, a2, b2 ∈ k},

V(2,0,0) ⊂ {(a0 + a1x+ a2x
2, a0y

2, a0z
2) | a0, a1, a2 ∈ k}.

Using the explicit description given above, it is easy to see, for example, that:

p020X+Y ≤ 2,

p020X+Z = 0,

p020Y+Z ≤ 2,

p020X = 0,

p020Y ≤ 1,

p020Z = 0.

Likewise, it is also true that:

p110X ≤ 1,

p011Z ≤ 1.

So, by the item (h) of Corollary 4.1 on page 56, we get:

p020Y+Z ≥ 1,

p020X+Y ≥ 1.

That reduces the possibilities for the numbers p020• . One such possibility is

pY+Z = 2, pY = pX+Y = 1, pX = pZ = pX+Z = 0. These numbers completely

determine the space V(0,2,0). In fact, since pY+Z = 2, we have

V(0,2,0) = K020
Y+Z = {(a2x2, a2+b1y+b2y

2, b2z
2) | a2 = 0} = ⟨(0, y, 0), (0, y2, z2)⟩.

With this, we can give an example of an exact linked net. It is just the

process of choosing the right generators for the spaces Vd in a kind of inductive

way. Meaning: we construct a Vd, then use the images of the maps φ
d
• to get
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some of the generators of the neighboring spaces, and so on. In our example,

V(0,2,0) having been chosen as above, we get:

Im(φ020
Y ) = K101

X+Z = ⟨(0, 0, z2)⟩.

But p101Z ≤ 1 and φ101
Z (0, 0, z2) = 0, so K101

Z = ⟨(0, 0, z2)⟩. Also, KZ = KX+Y ∩
KY+Z , and since p101Y+Z ≤ 1, we have:

K101
Z = K101

X+Z = K101
Y+Z = ⟨(0, 0, z2)⟩.

Since K101
X ⊂ K101

X+Z = ⟨(0, 0, z2)⟩ and φ101
X (0, 0, z2) = (0, 0, z2) ̸= 0, we con-

clude that

K101
X = (0).

Likewise,

K101
Y = (0).

Now, take a vector

v = (a1x+ a2x
2, a1y, a1z + c2z

2) ∈ V(1,0,1)\⟨(0, 0, z2)⟩.

We can actually assume that v = (a1x + a2x
2, a1y, a1z). Since φ101

X+Z(v) =

(0, a1y, 0) ̸= 0, we have a1 ̸= 0. So, there exists λ1 ∈ k such that

V(1,0,1) = ⟨(0, 0, z2), (x+ λ1x
2, y, z)⟩.

Also,

V(0,0,1) = Im(φ101
X ) = ⟨(0, 0, z2), (0, y, z)⟩

and

V(0,0,2) = Im(φ011
X+Y ) = ⟨(0, 0, z), (0, 0, z2)⟩.

Now, “going down in the graph,” we have

K110
X+Y = Im(φ101

Z ) = ⟨(x+ λ1x
2, y, 0)⟩.

Take a vector:

w = (a1x+ a2x
2, a1y + b2y

2, b2z
2) ∈ V(1,1,0)\⟨(x+ λ1x

2, y, 0)⟩.

As before, we may assume that w = (a2x
2, b2y

2, b2z
2) and b2 ̸= 0, since
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φX+Y (w) = (0, 0, b2z
2) ̸= 0. So, w = (λ2x

2, y2, z2) for some λ2 ∈ k.

Here there are two situations, depending on whether λ2 is zero or not.

Case 1: λ2 ̸= 0

In this case,

V(1,1,0) = ⟨(x+ λ1x
2, y, 0), (λ2x

2, y2, z2)⟩, λ2 ̸= 0

and

V(2,0,0) = Im(φ110
Y+Z) = ⟨(x+ λ1x

2, 0, 0), (λ2x
2, 0, 0)⟩ = ⟨(x, 0, 0), (x2, 0, 0)⟩.

This configuration is Example 1 on Table 8.1.

Case 2: λ2 = 0

Then

V(1,1,0) = ⟨(x+ λ1x
2, y, 0), (0, y2, z2)⟩

and

K200
X = Im(φ110

Y+Z) = ⟨(x+ λ1x
2, 0, 0)⟩.

Take a vector

u = (a0 + a2x
2, a0y

2, a0z
2) ∈ V(2,0,0)\⟨(x+ λ1x

2, 0, 0)⟩.

Since φ200
X (u) = (0, a0y

2, a0z
2) ̸= 0, we have a0 ̸= 0. So, for some λ2 ∈ k, we

get

V(2,0,0) = ⟨(x+ λ1x
2, 0, 0), (1 + λ2x

2, y2, z2)⟩.

This configuration is Example 2 on Table 8.1 on page 122.

Actually, Table 8.1 shows all the exact linked nets (in our study) of dimension

2 and “degree” d = 2. Table 8.2 gives certain exact linked nets of dimension

3 and “degree” d = 3. We note that all these nets admit simple bases. For

instance, in Example 1 on Table 8.1, the simple basis is

s0 = (x+ λ1x
2, y, z) ∈ V(1,0,1) and s1 = (λ2x

2, y2, z2) ∈ V(1,1,0).

If we change a little bit the example above, we will obtain the non-exact

linked net g shown on Table 8.3. In this case, W(g) = 0 and P(g) = ∅.
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Table 8.1: Exact linked nets of dimension 2 and “degree” 2

Example 1

V(0,0,2) ⟨(0, 0, z), (0, 0, z2)⟩
V(0,1,1) ⟨(0, y, z), (0, 0, z2)⟩
V(0,2,0) ⟨(0, y, 0), (0, y2, z2)⟩
V(1,0,1) ⟨(x+ λ1x

2, y, z), (0, 0, z2)⟩
V(1,1,0) ⟨(x+ λ1x

2, y, 0), (λ2x
2, y2, z2)⟩, λ2 ̸= 0

V(2,0,0) ⟨(x, 0, 0), (x2, 0, 0)⟩
Example 2

V(0,0,2) ⟨(0, 0, z), (0, 0, z2)⟩
V(0,1,1) ⟨(0, y, z), (0, 0, z2)
V(0,2,0) ⟨(0, y, 0), (0, y2, z2)⟩
V(1,0,1) ⟨(x+ λ1x

2, y, z), (0, 0, z2)⟩
V(1,1,0) ⟨(x+ λ1x

2, y, 0), (0, y2, z2)⟩
V(2,0,0) ⟨(x+ λ1x

2, 0, 0), (1 + λ2x
2, y2, z2)⟩

Example 3

V(0,0,2) ⟨(0, 0, z), (0, 0, z2)⟩
V(0,1,1) ⟨(x2, 1 + λ1y, λ1z), (0, 0, z

2)⟩
V(0,2,0) ⟨(x2, 1 + λ1y, 0), (0, λ2y + y2, z2)⟩
V(1,0,1) ⟨(x2, 0, 0), (0, 0, z2)⟩
V(1,1,0) ⟨(x2, 0, 0), (λ2x, λ2y + y2, z2)⟩ λ2 ̸= 0

V(2,0,0) ⟨(x, 0, 0), (x2, 0, 0)⟩
Example 4

V(0,0,2) ⟨(0, 0, z), (0, 0, z2)⟩
V(0,1,1) ⟨(0, y, z + λ2z

2), (0, 0, z2)

V(0,2,0) ⟨(0, y, 0), (x2, 1 + λ1y
2, λ1z

2)⟩, λ1 ̸= 0

V(1,0,1) ⟨(x2, 0, λ1z
2)(x, y, z + λ2z

2)⟩
V(1,1,0) ⟨(x2, 0, 0)(x, y, 0)⟩
V(2,0,0) ⟨(x, 0, 0), (x2, 0, 0)⟩

Example 5

V(0,0,2) ⟨(0, 0, z), (0, 0, z2)⟩
V(0,1,1) ⟨(0, y, z + λ1z

2), (x2, 1, λ2z
2)⟩, λ2 ̸= 0

V(0,2,0) ⟨(0, y, 0), (x2, 1, 0)⟩
V(1,0,1) ⟨(x, y, z + λ1z

2), (x2, 0, 0)⟩
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(cont.)

V(1,1,0) ⟨(x, y, 0), (x2, 0, 0)⟩
V(2,0,0) ⟨(x, 0, 0), (x2, 0, 0)⟩

Example 6

V(0,0,2) ⟨(0, 0, z + λ1z
2), (x2, 1, 1 + λ2z

2)⟩
V(0,1,1) ⟨(0, y, z + λ1z

2), (x2, 1, 0)⟩
V(0,2,0) ⟨(0, y, 0), (x2, 1, 0)⟩
V(1,0,1) ⟨(x, y, z + λ1z

2), (x2, 0, 0)⟩
V(1,1,0) ⟨(x, y, 0), (x2, 0, 0)⟩
V(2,0,0) ⟨(x, 0, 0), (x2, 0, 0)⟩

Example 7

V(0,0,2) ⟨(0, 0, z), (0, 0, z2)⟩
V(0,1,1) ⟨(0, y, z), (0, 0, z2)⟩
V(0,2,0) ⟨(0, y, 0), (x2, 1 + λ1y

2, λ1z
2)⟩, λ1 ̸= 0

V(1,0,1) ⟨(x, y, z + λ2z
2), (x2, 0, λ1z

2)⟩
V(1,1,0) ⟨(x, y, 0), (x2, 0, 0)⟩
V(2,0,0) ⟨(x, 0, 0), (x2, 0, 0)⟩

End of the table

Table 8.2: Exact linked nets of dimension 3 and “degree” 3

Exact linked nets of dimension 3 and “degree” 3

Example 1

V(0,0,3) ⟨(0, 0, z), (0, 0, z2), (0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z), (0, 0, z2), (0, 0, z3)⟩
V(0,2,1) ⟨(0, y, 0), (x3, 1 + λ1y

2, λ1z
2), (0, 0, z3)⟩, λ1 ̸= 0

V(0,3,0) ⟨(0, y, 0), (x3, 1 + λ1y
2, 0), (0, λ3y

2 + y3, z3)⟩, λ3 ̸= 0

V(1,0,2) ⟨(x2, y, z + λ2z
2), (x3, 0, λ1z

2), (0, 0, z3)⟩
V(1,1,1) ⟨(x2, y, 0), (x3, 0, 0), (0, 0, z3)⟩
V(1,2,0) ⟨(x2, y, 0), (x3, 0, 0), (0, λ3y

2 + y3, z3)⟩
V(2,0,1) ⟨(x2, 0, 0), (x3, 0, 0), (0, 0, z3)⟩
V(2,1,0) ⟨(x2, 0, 0), (x3, 0, 0), (λ3x, λ3y

2 + y3, z3)⟩
V(3,0,0) ⟨(x2, 0, 0), (x3, 0, 0), (x, 0, 0)⟩

Example 2

V(0,0,3) ⟨(0, 0, z), (0, 0, z2), (0, 0, z3)⟩
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Continuation of Table

V(0,1,2) ⟨(0, y, z), (0, 0, z2), (0, 0, z3)⟩
V(0,2,1) ⟨(0, y, 0), (x3, 1 + λ1y

2, λ1z
2), (0, 0, z3)⟩, λ1 ̸= 0

V(0,3,0) ⟨(0, y, 0), (x3, 1 + λ1y
2, 0), (0, y3, z3)⟩, λ3 ̸= 0

V(1,0,2) ⟨(x2, y, z + λ2z
2), (x3, 0, λ1z

2), (0, 0, z3)⟩
V(1,1,1) ⟨(x2, y, 0), (x3, 0, 0), (0, 0, z3)⟩
V(1,2,0) ⟨(x2, y, 0), (x3, 0, 0), (0, y3, z3)⟩
V(2,0,1) ⟨(x2, 0, 0), (x3, 0, 0), (0, 0, z3)⟩
V(2,1,0) ⟨(x2, 0, 0), (x3, 0, 0), (0, y3, z3)⟩
V(3,0,0) ⟨(x2, 0, 0), (x3, 0, 0), (1 + λ3x, y

3, z3)⟩
Example 3

V(0,0,3) ⟨(0, 0, z), (0, 0, z2), (0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z), (0, 0, z2), (0, 0, z3)⟩
V(0,2,1) ⟨(0, y, 0), (0, y2, z2), (0, 0, z3)⟩
V(0,3,0) ⟨(0, y, 0), (0, y2, 0), (λ2x

3, λ2 + y3, z3), λ2 ̸= 0

V(1,0,2) ⟨(x2 + λ1x
3, y, z), (0, 0, z2), (0, 0, z3)⟩

V(1,1,1) ⟨(x2 + λ1x
3, y, 0), (λ2x

3, 0, z3), (0, y2, z2 + λ3z
3)⟩

V(1,2,0) ⟨(x2 + λ1x
3, y, 0), (x3, 0, 0), (0, y2, 0)⟩

V(2,0,1) ⟨(x2 + λ1x
3, 0, 0), (x3, 0, 0), (x, y2, z2 + λ3z

3)⟩
V(2,1,0) ⟨(x2 + λ1x

3, 0, 0), (x3, 0, 0), (x, y2, 0)⟩
V(3,0,0) ⟨(x2 + λ1x

3, 0, 0), (x3, 0, 0), (x, 0, 0)⟩
Example 4

V(0,0,3) ⟨(0, 0, z), (0, 0, z2), (0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z), (0, 0, z2), (0, 0, z3)⟩
V(0,2,1) ⟨(0, y, 0), (0, y2, z2), (0, 0, z3)⟩
V(0,3,0) ⟨(0, y, 0), (0, y2, 0), (0, y3, z3)⟩
V(1,0,2) ⟨(x2 + λ1x

3, y, z), (0, 0, z2), (0, 0, z3)⟩
V(1,1,1) ⟨(x2 + λ1x

3, y, 0), (λ2x
3, y2, z2), (0, 0, z3)⟩, λ2 ̸= 0

V(1,2,0) ⟨(x2 + λ1x
3, y, 0), (λ2x

3, y2, 0), (0, λ3y
2 + y3, z3)⟩, λ3 ̸= 0

V(2,0,1) ⟨(x2 + λ1x
3, 0, 0), (x3, 0, 0), (0, 0, z3)⟩

V(2,1,0) ⟨(x2 + λ1x
3, 0, 0), (x3, 0, 0), (λ3x, λ3y

2 + y3, z3)⟩
V(3,0,0) ⟨(x2 + λ1x

3, 0, 0), (x3, 0, 0), (x, 0, 0)⟩
Example 5

V(0,0,3) ⟨(0, 0, z), (0, 0, z2)(0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z), (0, 0, z2), (0, 0, z3)⟩
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Continuation of Table

V(0,2,1) ⟨(0, y, 0), (0, y2, z2), (0, 0, z3)⟩
V(0,3,0) ⟨(0, y, 0), (0, y2, 0), (0, y3, z3)⟩
V(1,0,2) ⟨(x2 + λ1x

3, y, z), (0, 0, z2), (0, 0, z3)⟩
V(1,1,1) ⟨(x2 + λ1x

3, y, 0), (λ2x
3, y2, z2), (0, 0, z3)⟩, λ2 ̸= 0

V(1,2,0) ⟨(x2 + λ1x
3, y, 0), (λ2x

3, y2, 0), (0, y3, z3)⟩
V(2,0,1) ⟨(x2 + λ1x

3, 0, 0), (x3, 0, 0), (0, 0, z3)⟩
V(2,1,0 ⟨(x2 + λ1x

3, 0, 0), (x3, 0, 0), (0, y3, z3)⟩
V(3,0,0) ⟨(x2 + λ1x

3, 0, 0), (x3, 0, 0), (1 + λ3x, y
3, z3)⟩

Example 6

V(0,0,3) ⟨(0, 0, z), (0, 0, z2), (0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z), (0, 0, z2), (0, 0, z3)⟩
V(0,2,1) ⟨(0, y, 0), (0, y2, z2), (0, 0, z3)⟩
V(0,3,0) ⟨(0, y, 0), (0, y2, 0), (0, y3, z3)⟩
V(1,0,2) ⟨(x2 + λ1x

3, y, z), (0, 0, z2), (0, 0, z3)⟩
V(1,1,1) ⟨(x2 + λ1x

3, y, 0), (0, y2, z2), (0, 0, z3)⟩
V(1,2,0) ⟨(x2 + λ1x

3, y, 0), (0, y2, 0), (λ2x
3, y3, z3)⟩, λ2 ̸= 0

V(2,0,1) ⟨(x2 + λ1x
3, 0, 0), (x, y2, z2 + λ3z

3), (λ2x
3, 0, z3)⟩

V(2,1,0) ⟨(x2 + λ1x
3, 0, 0), (x, y2, 0), (x3, 0, 0)⟩

V(3,0,0) ⟨(x2 + λ1x
3, 0, 0), (x, 0, 0), (x3, 0, 0)⟩

Example 7

V(0,0,3) ⟨(0, 0, z), (0, 0, z2), (0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z), (0, 0, z2), (0, 0, z3)⟩
V(0,2,1) ⟨(0, y, 0), (0, y2, z2), (0, 0, z3)⟩
V(0,3,0) ⟨(0, y, 0), (0, y2, 0), (0, y3, z3)⟩
V(1,0,2) ⟨(x2 + λ1x

3, y, z), (0, 0, z2), (0, 0, z3)⟩
V(1,1,1) ⟨(x2 + λ1x

3, y, 0), (0, y2, z2), (0, 0, z3)⟩
V(1,2,0) ⟨(x2 + λ1x

3, y, 0), (0, y2, 0), (0, y3, z3)⟩
V(2,0,1) ⟨(x2 + λ1x

3, 0, 0), (x+ λ2x
3, y2, z2), (0, 0, z3)⟩

V(2,1,0) ⟨(x2 + λ1x
3, 0, 0), (x+ λ2x

3, y2, 0), (λ3x
3, y3, z3)⟩, λ3 ̸= 0

V(3,0,0) ⟨(x2 + λ1x
3, 0, 0), (x+ λ2x

3, 0, 0), (x3, 0, 0)⟩
Example 8

V(0,0,3) ⟨(0, 0, z), (0, 0, z2), (0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z), (0, 0, z2), (0, 0, z3)⟩
V(0,2,1) ⟨(0, y, 0), (0, y2, z2), (0, 0, z3)⟩



126 CHAPTER 8. EXAMPLES

Continuation of Table

V(0,3,0) ⟨(0, y, 0), (0, y2, 0), (0, y3, z3)⟩
V(1,0,2) ⟨(x2 + λ1x

3, y, z), (0, 0, z2), (0, 0, z3)⟩
V(1,1,1) ⟨(x2 + λ1x

3, y, 0), (0, y2, z2), (0, 0, z3)⟩
V(1,2,0) ⟨(x2 + λ1x

3, y, 0), (0, y2, 0), (0, y3, z3)⟩
V(2,0,1) ⟨(x2 + λ1x

3, 0, 0), (x+ λ2x
3, y2, z2), (0, 0, z3)⟩

V(2,1,0) ⟨(x2 + λ1x
3, 0, 0), (x+ λ2x

3, y2, 0), (0, y3, z3)⟩
V(3,0,0) ⟨(x2 + λ1x

3, 0, 0), (x+ λ2x
3, 0, 0), (1 + λ3x

3, y3, z3)⟩
Example 9

V(0,0,3) ⟨(0, 0, z), (0, 0, z2), (0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z + λ1z

2), (x3, 1, λ2z
2), (0, 0, z3)⟩, λ2 ̸= 0

V(0,2,1) ⟨(0, y, 0), (x3, 1, 0), (0, 0, z3)⟩
V(0,3,0) ⟨(0, y, 0), (x3, 1, 0), (0, y3, z3)⟩
V(1,0,2) ⟨(x2, y, z + λ1z

2), (x3, 0, 0), (0, 0, z3)⟩
V(1,1,1) ⟨(x2, y, 0), (x3, 0, 0), (0, 0, z3)⟩
V(1,2,0) ⟨(x2, y, 0), (x3, 0, 0), (0, y3, z3)⟩
V(2,0,1) ⟨(x2, 0, 0), (x3, 0, 0), (0, 0, z3)⟩
V(2,1,0) ⟨(x2, 0, 0), (x3, 0, 0), (0, y3, z3)⟩
V(3,0,0) ⟨(x2, 0, 0, ), (x3, 0, 0), (1 + λ3x, y

3, z3)⟩
Example 10

V(0,0,3) ⟨(0, 0, z), (0, 0, z2), (0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z + λ1z

2), (x3, 1, λ2z
2), (0, 0, z3)⟩, λ2 ̸= 0

V(0,2,1) ⟨(0, y, 0), (x3, 1, 0), (0, 0, z3)⟩
V(0,3,0) ⟨(0, y, 0), (x3, 1, 0), (0, λ3y

2 + y3, z3)⟩, λ3 ̸= 0

V(1,0,2) ⟨(x2, y, z + λ1z
2), (x3, 0, 0), (0, 0, z3)⟩

V(1,1,1) ⟨(x2, y, 0), (x3, 0, 0), (0, 0, z3)⟩
V(1,2,0) ⟨(x2, y, 0), (x3, 0, 0), (0, λ3y

2 + y3, z3)⟩
V(2,0,1) ⟨(x2, 0, 0), (x3, 0, 0), (0, 0, z3)⟩
V(2,1,0) ⟨(x2, 0, 0), (x3, 0, 0), (λ3x, λ3y

2 + y3, z3)⟩
V(3,0,0) ⟨(x2, 0, 0), (x3, 0, 0), (x, 0, 0)⟩

Example 11

V(0,0,3) ⟨(0, 0, z + λ1z
2), (x3, 1, 1 + λ2z

2), (0, 0, z3)

V(0,1,2) ⟨(0, y, z + λ1z
2), (x3, 1, 0), (0, 0, z3)⟩

V(0,2,1) ⟨(0, y, 0), (x3, 1, 0), (0, 0, z3)⟩
V(0,3,0) ⟨(0, y, 0), (x3, 1, 0), (0, y3, z3)⟩
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Continuation of Table

V(1,0,2) ⟨(x2, y, z + λ1z
2), (x3, 0, 0), (0, 0, z3)⟩

V(1,1,1) ⟨(x2, y, 0), (x3, 0, 0), (0, 0, z3)⟩
V(1,2,0) ⟨(x2, y, 0), (x3, 0, 0), (0, y3, z3)⟩
V(2,0,1) ⟨(x2, 0, 0), (x3, 0, 0), (0, 0, z3)⟩
V(2,1,0) ⟨(x2, 0, 0), (x3, 0, 0), (0, y3, z3)⟩
V(3,0,0) ⟨(x2, 0, 0), (x3, 0, 0), (1 + λ3x, y

3, z3)⟩
Example 12

V(0,0,3) ⟨(0, 0, z + λ1z
2), (x3, 1, 1 + λ2z

2), (0, 0, z3)⟩
V(0,1,2) ⟨(0, y, z + λ1z

2), (x3, 1, 0), (0, 0, z3)⟩
V(0,2,1) ⟨(0, y, 0), (x3, 1, 0), (0, 0, z3)⟩
V(0,3,0) ⟨(0, y, 0), (x3, 1, 0), (0, λ3y

2 + y3, z3)⟩
V(1,0,2) ⟨(x2, y, z + λ1z

2), (x3, 0, 0), (0, 0, z3)⟩
V(1,1,1) ⟨(x2, y, 0), (x3, 0, 0), (0, 0, z3)⟩
V(1,2,0) ⟨(x2, y, 0), (x3, 0, 0), (0, λ3y

2 + y3, z3)⟩
V(2,0,1) ⟨(x2, 0, 0), (x3, 0, 0), (0, 0, z3)⟩
V(2,1,0) ⟨(x2, 0, 0), (x3, 0, 0), (λ3x, λ3y

2 + y3, z3)⟩
V(3,0,0) ⟨(x2, 0, 0), (x3, 0, 0), (x, 0, 0)⟩

end of table

Non-exact linked net
V(0,0,2) ⟨(0, 0, z), (0, 0, z2)⟩
V(0,1,1) ⟨(0, y, 0), (0, 0, z2)⟩
V(0,2,0) ⟨(0, y, 0), (0, y2, z2)⟩
V(1,0,1) ⟨(x2, 0, 0), (0, 0, z2)⟩
V(1,1,0) ⟨(x, y, 0), (x2, 0, 0)⟩
V(2,0,0) ⟨(x, 0, 0), (x2, 0, 0)⟩

Table 8.3: Non-exact linked net

8.2 An exact linked net of vector spaces with no

simple basis

For several months we believed that exactness and the existence of a simple basis

were equivalent properties for a limit linear series. In fact, they are equivalent

in the case of curves with two components.
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To our surprise, Vidal [10] came up with an example of a limit linear series

over a non-compact type curve which is exact but does not admit a simple basis.

Inspired by the type of obstruction he got in his counterexample, we tried to

pursue a counterexample for compact type curves. We’ve found the following

one, in degree 4 and dimension 2.

Exact example with degree 4, with no simple basis
V(0,0,4)) ⟨(0, 0, z4), (0, 0, z2)⟩
V(0,1,3) ⟨(0, 0, z4), (0, 0, z2)⟩
V(0,2,2) ⟨(0, 0, z4), (0, y2, z2)⟩
V(0,3,1) ⟨(0, 0, z4), (0, y2,−z4)⟩
V(0,4,0) ⟨(x4, 1, z4), (0, y2, 0)⟩
V(1,0,3) ⟨(0, 0, z4), (0, 0, z2)⟩
V(1,1,2) ⟨(0, 0, z4), (x4, y2, z2)⟩
V(1,2,1) ⟨(x4, 0, z4), (0, y2,−z4)⟩
V(1,3,0) ⟨(x4, 0, 0), (0, y2, 0)⟩
V(2,0,2) ⟨(x4, 0, z4), (0, 0,−z4)⟩
V(2,1,1) ⟨(x4, 0, 0), (x2, y2,−z4)⟩
V(2,2,0) ⟨(x4, 0, 0), (x2, y2, 0)⟩
V(3,0,1) ⟨(x4, 0, 0), (x2, 0, 0)⟩
V(3,1,0) ⟨(x4, 0, 0), (x2, 0, 0)⟩
V(4,0,0) ⟨(x4, 0, 0), (x2, 0, 0)⟩

Table 8.4: An exact g that does not admit a simple basis

Recall certain concepts defined previously:

Σd =
∑

e∈N(d)

Ker
(
φd
e : Vd −→ Ve

)
⊂ Vd.

If {s0, . . . , sr} is a simple basis for g and si ∈ Vd then si /∈ Σd. Actually, the

space

W(g) =
⊕
d

(
Vd

Σd

)
has dimension r + 1 and {s0, . . . , sr} is a basis for it, where si is the class of si

in Vd/Σd; see Proposition 5.2.

In our example, Σd = Vd for all d, except that
∑

(0,4,0) = ⟨(0, y2, 0)⟩, that∑
(1,1,2) = ⟨(0, 0, z4)⟩ and

∑
(2,1,1) = ⟨(x4, 0, 0)⟩. Therefore

dimW(g) = 3 > 2 = r + 1
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Hence, g cannot admit a simple basis.

Let’s look more closely to the maps φ
d
D : Vd −→ Ve, where e = D · d. The

key point is to understand what is happening at the vertex d = (1, 2, 1). At it,

the maps are given by the following matrices:

[φ
(1,2,1)
X ] = [φ

(1,2,1)
Z ] =

[
1 0

0 1

]

[φ
(2,1,1)
X ] =

[
0 0

0 1

]

[φ
(1,1,2)
Z ] =

[
0 1

0 1

]

[φ
(0,4,0)
Y ] =

[
1 0

0 0

]
And then we can see that:

⟨(x4, 0, z4)⟩ = (Im(φ
(2,1,1)
X )+Im(φ

(1,1,2)
Z ))∩Im(φ

(0,4,0)
Y ) ̸= K

(1,2,1)
X +K

(1,1,2)
Z = (0).

If there were a simple basis, the above equation would be an equality. That is

precisely the condition found by Vidal, which his counterexample also fail. At

the vertex d = (1, 2, 1) there is an obstruction to the existence of a simple basis

in g.

We now want to study the scheme LP(g) associated to this linked net of

vector spaces. Observe that in this case, there are four equivalence classes in

N3(≤ 4):

CX = {(0, 0, 4), (0, 1, 3), (0, 2, 2), (1, 0, 3), (1, 1, 2)},

CY = {(0, 4, 0)},

CZ = {(2, 1, 1), (2, 2, 0), (3, 0, 1), (3, 1, 0), (4, 0, 0)},

CW = {(1, 2, 1), (0, 3, 1), (1, 3, 0), (2, 0, 2)}.

They will correspond to variables Xi, Yi, Zi,Wi in P1, respectively. We can

consider

LP(g) ⊂ P1 × P1 × P1 × P1,

where the projective lines have coordinates Xi, Yi, Zi,Wi, respectively. By The-
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orem 7.2, LP(g) has the Hilbert polynomial of the diagonal. The scheme LP(g)
has four components, one for each equivalence class, which are the following:

LP(g)(1,1,2) = {(x0 : x1)× (0 : 1)× (1 : 0)× (1 : 0)} ∼= P1,

LP(g)(0,4,0) = {(1 : 0)× (y0 : y1)× (1 : 0)× (1 : 0)} ∼= P1,

LP(g)(2,1,1) = {(0 : 1)× (0 : 1)× (z0 : z1)× (0 : 1)} ∼= P1,

LP(g)(1,2,1) = {(1 : 0)× (0 : 1)× (1 : 0)× (w0 : w1)} ∼= P1.

But for this linked net of vector spaces, the Hilbert polynomial of P(g) is

not the Hilbert polynomial of the diagonal. In fact, its Chow class in PV is not

the class of diagonal. We can use Theorem 6.1 to calculate the class [P(g)]. The
only indices d that contribute are (0, 4, 0), (1, 1, 2) and (2, 1, 1).

For d = (0, 4, 0), the monomial hi
0h

j
1h

k
2 appears in

[
P(g)d

]
if and only if:

1 ≤ i ≤ 1,

0 ≤ j ≤ 0,

1 ≤ k ≤ 1.

The only possible monomial is h0h2.

For d = (1, 1, 2), the monomial hi
0h

j
1h

k
2 appears in

[
P(g)d

]
if and only if:

1 ≤ i ≤ 1,

1 ≤ j ≤ 1,

0 ≤ k ≤ 0.

The only possible monomial is h0h1.

For d = (2, 1, 1), the monomial hi
0h

j
1h

k
2 appears in

[
P(g)d

]
if and only if :

0 ≤ i ≤ 0,

1 ≤ j ≤ 1,

1 ≤ k ≤ 1.

The only possible monomial is h1h2.
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Therefore, the class of P(g) is:

[P(g)] =
[
P(g)(0,4,0)

]
+
[
P(g)(1,1,2)

]
+
[
P(g)(2,1,1)

]
= h0h1 + h0h2 + h1h2.

This is not the class of the diagonal. So the main result in [7] (Theorem 4.6) is

not true for more general limit linear series.
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