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Preface

The intention of this book is to provide a self-contained presentation of new approaches
in the mathematical studies of nonlinear dispersive evolution equations on metric graphs.
We are interested in the nonlinear dynamic generated by two fundamental models with
applications in chemistry, engineering, blood pressure waves and several other physical
fields: The nonlinear Schrödinger equation and the Korteweg–de Vries equation. It will
be in our interest to study the local well-posedness problem of the Cauchy problem, the
existence and stability of standing wave and/or stationary solutions in different geometries
of the metric graph. Although many results may be found in the literature, in this book we
offer a new approach to study this kind of fascinating structures and some new results are
established. We also hope with this notes to fill in a little the gap in the literature related
to the analytical study of soliton propagation through networks.

This book has also been designed to be instructive as well to be a new source of ref-
erence for students and researches interested in nonlinear wave phenomena on quantum
graphs. Simplicity and concrete applications are set throughout the book in order to make
the material easily assimilated. Also, we hope that it may inspire future projects in this
new field of action for the nonlinear dispersive evolution equations.

The preparation of this book had partial support from O Conselho Nacional de De-
senvolvimento Científico e Tecnológico (CNPq) and Fundação de Amparo à Pesquisa do
Estado de São Paulo (FAPESP), which support Brazilian research. The authors would
like to thank their Mathematical Departments of the State University of São Paulo (USP)
and the Federal University of Alagoas (UFAL), where this book was written and finished.

We are indebted to many friends and collaborators who gave us the support, encour-
agements, and suggestions to complete this book.

J. Angulo would like to dedicate this work to his daughter Victoria Mel (por supuesto)
and that this may serve as an inspiration in her future academic activity.

M. Cavalcante would like to dedicate this work to his parents Marcos Cavalcante and
Maria Silva.
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1 Introduction

A quantum graph is a metric graph, i.e., a network-shaped structure of vertices con-
nected by edges, with a linear Hamiltonian operator (such as a Schrödinger-like operator or
a Airy-like operator) suitably defined on functions that are supported on the edges. It arises
as a simplified models for wave propagation, for instance, in a quasi one-dimensional
(e.g. meso- or nanoscale) system that looks like a thin neighborhood of a graph. Quan-
tum graph have been used to describe a variety of physical problems and applications,
such as in chemistry and engineering (see Berkolaiko and Kuchment 2013; Blank, Exner,
and Havlı́ček 1994; Burioni et al. 2001; Kuchment 2004; Mugnolo 2015, for details and
references). Recently, they have attracted much attention in the context of soliton trans-
port in networks and branched structures (see Sobirov, Matrasulov, et al. 2010; Sobirov,
Babajanov, and Matrasulov 2017) since wave dynamics in networks can be modeled by
nonlinear evolution equations suitably defined on the edges.

Soliton and other nonlinear waves in branched systems appear in different system, for
instance, condensed matter, Josephson junction networks, polymers, optics, neuroscience,
DNA, blood pressure waves in large arteries or in shallow water equation to describe a
fluid network (see Adami and Noja 2013; Ali Mehmeti, von Below, and Nicaise 2001;
Berkolaiko, Carlson, et al. 2006; Berkolaiko and Kuchment 2013; Brazhnyi and Konotop
2004; Burioni et al. 2001; Cao and Malomed 1995; Fidaleo 2015; Kogan, Clem, and
Kirtley 2000; Kuchment 2004; Mugnolo 2015; Noja 2014, and references therein).

To address these issues, in general the problem is difficult to tackle because both the
equation of motion and the geometry are complex. A first direction in the analysis is to
look at what happens in a simpler geometry and to examine a linear evolution equation,
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such as a Y junction (see Figure 1.1) and models as the linear Schrödinger equation or the
linear Korteweg–de Vries equation. In many cases however the nonlinearity can not be
neglected, by instance, in fluid system to describe a fluid network.

.�1; 0/
.0;

C
1
/

.0;C
1
/

Figure 1.1: Y junction: a star graph with three edges

Thus, in the last years the study of nonlinear dispersive models on metric graph has
attracted a lot of attention of mathematician and physicists. In particular, the prototype of
framework (graph-geometry) for description of these phenomena have been a star graph
G, namely, a metric graph withN half-lines of the form .0;C1/ connecting at a common
vertex � D 0 (see Figure 1.2), together with a nonlinear equation suitably defined on the
edges such as a nonlinear Schrödinger equation or the Benjamin-Bona-Mahony equation
(BBM) (see J. L. Bona and Cascaval 2008; Mugnolo and Rault 2014). The sine-Gordon
equation is also other basic model which also have been worked on the framework of a Y
junction.

.0;C1/

.0;C
1
/

.0;
C

1
/

.0
;C

1
/

.0;C
1
/

Figure 1.2: Star graph with 5 edges

We note that with the introduction of the nonlinearity in the dispersive model, the
network provides a nice field where one can looking for interesting soliton propagation
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and nonlinear dynamics in general. However, there are few exact analytic study of soliton
propagation through networks by the nonlinear flow induced by the equation. Results
on the stability or instability mechanism of these profiles are still unclear. One of the
objectives of these notes is to provide the reader with several new analytical tools for
this study. A central point that makes this analysis a delicate problem is the presence
of a vertex where the underlying one-dimensional star graph should bifurcate (or multi-
bifurcate in a general metric graph). We note that not branching angles but the topology
of bifurcation is essential. Indeed, a soliton-profile coming into the vertex along one of
the bonds (edge of the graph) shows a complicated motion around the vertex such as
reflection and emergence of the radiation there, moreover, in particular one cannot see
easily how energy travels across the network. Therefore, the study of the existence and
stability of specific soliton-profile will depend heavily on the conditions on the vertex to
have a fruitful description of the dynamic of these profiles. For instance, in the case of the
following nonlinear (vectorial) Schrödinger model on a star graph G

i@tU.t; x/ � AU.t; x/C jU.t; x/jp�1U.t; x/ D 0; (1.1)

where U.t; x/ D .uj .t; x//
N
j D1 W RC � R ! CN , p > 1, and the nonlinearity acts by

components, i.e. .jUjp�1U/j D juj jp�1uj , the function U has been assumed to satisfy
specific boundary conditions such as either Kirchhoff, or ı, or ı0-interaction at the vertex
� D 0, such that the diagonal-matrix Hamiltonian operator

A D

��
�
d2

dx2

�
ıij
�

remains a self-adjoint operator on L2.G/. For instance, in the case of a ı-interaction we
have that A is a self-adjoint operator on L2.G/ acting as .AV/.x/ D .�v00

j .x//
N
j D1; x >

0, on the domainD˛;ı.A/ defined by ˛ 2 R as

D˛;ı .A/ WD

n
V D .vj /

N
1 2 H2.G/ W v1.0/ D ::: D vN .0/;

NX
j D1

v0
j .0/ D ˛v1.0/

o
: (1.2)

Other more general coupling conditions at the vertex � D 0, those set up above, it can be
considered in such a way that the dynamics of the quantum system in (1.1) is described
also by unitary operators (see Chapter 2). The soliton dynamics for the NLS equation
(1.1) with a ı- ı0-interaction, and the free Kirchoff condition at the vertex (˛ D 0 in (1.2))
is studied in Adami, Cacciapuoti, et al. (2014c, 2016) and Angulo and Goloshchapova
(2017a, 2018).

Other interest model is that of the Korteweg–de Vries equation (KdV)

@tue.x; t/ D ˛e@
3
xue.x; t/C ˇe@xue.x; t/C 2ue.x; t/@xue.x; t/; (1.3)

x ¤ 0, t 2 R, on a metric graph G with a structure represented by finite or countable
collections of semi-infinite edges e parametrized by .�1; 0/ or .0;C1/. The half-lines
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are connected at a unique vertex � D 0. Here .˛e/ and .ˇe/ are two sequences of real
numbers. G is sometimes also called a star-shaped metric graph (see Figure 1.3).

.0;C1/

.�
1
; 0/

.�
1
; 0/

.�
1
; 0
/

.0
;C

1
/

.0;C
1
/

Figure 1.3: A star-shaped metric graph with 6 edges

We recall that the KdV equation was first derived by Korteweg and de Vries (1895)
in 1895 as a model for long waves propagating on a shallow water surface. Recently, the
KdV equation have been appearing in other context. More precisely, this equation has
been used as a model to study blood pressure waves in large arteries. In this way, for
example, Chuiko et al. (2016) proposed a new computer model for systolic pulse waves
within the cardiovascular system based on the KdV equation. Also, Crépeau and Sorine
(2007) showed that some particular solutions of the KdV equation, more exactly, the 2
and 3-soliton well-known solutions, seem to be good candidates to match the observed
pressure pulse waves. This new applications for KdV equations suggest your study on
star-shaped metric graphs.

We empathize that the study of the Korteweg–de Vries equation in star-shaped metric
graphs is relatively underdeveloped. The principal difficulty in studying this model is
the fact of differently of the NLS equation (1.1) is not clear which boundary conditions
at the vertex � D 0 should be appropriate for physical applications and an analytical
mathematical study. On the mathematical context a result of local well-posedness on the
case of specific vertex-conditions on a Y junction was obtained recently by Cavalcante
(2018) (see Chapter 5). On the other side, the non-existence of conserved functionals
(energy or charge) for the system makes the study of the dynamics very complicated. One
of the main interest of exposition here with regard to the KdVmodel is to establish a linear
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instability criterium for stationary profiles on a star-shapedmetric graphG (seeAngulo and
Cavalcante (2019)). A starting point for the one previously described, it is to determine
when the Airy type operator

A0 W .ue/e2E !

�
˛e
d3

dx3
ue C ˇe

d

dx
ue

�
e2E

(1.4)

being seen as an unbounded operator on a certain Hilbert space, it will have extensions
Aext on L2.G/ such that the dynamics induced by the linear evolution problem�

zt D Aextz;
z.0/ D u0 2 D.Aext /;

(1.5)

it is given by a C0-group.
The tools used in the next chapters will be those usual in the study of the dynamics of

nonlinear dispersive equations. In a general way, our approach will not be of variational
type, so a more local analysis around the objects of our interest will be done. One of
the main tools in our study will be one based on the theory of extension for symmetric
operators developed by Krein and von Neumann. In this way we will dedicate a section of
these notes to recall the basic results of this theory (although several of them are relatively
well known) and to see its deep importance in the study of the dynamics of nonlinear
dispersive equations on metric graphs.

Now we describe how this book has been divided. In Chapter 2, we give the defi-
nitions associated with metric graphs and the class of objects that will be of our study
interest here. Chapter 3 provides basic results of extension theory for closed symmetric
operators from von Neumann and Krein, and we give many specific applications to linear
operators that arise in several places of our exposition. In Chapter 4, we introduce the
main models of our study; the nonlinear Schrödinger equation and the Korteweg–de Vries
equation on metric graphs. In Chapter 5, we study local well-posedness for the Korteweg–
de Vries equation on Y junction on the Sobolev spaces, with low regularity. In Chapter
6 we study local well-posedness for nonlinear Schrödinger equation on star graph. In
Chapter 7, we construct standing waves solutions for nonlinear Schrödinger models on
star graphs, stationary solutions for the Korteweg–de Vries equation on star-shaped met-
ric graphs and for the sine-Gordon equation on Y junction. In Chapter 8 we study the
stability of soliton-profile for the Korteweg–de Vries equation on the half-line. Chapter
9 develops a linear instability criterium of stationary solutions for the Korteweg–de Vries
model on a star-shaped metric graph and we obtain the linear instability of tail and bump
profiles on balanced star-shaped metric graphs. Chapter 10 is dedicated to the stability
theory of standing wave solutions for nonlinear Schrödinger models on star graphs. We
finish these notes with three appendices. The first one establishes the basic tools of the
Theory of distributions. The second appendix we define the classical Sobolev spaces on
the half-line and the Bourgain spaces and we describe the fundamental properties of them.
Finally, the third appendix contains explanation of the spectrum and resolvent for linear
operators. One specific self-contained exposition is given to the Riesz projection and its
relation with the decomposition of the spectrum.



2 Metric and
Quantum
Graphs

In this chapter, we introduce the main framework objects that appear in our study:
metric graphs and quantum graphs. We recall that a graph consist of a set of point (vertices)
and a set of segments (edges) connecting some of the vertices. More notions and results
concerning graph theory can be found in (Berkolaiko and Kuchment 2013).

In the following we collect a few results necessary about metric graph and quantum
graph in a self-contained presentation as possible. For further details we refer to (Berko-
laiko and Kuchment 2013; Post 2012) and references therein. In a metric graph attention
is focused on the edges. Quantum graphs are essentially metric graphs equipped with
differential operators.

We start with the following definition.

Definition 2.1. A discrete graph G � .V;E; @/ consists of a finite or countably infinite
set of vertices Dfvi g, a set of adjacent edges at the vertices E D fej g, internal and/or
external, and a orientation map @ W E ! V�V which associates to each internal ej edge
the pair .@�ej ; @Cej /, of its initial and terminal vertex, and to an external edge its initial
vertex only.

Each internal edge ej of the graph can be identified with a finite segment Ij D Œ0; `j �
of the real line, such that 0 correspond to its initial vertex and `j to its terminal one; each
external edge ej , with the half-line Œ0;C1/ (for instance), with 0 corresponding to its
initial vertex. This defines a natural topology on G (the space of union of all edges).
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Definition 2.2. A metric graph is a discrete graph together with the set of edge lengths
f`j gj , equipped with a natural metric, with the distance of two points to be the length of
the shortest path in G linking the points.

Roughly speaking, now we will see the edges of G not as abstract relations between
vertices, but rather as physical “wires” or “networks” connecting them.

In these notes we will consider two class of metric graphs:
1) Star graph: A metric graph G given by finite number n 2 N�, n ≧ 3, of infinite

length edges attached to a common vertex, � D 0, having each edge identified with
a copy of the half-line Œ0;C1/ (see Figure 1.2).

2) Star-shaped metric graph: A metric graph G with a structure represented by a
finite or countable edges attached to a common vertex, � D 0, having each edge
identified with a copy of the half-line .�1; 0� or Œ0;C1/(see Figure 1.3).

In the case of a star-shaped metric graph is usual to use the notation for the edge’s set
E as E D E� [ EC, where E� represents the collection of negative semi-infinite edges
and EC represents the collection of positive semi-infinite edges. We will use the notation
jE˙j for the number of edges.

A star-shaped metric graph G with E D E� [ EC and jE�j D jECj it is called a
balanced star-shaped metric graph.

By the abuse of language, we will call a star-shaped metric graph as a star graph
also or a star-shaped graph.

Now, the notation e 2 E will be taken to mean that e is a edge of G. This identification
introduced a coordinate xe along the edge e.

The reader should note that we do not assume the graph to be embedded in anyway into
a Euclidean space or a Riemann manifold. In some applications such a natural embedding
does exist (e.g., in modeling quantum wires circuits, carbon nanotubes), and in such cases
the coordinate along an edge is usually the induced arc length. In some other applications
(e.g., in quantum chaos) the graph does not need to be embedded anywhere and can be
considered as an abstract complex.

We identify any function u on G (notation: u W G ! C) with a collection .ue/e2E of
functions ue defined on the edges e of G. Each ue can be considered as a function on the
interval (finite or semi-infinite) Ie. Thus, we will use the same notation ue for both the
function on the edge e and the function on the interval Ie identified with e.
Definition 2.3. A Quantum graph is a metric graph equipped with a differential operator
H (Hamiltonian), accompanied by “appropriate” vertex conditions.

Former definition deserve some comments: a metric graph becomes a quantum one
after being equipped with an additional structure: assignment of a differential operator
acting on each edge of G, denoted byH. In most cases, but not always,H is required to be
self-adjoint. In many (probably most) casesH acts as the negative second order derivative
acting on each edge:

ue.x/ ! �
d2

dx2
ue.x/;
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where x is the coordinate along the edge e. Thus, for G being a star graph determined by
N half-lines, .0;C1/, attached to the common vertex � D 0, the action of second order
derivate can be represented by the diagonal-matrix Schrödinger operator

H D

��
�
d2

dx2

�
ıi;j

�
where ıi;j , 1 ⩽ i; j ≦ N , it denotes the delta de Kronecker. Thus, for a function u W G !

C, u D .uj /
N
j D1, we have the action

Hu.x/ D

��
�
d2

dx2
uj .x/

��N

j D1
; x > 0:

In the next chapter, via the extension theory of symmetric operators, we will determine
several vertex conditions forH becomes a self-adjoint operator. By instance, the domain
D˛;ı.A/ in (1.2) becomesH a self-adjoint operator.

The following example shows that the HamiltonianH on a quantum graph can bemore
general. It considers G to be a star-shaped graph determined by the structure E D E� [EC.
Thus for a function u W G ! C, u D .ue/e2E we obtain the following Airy type operator

A0 W .ue/e2E !

�
˛e
d3

dx3
ue C ˇe

d

dx
ue

�
e2E
; (2.1)

where .˛e/e2E and .ˇe/e2E are two sequences of real numbers.
In the next chapter, via the extension theory of symmetric operators, we will determine

several vertex conditions for A0 becomes a skew-self-adjoint operator. By instance, the
domain D.HZ/ in (4.24) becomes .A0;D.HZ//, in a family of skew-self-adjoint opera-
tors for A0 parametrized by Z 2 R.

Now, such as in the classical case of differential operators on a single segment (i.e., a
graph with one edge) makes clear that the definition of the quantum graph Hamiltonian is
not complete until its domain is described. Our experience shows that the domain descrip-
tion should involve smoothness conditions along the edges and some junctions conditions
at the vertices. Moreover, for the self-adjoint property of the Hamiltonian H will require
a more delicate study such as is established in the next chapter.

Next, we give a first step for domain description of a Hamiltonian H on a quantum
graph with regard to some smoothness conditions along the edges. Indeed, the Lebesgue
measures on the intervals Ie (being .�1; 0/ or .0;C1/) induce a Lebesgue measure
on the space G. We introduced the Hilbert space L2.G/ as the space of measurable and
square-integrable functions on each edge of G, i.e.

L2.G/ D
M
e2E

L2.Ie/; kuk
2
L2.G/

D
X
e2E

ˆ
Ie

jue.x/j
2dx

with u D .ue/e2E, where ue 2 L2.Ie/ is a complex valued function. The inner product
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h�; �i is the one induced by the usual inner product in L2.R/, i.e

hu; vi D
X
e2E

ˆ
Ie

ue.x/ve.x/dx;

with u D .ue/e2E and v D .ve/e2E. Analogously, given 1 ≦ p ≦ 1 one can defined
Lp.G/ as the set of functions whose components are elements of Lp.Ie/ and the corre-
sponding norm for 1 ≦ p < 1 by

Lp.G/ D
M
e2E

Lp.Ie/; kuk
p

Lp.G/
D
X
e2E

ˆ
Ie

jue.x/j
pdx;

and for p D 1 as

L1.G/ D
M
e2E

L1.Ie/; kukL1.G/ D supe2EkuekL1.Ie/;

with u D .ue/e2E .
The Sobolev spaceHn.G/, n ≧ 1 an integer, it is defined by

Hn.G/ D
M
e2E

Hn.Ie/; kuk
2
H n.G/ D

X
e2E

kuek
2
H n.Ie/

where Hn.Ie/ is the classical Sobolev space on Ie. We emphasize that in this definition
we are not assuming any condition on the values of the functions at the joint point � D 0.
Moreover, each component ue of u is a continuous function on Ie, but for u being see as a
function on G does not need to be continuous at � D 0.

In order to prove a well-posedness result in Chapter 6 we need to generalize standard
one-dimensional Gagliardo-Nirenberg inequality to graphs, i.e

kUkq ⩽ CkU0
k

1
2 � 1

q kUk
1
2 C 1

q ; q > 2; C > 0: (2.2)

The proof of (2.2) follows immediately from the analogous estimates for functions of the
real line, considering that any function in H 1.RC/ can be extended to an even function
inH 1.R/, and applying this reasoning to each component of U.



3 von Neumann
and Krein

Theory and its
Applications

In this chapter we give the basic theory of extension for closed, symmetric operators of
von Neumann and Krein. This theory give us one way to construct extensions of a given
closed, symmetric operatorA densely defined. Two fundamental issues will be established
here, which are related to our stability theory for stationary solutions for the Korteweg–
de Vries model or standing waves solutions for the nonlinear Schrödinger equation on
quantum graphs. The first one issue is about the problem of setting up conditions under
which an closed, symmetric operator shall have self-adjoint extension and how to construct
all the self-adjoint extensions. The second one issue is concerned about how to estimative
the Morse Index of every self-adjoint extension.

3.1 Self-adjoint extensions of symmetric operators

3.1.1 Statement of the problem
One of the fundamental problems in the theory of symmetric operators is to construct

all those extensions of a given symmetric operator A which are themselves symmetric
operators. A special case of this situation is the problem of setting up conditions under
which an operator shall have a self-adjoint extension and to construct all the self-adjoint
extensions when these conditions hold.
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If B is a symmetric extension of a symmetric operator A, then A � B (namely,
D.A/ � D.B/ and Bx D Ax for every x 2 D.A/), and so B� � A�. But B is a
symmetric operator, i.e., B � B�; and so we have

A � B � B�
� A�; (3.1)

i.e., every symmetric extension of an operator A is a restriction of the operator A�.
A symmetric operator A is said to be maximal if it has no proper symmetric exten-

sion. So, we obtain from (3.1) that every self-adjoint operator A is a maximal, symmetric
operator

3.1.2 Deficiency subspaces and deficiency indices of a symmetric op-
erator

For A being a densely defined symmetric operator on a Hilbert space H and A� its
adjoint, we consider the subspaces

DC D ker.A�
� i/; and D� D ker.A�

C i/; (3.2)

DC and D� are called the deficiency subspaces of A. The pair of numbers nC, n�, given
by

nC.A/ D dimŒDC�; and n�.A/ D dimŒD��

are called the deficiency indices of A.

Theorem 3.1. Let A be a closed, symmetric operator, then

D.A�/ D D.A/˚ D� ˚ DC: (3.3)

Therefore, for u 2 D.A�/ and u D xCyCz 2 D.A/˚D� ˚DC we have the following
complete description of the operator A�

A�u D Ax C .�i/y C iz: (3.4)

Remark 3.1. The direct sum in (3.3) is not necessarily orthogonal.

Proof. We start by proving that for

x C y C z D 0; x 2 D.A/; y 2 D�; z 2 DC (3.5)

we obtain, x D y D z D 0. Indeed, applying .A� � i/ to both sides of (3.5), we get

.A � i/x C .�2i/y D 0: (3.6)

Now, since .ImB/? D ker.B�/, we have .A � i/x?y and so .A � i/x D 0 and y D 0.
Since i belongs to the resolvent set of the symmetric operator A we also obtain x D 0.
Therefore, from (3.5) it follows z D 0.
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For the formula (3.3), since each of the subspaces D.A/, D� and DC are contained
inD.A�/ it follows

D.A/˚ D� ˚ DC � D.A�/: (3.7)

Next we prove the converse relation in (3.7). Since the operatorA is closed,R � Im.A�

i/ is a closed subspace and so we have the standard decomposition

R ˚ D� D H: (3.8)

Now, let u 2 D.A�/ then from (3.8): v � .A� � i/u D v1 C v2 2 R ˚ D� where

v1 D .A � i/x; v2 D �2iy; x 2 D.A/; y 2 D�: (3.9)

Since A�x D Ax and A�y D �iy we obtain

.A�
� i/u D .A � i/x � 2iy D .A�

� i/.x C y/: (3.10)

Therefore, for z � u � .x C y/ we have .A� � i/z D 0 and so z 2 DC. Hence,

u D x C y C z 2 D.A/˚ D� ˚ DC:

Corollary 3.1. A closed, symmetric operator is self-adjoint if and only if its two deficiency
spaces are equal to 0, i.e., D� D DC D f0g.

Proof. From formula (3.3) follows immediately that in this case, and only in this case,
D.A�/ D D.A/.

Next we give some generic result that will be used later in Chapters 8 and 9 (see
Naı̆mark 1969, Chapter 4 for the proof).

Proposition 3.1. Let A be a closed, symmetric operator.

1) Let ˛ > 0 and ˇ 2 R. Then the deficiency spaces of the operators A and B D

˛AC ˇI have the same dimension.

2) For every complex number � with Re� > 0 define

DC;� D ker.A�
� �I/; D�;� D ker.A�

� N�I/:

Then, dimŒDC;�� D dimŒDC;i � D nC.A/, dimŒD�; N�� D dimŒD�;�i � D n�.A/.

3) If B is a bounded, self-adjoint operator defined in the whole space H , then the
operator A and AC B have the same deficiency indices.
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3.1.3 Construction of the symmetric extensions of a given symmetric
operator

The theory to be established in the following represents the heart of the extension
theory for symmetric operators developed by Krein and von Neumann . We shall consider
only closed, symmetric extensions. We note that every such extension is at the same time
an extension of the closure NA of the operator A; hence, without loss of generality, we will
suppose A to be closed, symmetric operator.

The proof of the following result can be found in Reed and Simon (1975).

Theorem 3.2. The closed, symmetric extension of a given closed, symmetric operator A
are in one-to-one correspondence with the set of partial isometries of DC in D�.

More exactly, ifU is such an isometry whose domain of definition I.U / is a closed sub-
space of DC and whose range R.U / is a closed subspace of D�, then the corresponding
closed symmetric extension AU has domain

D.AU / D fx C z C Uz W x 2 D.A/; z 2 I.U /g; (3.11)

and the relation
AU .x C z C Uz/ D Ax C iz � iUz; (3.12)

holds.
Conversely, for each such operator U these formulas determine a certain closed, sym-

metric extension AU of the operator A and the deficiency spaces of AU , D˙;U are

DC;U D DC � I.U / D I.U /?; D�;U D D� �R.U / D R.U /?: (3.13)

Here X � Y represents the orthogonal complement of Y in X .

The most important case of Theorem 3.2 for us here will be when AU is a self-adjoint
extension of A.

Theorem 3.3. An extension AU of a closed, symmetric operator A is self-adjoint if and
only if the domain I.U / of the isometric operator U coincides with DC and its range
R.U / with D�.

A closed, symmetric operator A has a self-adjoint extension if and only if its defi-
ciency spacesDC andD� have the same dimension, i.e. if its deficiency indices are equal
nC.A/ D nC.A/.

Proof. By Corollary 3.1, an extension AU of A is self-adjoint if and only if DC;U D f0g
and D�;U D f0g, i.e. if and only if I.U / D DC and R.U / D D�. This finishes the proof.

Theorem 3.3 is the basis for our strategy in studying stability properties of stationary
waves for the Korteweg–de Vries model or standing waves solutions for the nonlinear
Schrödinger equation on metric graphs. Thus, we will construct specific self-adjoint ex-
tension of the Laplace operator on start graphs.
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We start with a general construction when DC and D� have the same dimension n,
namely, every extension is self-adjoint. We choose in DC any orthonormal basis BC D

fe1; e2; � � �; eng and in D� an orthonormal basis B� D ff1; f2; � � �; fng. Then for z 2 DC

we have

z D

nX
j D1

�j ej ;

and so for every isometric operator U with domain DC and the range D� is given by the
formula

Uz D

nX
j D1

� nX
kD1

ujk�k

�
fj ;

where u D Œuij � is a unitary matrix. Thus, in the case considered, D.AU / consist of all
vectors

w D x C

nX
j D1

�j ej C

nX
j D1

� nX
kD1

ujk�k

�
fj ; x 2 D.A/ (3.14)

AUw D Ax C i

nX
j D1

�j ej � i

nX
j D1

� nX
kD1

ujk�k

�
fj (3.15)

We remember that the following conditions are equivalent:
1) u is a unitary matrix .

2) u� is a unitary matrix .

3) u is invertible with u�1 D u�.

4) The columns of u form an orthonormal basis of Cn with respect to the usual inner
product.

5) The rows of u form an orthonormal basis of Cn with respect to the usual inner
product.

6) u is an isometry with respect to the usual norm of Cn.
The following particular case will be very useful in our stability approach in Chapters

9 and 10.
Proposition 3.2. Let A be a densely defined, closed, symmetric operator in some Hilbert
space H with deficiency indices equal n˙.A/ D 1. All self-adjoint extensions A� of A
may parametrized by a real parameter � 2 Œ0; 2�/ where

D.A� / D fx C c�C C cei��� W x 2 D.A/; c 2 Cg;

A� .x C c�C C cei���/ D Ax C ic�C � icei���;

where A��˙ D ˙i�˙, and k�Ck D k��k.
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Proof. From Theorem 3.3 all the symmetric extension AU of A are self-adjoint and deter-
mined by the unitary operator U W DC D Œ�C� ! D� D Œ���. Since U is represented by
a unitary matrix u D Œ!� of order 1�1, we have that ! N! D 1 and so ! D ei� , � 2 Œ0; 2�/.
This finishes the proof.

3.1.4 Self-adjoint extensions for point interactions
Next, we give some examples of self-adjoint extensions associated to point interactions

on the line and on star graphs.

Example 1. ı-point interactions on the line

Theorem 3.4. Let H D �
d2

dx2 be the self-adjoint operator acting in the Hilbert
spaceH 2.R/. Then the restriction A � HjD.A/, where

D.A/ D f 2 H 2.R/ W  .0/ D 0g; (3.16)

is a densely defined symmetric operator with deficiency indices equal to 1. Namely,

(a) symmetric: hA ; 'i D h ;A'i for  ; ' 2 D.A/;
(b) dense: D.A/ D L2.R/;
(c) deficiency elements:(

for � D i; gi .x/ � ei
p

i jxj; Im
p
i > 0

for � D �i; g�i � ei
p

�i jxj; Im
p

�i > 0;
(3.17)

satisfy g˙i 2 D.A�/ and A�g˙i D ˙ig˙i . Moreover, we have nC.A/ D

n�.A/ D 1.

(d) D.A�/ D H 2.R � f0g/ \H 1.R/ and A� D �
d2

dx2 .
(e) All the self-adjoint extension ofA can be parametrized by a parameterZ 2 R,

AZ , such that8̂̂<̂
:̂
AZu D �

d2

dx2
u;

D.AZ/ D fu 2 H 2.R � f0g/ \H 1.R/ W

u0.0C/ � u0.0�/ D Zu.0C/g:

(3.18)

The caseZ D 0 just leads to the self-adjoint operatorH with domainH 2.R/.

Proof. 1) The symmetric property of A follows immediately from that of the
definition of the operatorH.
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2) The operatorH is densely defined and thus for every f 2 L2.R/ there exists
ffng � H 2.R/ such that limn!C1 kf � fnk D 0. The functional ı of Dirac
is not a bounded functional on the space L2.R/. Then there exists a sequence
f ng � H 2

per with k nk D 1 such that ı. n/ D hı;  ni D  n.0/ ! 1,
as n ! 1. Now, since ı is a bounded linear functional on H 2.R/, we can
choose this sequence such that

lim
n!C1

hı; fni

hı;  ni
D 0:

Define the sequence �n D fn � hı; fni n=hı;  ni. Then f�ng � D.A/ and

k�n � f k ≦ kfn � f k C

ˇ̌̌ .ı; fn/

.ı;  n/

ˇ̌̌
! 0 as n ! 1:

Thus, the operator A is densely defined in L2.R/.
3) Since .H � i/�1 2 B.H�2.R/IL2.R// and ı 2 H�2.R/ we have gi �

.H � i/�1ı 2 L2.R/, represents the fundamental solution associated to the
operator .H � i/. Sincebı.k/ D 1, for  2 D.A/ � D.H/ we obtain

hA ; gi i D hH ; .H � i/�1ıi D

ˆ C1

�1

k2b .k/ 1

k2 � i
bı.k/dk

D  .0/C

ˆ C1

�1

b .k/ibgi .k/dk D h ; igi i:

(3.19)

So, gi 2 D.A�/ and A�gi D igi . A similar analysis show g�i 2 D.A�/ and
A�g�i D �ig�i . Lastly, it is well known that g˙i � ei

p
˙i jxj; Im

p
˙i >

0.
The deficiency element gi is unique (up to multiplication by complex num-
bers). We introduce the following norm k � k2;� in the spaceH 2.R/, which is
equivalent to the standard norm in this space,

kf k
2
2;� � k.�@2

x � i/f k
2

D

ˆ C1

�1

j.k2
� i/ bf .k/j2dk

Dh.@4
x C 1/1=2f; .@4

x C 1/1=2f i:

(3.20)

Since ı is a bounded linear on .H 2.R/; k � k2;�/, the kernel

ker.ı/ D ff 2 H 2.R/ W ı.f / D f .0/ D 0g D D.A/;

it is a hyperplane of codimension 1. Next for h0 � .H C i/�1gi 2 H 2.R/
we have h0 ? ker.ı/. In fact, for f 2 ker.ı/

h.@4
x C 1/1=2h0; .@

4
x C 1/1=2f i D

ˆ C1

�1

bf .k/dk D f .0/ D 0:
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Next, suppose f0 2 D.A�/ such that A�f0 D if0. Let  2 D.A/ � D.H/,
then

hA ; f0i D h ;A�f0i D h ; if0i:

Therefore, h.AC i/ ; f0i D 0. Now, we show that for h1 � .AC i/�1f0 2

H 2.R/ satisfies h1 ? ker.ı/. Let  2 ker.ı/, then from the above analysis
we obtain

h.@4
x C 1/1=2 ; .@4

x C 1/1=2h1i D

ˆ C1

�1

.k2
C i/b .k/bf0.k/dk

D h.AC i/ ; f0i D 0:

So, there exists � 2 C such that f0 D �gi .
4) From Theorem 3.1 we have

D.A�/ D D.A/˚ Œ i �˚ Œ �i �;

where  ˙i .x/ D
i

2
p

˙i
g˙i .x/. Since D.A/ � H 2.R � f0g/ \ H 1.R/ and

g˙i 2 H 2.R � f0g/ \H 1.R/ we obtain D.A�/ � H 2.R � f0g/ \H 1.R/.
Next, let z 2 H 2.R � f0g/ \H 1.R/ and  2 D.A/ then the relation

hA ; zi D  .0�/z0.0�/ �  .0C/z0.0C/C h ;�z00
i

D h ;�z00
i

showsH 2.R � f0g/ \H 1.R/ � D.A�/ and A� D �
d2

dx2 .
5) From Proposition 3.2 every self-adjoint extensionsA� ofAmay parametrized

by a real parameter � 2 Œ0; 2�/ where

D.A� / D f� C c i C cei� �i W � 2 D.A/; c 2 Cg; (3.21)

A� .x/ D �
d2

dx2
 .x/; for x ¤ 0: (3.22)

Next, we characterizeD.A� /. Indeed, for

 D � C c i C cei� �i

we obtain that
 0.0C/ �  0.0�/ D �c.1C ei� /;

with
 .0C/ D c

� i

2
p
i

C
i

2
p

�i
ei�
�
:



20 3. von Neumann and Krein Theory and its Applications

Therefore, by defining Z D Z.�/ as

Z.�/ D �
2cos. �

2
/

cos. �
2

�
�
4
/
; � 2 Œ0; 2�/

we obtain �1 < Z ≦ C1 and so

 0.0C/ �  0.0�/ D Z .0C/:

This completes the proof of the theorem.

Example 2. ı-point interactions on a star graph
The following result will be used in the study of the nonlinear stability of standing
wave solutions for the nonlinear Schrödinger model (10.1) in Chapter 10.

Theorem 3.5. Let G be a star graph determined byN half-lines, .0;C1/, attached
to the common vertex � D 0. The diagonal-matrix Schrödinger operator on L2.G/

L0 D

��
�
d2

dx2

�
ıi;j

�
with domain

D.L0/ D

n
V 2 H 2.G/ W v1.0/ D ::: D vN .0/ D 0;

NX
j D1

v0
j .0/ D 0

o
; (3.23)

is a densely defined symmetric operator with deficiency indices n˙.L0/ D 1.
Moreover, all the self-adjoint extension of L0 can be parametrized by a parameter
Z 2 R, LZ , such that8̂̂̂̂

ˆ̂̂<̂
ˆ̂̂̂̂̂:

LZu D

��
�
d2

dx2
u
�
ıi;j

�
;

D.LZ/ D

n
V 2 H 2.G/ W v1.0/ D ::: D vN .0/;

NX
j D1

v0
j .0/ D Zv1.0/; Z 2 R

o
:

(3.24)

Proof. The property of L0 to be a densely defined symmetric operator follows the
same strategy as in the proof of Theorem 3.4. Next we determine that the adjoint
operator of .L0;D.L0// is given by

L�
0 D L0; D.L�

0/ D
˚
V 2 H 2.G/ W v1.0/ D ::: D vN .0/

	
: (3.25)
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It is immediate to see that D.L�
0/ � H 2.G/ and the action L�

0 D L0. Next, by
denoting

D�
0 WD fV 2 H 2.G/ W v1.0/ D � � � D vN .0/g;

we easily arrive at D�
0 � D.L�

0/. Indeed, for any U D .uj /
N
j D1 2 D�

0 and V D

.vj /
N
j D1 2 D.L0/ denoting U� D L0.U/ 2 L2.G/, we get

hL0V;Ui D hV;L0.U/i C

NX
j D1

�
�v0

juj C vju
0
j

�1
0

D hV;L0.U/i D hV;U�
i;

which, by definition of the adjoint operator, means that U 2 D.L�
0/ orD�

0 � D.L�
0/.

Let us show the inverse inclusion D�
0 � D.L�

0/. Take U 2 D.L�
0/, then for any

V 2 D.L0/ we have

hL0V;Ui D hV;L0.U/i C

NX
j D1

�
�v0

juj C vju
0
j

�1
0

D hV;L�
0Ui D hV;L0.U/i:

Thus, we arrive at the equality

NX
j D1

�
�v0

juj C vju
0
j

�1
0

D

NX
j D1

v0
j .0/uj .0/ D 0 (3.26)

for any V 2 D.L0/. Let W D .wj /
N
j D1 2 D.L0/ such thatw0

3.0/ D w0
4.0/ D ::: D

w0
N .0/ D 0: Then for U 2 D.L�

0/ from (3.26) we get that

NX
j D1

w0
j .0/uj .0/ D w0

1.0/u1.0/C w0
2.0/u2.0/ D 0: (3.27)

Recalling that
NX

j D1

w0
j .0/ D w0

1.0/C w0
2.0/ D 0

and assuming w0
2.0/ ¤ 0, we obtain from (3.27) the equality u1.0/ D u2.0/. Re-

peating the similar arguments for W D .wj /
N
j D1 2 D.L0/ such that w0

4.0/ D

w0
5.0/ D ::: D w0

N .0/ D 0, we get u1.0/ D u2.0/ D u3.0/ and so on. Finally, tak-
ing W D .wj /

N
j D1 2 D.L0/ such that w0

N .0/ D 0, we arrive at u1.0/ D u2.0/ D



22 3. von Neumann and Krein Theory and its Applications

::: D uN �1.0/, and consequently u1.0/ D u2.0/ D ::: D uN .0/. Thus, U 2 D�
0 or

D�
0 � D.L�

0/, and (3.25) holds.
Now, it is not difficult to see that D˙ D ker.L�

0 � i/ D ŒV˙i � where

V˙i D .ei
p

˙ix/Nj D1; Im
p

˙i > 0:

Thus, due to Proposition 3.2 every self-adjoint extensions L0;� of L0 may parametrized
by a real parameter � 2 Œ0; 2�/ where

D.L0;� / D

n
F D F0 C cFi C cei�F�i W F0 2 D.L0/; c 2 C

o
; (3.28)

with
F˙i D . ip

˙i
ei

p
˙ix/Nj D1; Im

p
˙i > 0:

Now, it is easily seen that for F D .Fj /
N
j D1 2 D.L0;� /, we have

NX
j D1

F 0
j .0C/ D �Nc.1C ei� /; Fj .0/ D c

�
ei�=4

C ei.���=4/
�
:

From the last equalities it follows that

NX
j D1

F 0
j .0/ D ZF1.0/; where Z D

�N.1C ei� /�
ei�=4 C ei.���=4/

� 2 R:

This finishes the proof.

Example 3. ı-point interactions on a balanced star graph
The following result will be used in the study of the stability of stationary solutions
for the Korteweg–de Vries model (1.3) on a balanced metric star graph G in Chapter
9. Thus, we consider G with a structure represented by the set

E � E� [ EC

where EC and E� are finite or countable collections of semi-infinite edges e parame-
trized by .�1; 0/ or .0;C1/, respectively, and jE�j D jECj (a balanced star
graph). The half lines are connected at a unique vertex � D 0.
For u D .ue/e2E we will use the following abbreviations,

u.0�/ D .ue.0�//e2E�
; u0.0�/ D .u0

e.0�//e2E�
;

similarly for the terms u.0C/ and u0.0C/, and also

.ue/e2E D .u1;�; :::; un;�; u1;C; :::; un;C/:
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Theorem 3.6. Let G be a balanced star graph with a structure represented by the
set E � E� [EC and jE�j D jECj D n. The 2n�2n-diagonal-matrix Schrödinger
operator on L2.G/

F0 D

��
�
d2

dx2

�
ıi;j

�
with domain

D.F0/ D fu 2 H 2.G/ W u.0�/ D u.0C/ D 0;X
e2EC

u0
e.0/ �

X
e2E�

u0
e.0/ D 0g; (3.29)

is a densely defined symmetric operator with deficiency indices n˙.F0/ D 1. There-
fore, we have that all the self-adjoint extensions of .F0;D.F0// can be parametrized
by Z 2 R, namely, .LZ ;D.LZ//, with the action LZ � F0 and u 2 D.LZ/ if and
only if u 2 C,

C D f.ue/e2E 2 L2.G/ W u1;�.0�/ D ::: D un;�.0�/ D u1;C.0C/

D u2;C.0C/ D ::: D un;C.0C/g
(3.30)

and u 2 DZ;ı ,

DZ;ı D

n
u 2 H 2.G/ W u.0�/ D u.0C/;X

e2EC

u0
e.0C/ �

X
e2E�

u0
e.0�/ D Znu1;C.0C/

o
:

(3.31)

Proof. The symmetric property of .F0;D.F0// is immediate. Since,M
e2E�

C1
c .�1; 0/˚

M
e2EC

C1
c .0;C1/ � D.F0/

we obtain the density property of D.F0/. Now, by following the same ideas in
the proof of Theorem 3.5, we can see that the adjoint operator .F�

0 ;D.F�
0 // of

.F0;D.F0// is given by

F�
0 D F0; D.F�

0 / D fu 2 H 2.G/ W u 2 Cg: (3.32)

From (3.32) is not difficult to see that the deficiency indices for .F0;D.F0// are
n˙.F0/ D 1. Indeed, DC D ker.F�

0 � i/ D Œ	C� where for 	C D .	e/e2E we
have

for e 2 E�; 	e D .
i

k�

eik�x ; :::;
i

k�

eik�x/; x < 0; (3.33)
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for e 2 EC; 	e D .
i

k�

e�ik�x ; :::;
i

k�

e�ik�x/; x > 0 (3.34)

with k2
� D i and Im.k�/ < 0. ForD� D ker.F�

0 Ci/ D Œ	��with	� D .˚e/e2E
defined by

for e 2 E�; ˚e D .
i

kC

e�ikCx ; :::;
i

kC

e�ikCx/; x < 0; (3.35)

for e 2 EC; ˚e D .
i

kC

eikCx ; :::;
i

kC

eikCx/; x > 0 (3.36)

with k2
C D �i and Im.kC/ > 0.

Thus, due to Proposition 3.2 every self-adjoint extensions F0;� ofF0 may be parame-
trized by a real parameter � 2 Œ0; 2�/ where

D.F0;� / D fu 2 H 2.G/ W u D u0 C c	� C cei�	C;

u0 2 D.F0/; c 2 Cg:

Thus, it is easily seen that for u 2 D.F0;� /, we haveX
e2EC

u0
e.0C/�

X
e2E�

u0
e.0�/ D 2cn.1 � ei� /; and (3.37)

u1;C.0C/ D �c.ei �
4 � ei.�� �

4 //: (3.38)

From the last equalities it follows thatX
e2EC

u0
e.0C/ �

X
e2E�

u0
e.0�/ D Znu1;C.0C/ (3.39)

where

Z D
�2.1 � ei� /

ei �
4 � ei.�� �

4 /
2 R:

This finishes the proof.

Example 4. ı0-point interactions on a star graph
The following result will be used in the study of the nonlinear stability of standing
wave solutions for the nonlinear Schrödinger model (10.1) in Chapter 10.

Theorem 3.7. Let G be a star graph determined byN half-lines, .0;C1/, attached
to the common vertex � D 0. The diagonal-matrix Schrödinger operator on L2.G/

L0
0 D

��
�
d2

dx2

�
ıi;j

�
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with domain

D.L0
0/ D

n
V 2 H 2.G/ W v0

1.0/ D ::: D v0
N .0/ D 0;

NX
j D1

vj .0/ D 0
o
; (3.40)

is a densely defined symmetric operator with deficiency indices n˙.L0
0/ D 1.

Moreover, all the self-adjoint extension of L0
0 can be parametrized by a parameter

� 2 R, L�, such that8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

L�u D

��
�
d2

dx2
u
�
ıi;j

�
;

D.L�/ D

n
V 2 H 2.G/ W v0

1.0/ D ::: D v0
N .0/;

NX
j D1

vj .0/ D �v0
1.0/; � 2 R

o
:

(3.41)

Proof. The symmetric property of .L0
0;D.L0

0// is immediate. Since

NM
iD1

C1
c .0;C1/ � D.L0

0/;

we obtain the density property of D.L0
0/. The same strategy as in the proof of

Theorem 3.5 shows that the adjoint operator of L0
0 is given by the action .L0

0/
� D L0

0

with domain given by

D..L0
0/

�/ D
˚
V 2 H 2.G/ W v0

1.0/ D ::: D v0
N .0/

	
: (3.42)

Now, it is not difficult to see that D˙ D ker..L0
0/

� � i/ D ŒV˙i � where

V˙i D .ei
p

˙ix/Nj D1; Im.
p

˙i/ > 0:

Thus, due to Proposition 3.2 every self-adjoint extensions L� of L0
0 may be parame-

trized by � 2 R determined in (3.41). This finishes the proof.

3.1.5 Behavior of the spectrum of self-adjoint extensions of a symmet-
ric operator

Many results of the spectral theory of self-adjoint extensions of a symmetric operator
will be established in the following. Many of these results are classical from the extension
theory of symmetric operator (see Naı̆mark 1969). Twomain issues relatedwith these ones
are related with our stability theory for standing wave solutions for nonlinear Schrödinger
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equations and stationary solutions for the Korteweg–de Vries equation on metric graphs.
The first one is associated with the continuous spectrum of each self-adjoint extension and
an estimative for the Morse index of each one of these extensions.

The proof of the following statements can be found in (Naı̆mark 1969).
Theorem 3.8. All self-adjoint extensions of a closed, symmetric operator which has equal
and finite deficiency indices have one and the same continuous spectrum.

Theorem 3.9. In the extension of a closed, symmetric operator which has the equal and
finite deficiency indices .m;m/ to a self-adjoint operator, the multiplicity of each of its
eigenvalues can increase at most by m units; in particular, the new eigenvalues have a
multiplicity of at most m.

Theorem 3.10. If A is a closed, symmetric operator with finite deficiency indices .m;m/,
and if � is a real number belonging to the discrete spectrum of the operator A, then the
equation A�x D �x has at most m linearly independent solutions.

A symmetric operator A is said to be semi-bounded from below if there is a number
M such that, for all x 2 D.A/ we have the inequality

hAx; xi ≧Mkxk
2:

We define a positive (or non-negative), symmetric operator as the special case of an op-
erator semi-bounded from below when the number M D 0; i.e., a positive, symmetric
operator satisfies hAx; xi ≧ 0.
Theorem 3.11. IfA is a positive, closed, symmetric operator with finite deficiency indices
.n; n/, then the negative part of the spectrum of every self-adjoint extensions of A can
consist only of a finite number of negative eigenvalues, and the sum of their multiplicities
is at most equal to n.

Next, we give some examples related to the Morse index for the self-adjoint operators
of point interaction type established in section 3.1.4. We recall that since these self-adjoint
operators may have at most a finite collection of negative eigenvalues, its continuous spec-
trum coincides with its essential spectrum (see Appendix C).

In subsection 3.1.6 we give a different approach for obtaining the number of nega-
tive eigenvalue of self-adjoint extensions for a symmetric operator based in the notion of
Nevanlinna pairs (see Behrndt and Luger 2010, and reference therein).

Example 1. Spectrum for ı-point interactions on the line
Theorem 3.12. Let .AZ ;D.AZ// be the family of self-adjoint operators defined in
(3.18) and being the self-adjoint extensions for the symmetric operator A � �

d2

dx2 ,
with domain

D.A/ D f 2 H 2.R/ W  .0/ D 0g; (3.43)
and deficiency indices equal to 1. Then, n.AZ/ ≦ 1 for all Z 2 R. For Z > 0,
n.AZ/ D 0 and for Z < 0, n.AZ/ D 1. Moreover, the continuous spectrum
(essential spectrum) is Œ0;C1/ for all Z.
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Proof. From the relation hA ; i D
´1

�1
j .x/j2dx ≧ 0, for  2 D.A/, we

get immediately from Theorem 3.11 that n.AZ/ ≦ 1 for all Z 2 R. Now, for
 2 D.AZ/ and Z > 0 follows from (3.18)

hAZ ; i D

ˆ 1

�1

j .x/j2dx CZj .0/j2 ≧ 0

and so n.AZ/ D 0. Since for Z < 0,  Z.x/ D e
Z
2 jxj 2 D.AZ/ and satisfies

AZ Z D �
Z2

4
 Z , we get n.AZ/ D 1.

Lastly, for Z D 0 we have that A0 D �
d2

dx2 is a self adjoint operator with domain
H 2.R/ and from the spectral theorem (via Fourier transform) we obtain that the
continuous spectrum (essential spectrum) is given by Œ0;C1/. Then, from Theo-
rem 3.8 we get that all self-adjoint extension for A have continuous spectrum being
Œ0;C1/.

Example 2. Spectrum for ı-point interactions on a star graph

Theorem 3.13. Let .LZ ;D.LZ// be the family of self-adjoint extensions operators
defined in (3.24) associated to the symmetric operator L0 defined in Theorem 3.5.
Then, forZ > 0, n.AZ/ D 0 and forZ < 0, n.AZ/ D 1. Moreover, the continuous
spectrum (essential spectrum) is Œ0;C1/ for every extension LZ .

Proof. For V D .vj /
N
j D1 2 D.L0/, the relation

hL0V;Vi D

NX
j D1

v0
j .0C/vj .0C/C

NX
j D1

ˆ 1

0

jv0
j .x/j

2dx

D

NX
j D1

ˆ 1

0

jv0
j .x/j

2dx ≧ 0

implies immediately from Theorem 3.11 that n.LZ/ ≦ 1 for all Z 2 R. Now, for
V D .vj /

N
j D1 2 D.LZ/ and Z > 0 follows from (3.24)

hLZV;Vi D

NX
j D1

ˆ 1

�1

jv0
j .x/j

2dx CZjv1.0C/j
2 ≧ 0

and so n.LZ/ D 0. Since for Z < 0, and x > 0,

˚Z D .e
Z
N x/Nj D1 2 D.LZ/; and LZ˚Z D �

Z2

N 2
˚Z

we get n.LZ/ D 1.
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Next, we note that the self-adjoint operator Ldir D L0 with homogeneous Dirichlet
boundary conditions

D.Ldir / D

n
V 2 H 2.G/ W v1.0/ D ::: D vN .0/ D 0

o
; (3.44)

belongs to the family of self-adjoint extension of .L0;D.L0// given in Theorem 3.5
(it is sufficient to take Z D C1 in (3.24)). Since .Ldir ;D.Ldir / posses no point
spectrum and it is a positive definite self-adjoint operator, �ess.Ldir / D �.Ldir / �

Œ0;C1/. Now, by the criteria of Weyl (Reed and Simon 1978) we get the reverse
inclusion Œ0;C1/ � �ess.Ldir /. Then, from Theorem 3.8 we get that all self-
adjoint extension for .L0;D.L0// have continuous spectrum being Œ0;C1/.
We recall that since the self-adjoint operator .LZ ;D.LZ//may have at most a finite
collection of negative eigenvalues, its continuous spectrum, �ac.LZ/ coincides with
its essential spectrum �ess.LZ/ and �.LZ/ D �ess.LZ/[�disc.LZ/. This finished
the proof.

Example 3. Spectrum for ı-point interactions on a balanced star graph

Theorem 3.14. Let .LZ ;D.LZ// be the family of self-adjoint extensions operators
defined in (3.30)-(3.31) associated to the symmetric operator .F0;D.F0// defined
in Theorem 3.6. Then, forZ > 0, n.LZ/ D 0 and forZ < 0, n.LZ/ D 1. Moreover,
the continuous spectrum (essential spectrum) is Œ0;C1/ for every extension LZ .

Proof. For V D .ve/e2E 2 D.F0/ we get immediately

hF0V;Vi ≧ 0:

Moreover, for any Z 2 R and V D .ve/e2E 2 D.LZ/ the relation

hLZV;Vi D
X
e2E�

ˆ 0

�1

jv0
e.x/j

2dx C
X
e2EC

ˆ C1

0

jv0
e.x/j

2dx

CZnjv1;C.0C/j
2;

it is non-negative for Z > 0 and so n.LZ/ D 0. Following a similar reasoning
as in the proof of Theorem 3.13, we get the other statements in the Theorem. This
finishes the proof.

Example 4. Morse index associated to stationary solutions for theKdVmodel on a balanced
start graph
We consider a balanced metric star graph G with a structure represented by the set
E � E� [ EC where EC;E� are finite or countable collections of semi-infinite
edges e parametrized by .�1; 0/ or .0;C1/, respectively, and jECj D jE�j D n.
The half-lines are connected at a unique vertex � D 0.
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Suppose .�e/e2E is a nontrivial solution of the following set of 2jECj D 2n nonlin-
ear elliptic equations

� ˛e
d2

dx2
�e C �e � �2

e D 0; e 2 E; (3.45)

where .˛e/e2E is a positive sequence of real numbers and �e.C1/ D 0, e 2 EC,
�e.�1/ D 0, e 2 E�.
We consider the 2n � 2n-diagonal-matrix Schrödinger operator

E0 D

��
� ˛e

d2

dx2
C 1 � 2�e

�
ıi;j

�
: (3.46)

Then from Proposition 3.1 we obtain that the symmetric operators E0 and F0,

F0 D

��
� ˛e

d2

dx2

�
ıi;j

�
; (3.47)

with the common domainD.E0/ D D.F0/ defined by

D.E0/ D fu 2 H 2.G/ W u.0�/ D u.0C/ D 0;

D
X
e2EC

˛eu
0
e.0/ �

X
e2E�

˛eu
0
e.0/ D 0g: (3.48)

Thus, we obtain from Proposition 3.1 that n˙.E0/ D n˙.F0/ D 1 (see Theorem
3.6). Moreover, all self-adjoint extensions of .E0;D.E0// can be parametrized by
Z 2 R, .EZ ;D.EZ//, as being EZ D E0 and D.EZ0

/ D DZ;E;ı \ C, where C is
defined in (3.30) and

DZ;E;ı D fu 2 H 2.G/ W u.0�/ D u.0C/ DX
e2EC

˛eu
0
e.0/ �

X
e2E�

˛eu
0
e.0/ D Znu1;C.0C/g:

(3.49)

Next, by following a similar analysis as in Theorem 3.14, for �e.˙1/ D 0, .�e/ 2

L1.G/ and Weyl’s essential theorem (Reed and Simon 1978) we obtain immedi-
ately that �ess.EZ/ D Œ1;C1/.
The following result will be very useful in the study of instability properties of sta-
tionary solutions for the Korteweg–de Vries equation (1.3) to be developed in Chap-
ter 9.

Theorem 3.15. Let .EZ ;DZ;E;ı \ C/ be the family of self-adjoint extensions oper-
ators associated to .E0;D.E0// in (3.46)-(3.48). Suppose that the solution-profiles
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�e 2 L1 for (3.45) satisfy �e.˙1/ D 0, e 2 E˙, and for every e 2 E, �0
e.x/ ¤ 0

for x ¤ 0, with �00
e .0˙/ ¤ 0 if �0

e.0˙/ D 0. Then, forX
e2E

ˆ
�3
e .x/dx > 0;

we obtain that the Morse index of EZ is exactly one.

Proof. For V D .ve/e2E 2 D.E0/ we will see hE0V;Vi ≧ 0. Indeed, since the
relation

�˛e
d2

dx2
ve C ve � 2�eve D �

˛e

�0
e

d

dx

�
.�0

e/
2 d

dx

�
ve

�0
e

��
;

holds for every e 2 E and x ¤ 0, it follows from integrating by parts,

hE0V;Vi D
X
e2E

˛e

ˆ
.�0

e/
2

ˇ̌̌̌
d

dx

�
ve

�0
e

�ˇ̌̌̌2
dx

�
X
e2E�

˛e
ve

�0
e

�
.�0

e/
2 d

dx

�
ve

�0
e

��0�

�1

�
X
e2EC

˛e
ve

�0
e

�
.�0

e/
2 d

dx

�
ve

�0
e

��C1

0C

D
X
e2E

˛e

ˆ
.�0

e/
2

ˇ̌̌̌
d

dx

�
ve

�0
e

�ˇ̌̌̌2
dx

�
X
e2E�

˛ev
2
e
�00
e
�0
e

i
xD0�

�
X
e2EC

˛ev
2
e
�00
e
�0
e

i
xD0C

:

(3.50)

The integral terms in (3.50) are non-negative and equal zero if and only if V � 0.
Due to the conditions V.0�/ D V.0C/ D 0, ˛e > 0, and �00

e .0˙/ ¤ 0 if �0
e.0˙/ D

0, non-integral term vanishes, and we get E0 ≧ 0.
Due to Theorem 3.11 and n.E0/ D 1, we have that the self-adjoint extensions EZ

of E0 satisfy n.EZ/ ⩽ 1. Next, by taking into account the notation ˚ D .�e/e2E we
have

EZ˚ D 	

with 	 D .��2
e /e2E, and so we obtain

hEZ˚;˚i D �
X
e2E

ˆ
�3
e .x/dx < 0:

Therefore, from minimax principle we arrive at n.EZ/ ≧ 1. This finishes the The-
orem.
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3.1.6 Nevanlinna pairs and self-adjoint extensions of the Laplacian
operator

In the last sections we have seen some of the classical results of the extension theory
for symmetric operators developed by von Neumann and Krein, and several applications
have been given for the Laplacian operator on metric star graphs where the matching
(boundary) conditions at the vertex � D 0 were of ı-interaction type.

Next, we will see other way to parametrize all self-adjoint realizations L of �� in the
L2.G/ space on a metric star graph G with N half-lines of the form .0;C1/ attached to
the common vertex � D 0. We will make use of the notion of Nevanlinna pairs given in
the next definition (see Kostrykin and Schrader 2006).

Definition 3.1. A pair fA;Bg of N �N matrices is said to be a Nevanlinna pair if;

(a) AB� D BA�,

(b) The horizontally concatenated N � 2N matrix ŒA; B� has maximal rank N .

Let u W G ! C and we write u as a column-vector u D .u1; :::; uN /
t , each uj

being defined on the interval .0;C1/. We express the conditions at the vertex � D 0 as
u.0/ D .u1.0C/; :::; uN .0C//

t and u0.0/ D .u0
1.0C/; :::; u

0
N .0C//

t . In the following we
introduce the Laplacian ��.A;B/ with the the domain

D.��.A;B// D fu 2 H 2.G/ W Au.0/C Bu0.0/ D 0g; (3.51)

acting as the second derivate along the edges

��.A;B/u D .�u00
1; :::;�u

00
N /

t : (3.52)

A crucial result concerning the parametrization of all self-adjoint extensions of the
Laplace operator inL2.G/ in terms of the boundary conditions, it was obtained in (Kostrykin
and Schrader 2006). Indeed, we have the following proposition.

Proposition 3.3. Let A;B be N �N matrices. The next two assertions are equivalent:

(a) The operator ��.A;B/ defined in (3.51)-(3.52) is self-adjoint;

(b) fA;Bg is a Nevanlinna pair.

Themost used type of couplings induced by aNevanlinna pair fA;Bg are the following
ones :

(1) Kirchhoff-coupling: For V 2 H 2.G/ such that

v1.0/ D ::: D vn.0/;

nX
j D1

v0
j .0C/ D 0I
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where the Nevanlinna pair fA;Bg is defined by A D AK , B D BK as

AK D

0BBBB@
1 �1 0 ::: 0
0 1 �1 ::: 0
:::

:::
:::

:::
0 0 0 ::: �1
0 0 0 ::: 0

1CCCCA ; BK D

0BBBB@
0 ::: 0
0 0
:::

:::

1 ::: 1

1CCCCA : (3.53)

We note AB� D BA� D 0.

(2) ı-coupling: For V 2 H 2.G/ and ˛ 2 R such that

v1.0/ D ::: D vn.0/;

nX
j D1

v0
j .0C/ D ˛v1.0/I

where the Nevanlinna pair fA;Bg is defined by A D Aı , B D Bı as

A D

0BBBB@
1 �1 0 ::: 0
0 1 �1 ::: 0
:::

:::
:::

:::
0 0 0 ::: �1
˛
N

˛
N

˛
N

::: ˛
N

1CCCCA ; B D

0BBBB@
0 ::: 0
0 0
:::

:::

�1 ::: �1

1CCCCA : (3.54)

(3) ı0-coupling: For V 2 H 2.G/ and � 2 R such that

v0
1.0/ D ::: D v0

n.0/;

nX
j D1

vj .0C/ D �v0
1.0C/I

where the Nevanlinna pair fA;Bg is defined by A D Aı0 D �BK , B D Bı0 as

Bı0 D

0BBBBB@
1 �1 0 ::: 0
0 1 �1 ::: 0
:::

:::
:::

:::
0 0 0 ::: �1
�
N

�
N

�
N

::: �
N

1CCCCCA : (3.55)

The subject of self-adjoint Laplacians on metric graphs has become popular under the
name of “quantum graphs”, such as was established in Chapter 2 and it is well known for
its wide applications in quantum mechanics (see Berkolaiko and Kuchment 2013). We
note that most of the literature has been concerned with HamiltoniansH on metric graphs
being self-adjoint operators and so the dynamic of the quantum system

zt D Hz;
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it is described by unitary operators by the Stone’s Theorem.
As we have seen in subsection 3.15, Theorem 3.11 is a power tool for estimating the

Morse index of all self-adjoint extensions of a positive, closed symmetric operator with
deficiency indices equal and finite. In the case of the Laplacian operator defined by a
Nevanlinna pair there is the following nice criterium for determining the Morse index of
these self-adjoint realization of the Laplacian inL2.G/. This information is very important
for obtaining representations and dispersive estimatives of the unitary group associated to
the linear Schrödinger evolution equation�

iut .t; x/ D �.A;B/u.x; t/; t ¤ 0; x 2 .0;C1/;

u.x; 0/ D u0.x/ 2 D.�.A;B//:
(3.56)

The proof of the following result can be seen in Behrndt and Luger (2010).
Theorem 3.16. Let ��.A;B/ be a self-adjoint realization of the Laplacian in L2.G/,
that is, fA;Bg is a Nevanlinna pair. The number of negative eigenvalues of ��.A;B/
(the Morse index, n.��.A;B//) is given by

n.��.A;B// D nC.AB
�/;

where nC.J / represents the number of positive eigenvalues of the matrix J . In particular,
��.A;B/ is nonnegative if and only if the matrix AB� is nonpositive.

Next, we determine the Morse index n.��.A;B// of the Laplacian ��.A;B/ asso-
ciated to the Nevanlinna pair fA;Bg given above.

(1) Kirchhoff-coupling: for the pair fAK ; BKg in (3.53) we have that AB� D 0. Then,
the Morse index, n.��.AK ; BK// D 0 and so ��.A;B/ ≧ 0.

(2) ı-coupling: for the pair fAı ; Bıg in (3.54) we have

AıB
�
ı D

0BBBB@
0 0 ::: 0
0 0 0
:::

:::

0 0 ::: �˛

1CCCCA : (3.57)

Then, the Morse index n.��.Aı ; Bı// D 0 for ˛ > 0, and n.��.Aı ; Bı// D 1
for ˛ < 0.

(3) ı0-coupling: for the pair fAı0 ; Bı0g in (3.55) we have

Aı0B�
ı0 D Bı0A�

ı0 D

0BBBB@
0 0 ::: 0
0 0 0
:::

:::

0 0 ::: ��

1CCCCA : (3.58)
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Then, the Morse index n.��.Aı0 ; Bı0// D 0 for � > 0, and n.��.Aı0 ; Bı0// D 1
for � < 0.



4 Basic Models

In this Chapter, we establish some specific models of nonlinear dispersive equations
on metric graphs. Special attention is given to non-linear Schrödinger models and the
Korteweg–de Vries equation. The main point of the exposition will be transform our met-
ric graphs in quantum graphs for these models. The rich dynamic associated to these
models will be the focus of the following Chapters. The local and global well-posedness
of the Cauchy problem, the existence and stability of standing waves and/or stationary
solutions will be some of our interest.

4.1 Schrödinger models on star graphs
In this section we provide a brief description of point interactions on a star graph G for

the nonlinear Schrödinger model (1.1).
From Theorem 3.5 we have that for the Halmiltonian Hı

˛ acting on G for V.x/ D

.vj .x//
N
j D1 as

.Hı
˛V/.x/ D .�v00

j .x//
N
j D1; x > 0;

and with domainD.Hı
˛/ D D˛;ı ,

D˛;ı WD

n
V 2 H 2.G/ W v1.0/ D ::: D vN .0/;

NX
j D1

v0
j .0/ D ˛v1.0/

o
; (4.1)
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we obtain that .Hı
˛;D˛;ı/ represents a self-adjoint operator on L2.G/.

In this way, we obtain the following nonlinear Schrödinger equation with ı-interaction
on the star graph (quantum graph) G (NLS-ı equation)

i@tU � Hı
˛U C jUj

p�1U D 0: (4.2)

We note from subsection 3.1.6 that V 2 D˛;ı iff

AV.0/C BV0.0/ D 0;

for A and B defined in (3.54).
Model (4.2)-(4.1) has been extensively studied in (Adami, Cacciapuoti, et al. 2014c,

2016) and (Angulo and Goloshchapova 2018). In particular, the authors showed well-
posedness of the corresponding Cauchy problem. Moreover, they investigated the exis-
tence and the particular form of standing waves, as well as their variational and stability
properties (see Chapter 10 below).

The second model we are interested is the nonlinear Schrödinger equation with ı0-
interaction on the graph G (NLS-ı0 equation)

i@tU � Hı0

� U C jUj
p�1U D 0; (4.3)

it is given by the self-adjoint operator .Hı0

�
;D�;ı0/ with

.Hı0

� V/.x/ D .�v00
j .x//

N
j D1; x > 0;

and

D�;ı0 WD

n
V 2 H 2.G/ W v0

1.0/ D ::: D v0
N .0/;

NX
j D1

vj .0/ D �v0
1.0/

o
: (4.4)

We note from subsection 3.1.6 that V 2 D�;ı0 iff

Aı0V.0/C Bı0V0.0/ D 0;

for Aı0 D �BK in (3.53) and Bı0 in (3.58), namely, fAı0 ; Bı0g forms a Nevanlinna pair.
To our knowledge such type of ı0-interaction has been few studied for the NLS equa-

tion on star graphs. In Chapter 10 we establish some results on the Cauchy problem and
the existence and orbital stability of standing wave solutions to (4.3) (see Angulo and
Goloshchapova 2018).

More general coupling conditions for the Laplace operator can be considered on a star
graph by using a framework based in the Nevanlinna pairs described in subsection 3.1.6.
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4.2 Korteweg–de Vries on star graphs
In this section we give a description of interactions on metric star-shaped graphs for

the Korteweg–de Vries model (1.3). We start by giving a characterization of all skew-self-
adjoint extensions of the Airy operators associated to (1.3) and so we obtain the existence
of specific dynamics given by unitary groups. Our strategy will follow the theory recently
established in (Mugnolo, Noja, and Seifert 2018).

For sequences of real numbers .˛e/e2E and .ˇe/e2E, we consider the following Airy
operator

A0 W .ue/e2E !

�
˛e
d3

dx3
ue C ˇe

d

dx
ue

�
e2E

(4.5)

as an unbounded operator on a certain Hilbert space belong to L2.G/, we want to obtain
skew-self-adjoint extensions .Aext ;D.Aext // of A0 in such a way that the generated dy-
namics induced by the linear evolution equation�

zt D Aextz;
z.0/ D u0 2 D.Aext /;

(4.6)

it is given by a C0-unitary group.
Since the Airy operator A0 is of odd order, changing the sign of each constant ˛e it is

equivalent to exchange the positive and negative half line and so we can choose ˛e > 0
for every e 2 E D E� [ EC without loss of generality.

The following proposition from Mugnolo, Noja, and Seifert (2018) give us an answer
about the problem associated to (4.6).

Proposition 4.1. Let G be a star graph consisting of finitely many half-lines E � E� [EC

and let .˛e/e2E, .ˇe/e2E be two sequences of real numbers with ˛e > 0 for all e 2 E.
Consider the operator A0 defined in (4.5) with

D.A0/ �
M
e2E�

C1
c .�1; 0/˚

M
e2EC

C1
c .0;C1/:

Then, iA0 is a densely defined symmetric operator on the Hilbert space

L2.G/ D
M
e2E�

L2.�1; 0/˚
M
e2EC

L2.0;C1/;

with deficiency indices .2jE�jCjECj; jE�jC2jECj/. Therefore,A0 has skew-self-adjoint
extension on L2.G/ if and only if jE�j D jECj.

we recall that for jE�j D jECj, i.e. the number of incoming half-lines is the same of
outgoing half-lines, the graph G is balanced.

Some comments about the former Proposition deserve to be made which will be very
useful in our stability study of stationary solutions for the KdV model.
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Remark 4.1. 1) From Proposition 4.1 and from the classical von Neumann-Krein ex-
tension theory (see Theorem 3.1 in Chapter 3) the operator .A0;D.A0// admits
a 9jE�j2-parameter family of skew-self-adjoint extension generating each one a
unitary dynamics on L2.G/ associated to the linear evolution equation (4.6). More-
over, every skew-self-adjoint extension .A;D.A// is obtained as a restriction of
.�A�

0 ;D.A
�
0// with �A�

0 D A0 and

D.A�
0/ �

M
e2E�

H 3.�1; 0/˚
M
e2EC

H 3.0;C1/; (4.7)

by Theorem 3.1.

2) From the von-Neumann decomposition Theorem 3.1 follows for the symmetric op-
erator iA0 that the domainD.A�

0/ can be written as

D.A�
0/ � D.A0/˚ ker.A�

0 � I /˚ ker.A�
0 C I /: (4.8)

Now, the complete characterization of all skew-self-adjoint extensions of .A0;D.A0//
is a bit complex and one strategy for finding thesewas obtained recently byMugnolo, Noja,
and Seifert (2018) via Krein spaces (see also Schubert et al. 2015). The central idea of the
process is given in Theorem 3.7 and Theorem 3.8 in (Mugnolo, Noja, and Seifert 2018)
where skew-self-adjoint extensions of .A0;D.A0// are parametrized through relations be-
tween boundary values, a strategy very similar to that established above in the case of
the Laplacian operator via Nevanlinna pairs. Here we will use the approach in (Mugnolo,
Noja, and Seifert 2018), and for convenience of the reader we briefly explain this one. For
abbreviating our notations, for u D .ue/e2E 2 D.A�

0/ we denote

u.0�/ � .ue.0�//e2E�
; and u.0C/ � .ue.0C//e2EC

and so we consider the space of vectors boundary values inC3n, .u.0�/; u0.0�/; u00.0�//
and .u.0C/; u0.0C/; u00.0C//, spanning respectively subspaces G� and GC, with n D

jE˙j. The boundary form of the operator A0 is easily seen for u; v 2 D.A�
0/ to be (where

we are identifying a vector with its transpose)

hA�
0u; vi C hu;A�

0vi D

�
B�

0@ u.0�/
u0.0�/
u00.0�/

1A ;0@ u.0�/
u0.0�/
u0.0�/

1A�
G�

(4.9)

�

�
BC

0@ u.0C/
u0.0C/
u00.0C/

1A ;0@ u.0C/
u0.0C/
u0.0C/

1A�
GC

(4.10)

where for I D In�n representing the identity matrix of order n � n, we have

B� D

0@ �Iˇ� 0 �I˛�

0 I˛� 0
�I˛� 0 0

1A ; BC D

0@ �IˇC 0 �I˛C

0 I˛C 0
�I˛C 0 0

1A (4.11)
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and ˛˙ D .˛e/
t
e2E˙

, ˇ˙ D .ˇe/
t
e2E˙

. Thus by considering the (indefinite) inner product
h�j�i˙ W G˙ � G˙ ! C by

hxjyi˙ � .B˙x; y/G˙
; x; y 2 G˙

we obtain that .G˙; h�j�i˙/ are Krein spaces and h�j�i˙ is non-degenerate (for x 2 G˙

with hxjxi˙ D 0 follows x D 0). Thus from Theorem 3.8 of Mugnolo, Noja, and Seifert
(2018) we have that for a linear operator L W G� ! GC, the operator .AL;D.AL//
defined by 8̂̂̂<̂

ˆ̂:
ALu D �A�

0uI

u 2 D.AL/ if and only if u 2 D.A�
0/ and

L.u.0�/; u0.0�/; u00.0�// D .u.0C/; u0.0C/; u00.0C//;

(4.12)

it is a skew-self-adjoint extension of .A0;D.A0// if and only if L is .G�;GC/-unitary,
namely,

hLxjLyiC D .BCLx;Ly/GC
D hxjyi� D .B�x; y/G�

; (4.13)

namely, L�BCL D B�. Indeed, For u; v 2 D.AL/ it follows from (4.9)

h�ALu; vi C hu;�ALvi D hA�
0u; vi C hu;A�

0vi

D hu.0�/jv.0�/i� � hu.0C/jv.C/iC

D hu.0�/jv.0�/i� � hLu.0�/jLv.�/iC:

Then, .AL/
� D �AL if and only L is .G�;GC/-unitary.

Next, we consider two family of skew-self-adjoint extension of .A0;D.A0// which
will use in the existence and stability of stationary solutions for the KdV model.

The first one for the case of two half-lines is induced by a singular ı-type interac-
tion at the origin. Thus, our metric star graph G has a structure represented by the set
E D .�1; 0/ [ .0;1/ and since jE�j D jECj D 1 follows that the Airy operator
.A0;D.A0// admits a 9-parameter family of skew-self-adjoint extensions. Moreover,
since each u 2 H 3.�1; 0/ ˚ H 3.0;C1/ can be write as the pair u D .u�; uC/ we
have that the subspaces G� and GC are given by the triplets

.u�.0�/; u
0
�.0�/; u

00
�.0�// and .uC.0C/; u

0
C.0C/; u

00
C.0C//:

Proposition 4.2. Let E D .�1; 0/ [ .0;1/ and for Z 2 R � f0g we define the linear
operator LZ W G� ! GC by

LZ D

0@ 1 0 0
Z 1 0
Z2

2
Z 1

1A : (4.14)
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Then we obtain a family .AZ ;D.AZ// of skew-self-adjoint extension of .A0;D.A0//
parametrized by Z and which are defined by8̂̂̂̂

ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
:̂

AZu D

�
˛e

d3

dx3ue C ˇe
d

dx
ue

�
e2E
; u D .ue/e2E

D.AZ/ D fu D .u�; uC/ 2 H 3.�1; 0/˚H 3.0;C1/ W

u�.0�/ D uC.0C/; u
0
C.0C/ � u0

�.0�/ D Zu�.0�/;

Z2

2
u�.0�/CZu0

�.0�/ D u00
C.0C/ � u00

�.0�/g:

(4.15)

Moreover, for ˛e D .˛�; ˛C/ andˇe D .ˇ�; ˇC/we need to have˛� D ˛C andˇ� D ˇC.
By defining

U.x/ D

8<: u�.x/; x < 0;
uC.x/; x > 0
u�.0�/; x D 0

we obtain that each element inD.AZ/ can be seen as a element inH 1.R/.

Proof. From the extension theory framework established above, we see from (4.13) that
L�BCL D B� if and only if ˛� D ˛C and ˇ� D ˇC. Then the operator AZ D A0

defined for u D .u�; uC/ 2 H 3.�1; 0/ ˚ H 3.0;C1/ such that L.u�.0�/, u0
�.0�/,

u00
�.0�// D .uC.0C/, u0

C.0C/, u00
C.0C// will represent a skew-self-adjoint extension of

.A0;D.A0//. This finishes the proof.

Proposition 4.2 deserves some comments.

1) It is well know from the theory of extension for the closable symmetric operator
H0 D �

d2

dx2 defined on the space C1
0 .R � f0g/, that all the self-adjoint extensions

are completely determined by the family of self-adjoint boundary conditions

�

�
a b
c d

��
 .0�/
 0.0�/

�
D

�
 .0C/
 0.0C/

�
; (4.16)

with  W R ! C, a; b; c; d and � satisfying the conditions (see (Albeverio and
Kurasov 2000, Theorem 3.2.3) or formula (K.1.2) from Appendix of (Albeverio,
Gesztesy, et al. 1988))

fa; b; c; d 2 R; � 2 C W ad � bc D 1; j� j D 1g: (4.17)

The parameters (4.17) label all the self-adjoint extensions of the closable symmetric
operatorH0.
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2) The choice � D a D d D 1, b D 0, c D Z, Z 2 R � f0g, in (4.16) corresponds to
the so-called ı-interaction of strengthZ which gives rise to the family of self-adjoint
operators .H ı

Z ;D.H
ı
Z// on L

2.R/ acting as .H ı
Zv/.x/ D �v00.x/; for x ¤ 0; on

the domain

D.H ı
Z/ �

˚
v 2 H 1.R/ \H 2.R � f0g/ W v0.0C/ � v0.0�/ D Zv.0/

	
:

We note that this is exactly our choice for the first 2 � 2-matrix block defining the
matrix LZ in (4.14).

3) The other choice of parameters is given by � D a D d D 1, c D 0, b D �ˇ; ˇ 2

R � f0g corresponding to the case of so-called ı0-interaction of strength �ˇ. It
gives rise to the family of self-adjoint operators .H ı0

ˇ
;D.H ı0

ˇ
// on L2.R/ acting as

.H ı0

ˇ
v/.x/ D �v00.x/; for x ¤ 0; on the domain

D.H ı0

ˇ
/ � fv 2 H 2.R n f0g/ W v.0C/ � v.0�/ D �ˇv0.0/;

v0.0C/ D v0.0�/g:

(4.18)

Now, the interesting point about this self-adjoint boundary condition lies on that
the skew-self-adjoint extensions of .A0;D.A0// do not give the existence of non-
trivial stationary solutions for (full) Korteweg–de Vries models in (1.3). Indeed, by
considering the matrix

Lˇ D

0@ 1 �ˇ 0
0 1 0
e f g

1A : (4.19)

we obtain that the unitary condition L�
ˇ
BCLˇ D B� implies for ˛C D 0 that

˛� D 0 and for ˛C ¤ 0 that ˛� D 0.

4) The choice of parameters � D 1, a D  , d D
1
�
, c D b D 0,  2 R � f0g cor-

responding to the case of so-called dipole-interaction of strength � . It gives rise to
the family of self-adjoint operators .H ;D.H // on L2.R/ acting as .Hv/.x/ D

�v00.x/; for x ¤ 0; on the domain

D.H / � fv 2 H 2.R � f0g/ W v.0�/ D v.0C/; v0.0�/ D v.0C/g:

Thus, for

L D

0@  0 0

0 1


0

e 0 1
3

1A ; e D
ˇ� � 2ˇC

2˛C

; (4.20)

we obtain the unitary condition L�
BCL D B� if and only if ˛C D 2˛�. The

constants ˇ˙ can be chosen arbitrary. Then we obtain a family .A ;D.A // of
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skew-self-adjoint extension of .A0;D.A0// parametrized by  such that A D A0

and

D.A / D fu D .u�; uC/ 2 H 3.�1; 0/˚H 3.0;C1/ W

u�.0�/ D uC.0C/; uC.0C/ D u0
�.0�/

eu�.0�/C
1

3u
00
�.0�/ D u00

C.0C/g:

(4.21)

Then, we have only two skew-self-adjoint extension of .A0;D.A0//, for ˛C; ˛�

positive,  D

q
˛C

˛�
(the continuous dipole-interaction), and for ˛C; ˛� negative,

 D �

q
˛C

˛�
(the discontinuous dipole-interaction).

The second one case of skew-self-adjoint family of extensions for .A0;D.A0// is for
a balanced metric star graph G with a structure E � E� [ EC where jECj D jE�j D n,
n ≧ 2, and with a ı-interaction at the vertex. Thus by following the notation above, we
have for I D In�n being the identity matrix of order n � n, that for

B� D

0@ �ˇI 0 �˛I
0 ˛I 0

�˛I 0 0

1A ; BC D

0@ �ˇI 0 �˛I
0 ˛I 0

�˛I 0 0

1A : (4.22)

with ˇ˙ D .ˇ/e2E and ˛˙ D .˛/e2E are constants sequences, and the matrix L �

L3n�3n W G� ! GC of order 3n � 3n, Z 2 R, defined by

L �

0@ I 0 0
ZI I 0
Z2

2
I ZI I

1A : (4.23)

we obtain
L�BCL D B�

and so L is .G�;GC/-unitary. Therefore we have the following result.

Proposition 4.3. Let E � E� [ EC where jECj D jE�j D n, n ≧ 2. For L defined
in (4.23) we obtain the following family .HZ ;D.HZ// of skew-self-adjoint extension of
.A0;D.A0// parametrized by Z and defined by8̂<̂

:
HZu D �A�

0u D A0u

D.HZ/ D fu 2 D.A�
0/ W L.u.0�/; u0.0�/; u00.0�// D

.u.0C/; u0.0C/; u00.0C//g:

(4.24)
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Thus, for each u D .ue/e2E 2 D.HZ/ and from the abbreviations

u.0�/ D .ue.0�//e2E�
; u0.0�/ D .u0

e.0�//e2E�
;

u00.0�/ D .u00
e .0�//e2E�

(similarly for the terms u.0C/, u0.0C/ and u00.0˙/), we obtain the following system of
boundary conditions

u.0�/ D u.0C/; u0.0C/ � u0.0�/ D Zu.0�/;

Z2

2
u.0�/CZu0.0�/ D u00.0C/ � u00.0�/:

(4.25)

4.3 sine-Gordon equation on star graphs
Next we consider a metric graph G with a structure represented by the set E D E� [

EC D .�1; 0/ [ .0;C1/ [ .0;C1/, namely, a Y junction.
The focus of this section is to give a quantum graph framework for the following

vectorial sine-Gordon model

@2
t ue.x; t/ � c2

e @
2
xue.x; t/C sin.ue.x; t// D 0; e 2 E (4.26)

and .ce/e2E, a sequence of real numbers. We rewrite the sine-Gordonmodel as a first-order
system for e 2 E, (

@tue D ve

@tve D c2
e @

2
xue C sin.ue/:

(4.27)

We consider the following symmetric diagonal-matrix Schrödinger operator onL2.G/

J0 D

��
� c2

j

d2

dx2

�
ıj;k

�
with dense domain

D.J0/ D

n
V D .vj /

3
j D1 2 H 2.G/ W v1.0/ D v2.0/ D v3.0/ D 0;

3X
j D2

c2
j v

0
j .0/ � c2

1v
0
1.0/ D 0

o
:

(4.28)

By following a similar argument as in the proof of Theorem 3.6, we can see that the adjoint
operator .J �

0 ;D.J �
0 // of .J0;D.J0// is given by

J �
0 D J0; D.J �

0 / D f.vj /
3
j D1 2 H 2.G/ W v1.0/ D v2.0/ D v3.0/g:
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Thus, it is not difficult to see that the deficiency indices for .J0;D.J0// are n˙.J0/ D 1.
Therefore due to Proposition 3.2 every self-adjoint extensionJZ ofJ0 may be parametrized
by Z 2 R, such that8̂̂̂̂

ˆ̂̂<̂
ˆ̂̂̂̂̂:

JZu D

��
� c2

j

d2

dx2
u
�
ıj;k

�
;

D.JZ/ D

n
.vj /

3
j D1 2 H 2.G/ W v1.0/ D v2.0/ D v3.0/;

3X
j D2

c2
j v

0
j .0/ � c2

1v
0
1.0/ D Zv1.0/

o
:

(4.29)

In Chapter 6, section 6.3, we give a novel family of stationary solutions for sine-
Gordon equations on the Y junction describe above.



5 The
Korteweg–de

Vries Equation
on a Y Junction

In this chapter, we shall study the KdV equation on a star graph Y D .�1; 0/ [

.0;C1/ [ .0;C1/ with three semi-infinite edges given by one negative half-line and
two positives half-lines attached to a common vertex, also known as Y junction. More
precisely, we consider the following problem8̂<̂

:
ut C uxxx C uxu D 0; .x; t/ 2 .�1; 0/ � .0; T /;

vt C vxxx C vxv D 0; .x; t/ 2 .0;C1/ � .0; T /;

wt C wxxx C wxw D 0; .x; t/ 2 .0;C1/ � .0; T /;

(5.1)

with initial conditions

u.x; 0/ D u0.x/; v.x; 0/ D v0.x/ and w.x; 0/ D w0.x/; (5.2)

where
.u0; v0; w0/ 2 H s.R�/ �H s.RC/ �H s.RC/ WD H s.Y/: (5.3)

Here, our goal in studying Cauchy problem (5.1)-(5.2) is to obtain results of local well-
posedness in Sobolev spaces with low regularity.



46 5. The Korteweg–de Vries Equation on a Y Junction

5.1 Choices of boundary conditions

In this section, we will choice appropriate boundary conditions for the KdV equation
on a Y junction. Determining the number of boundary conditions necessary for a well-
posed problem is a nontrivial issue. As far we know, it’s not at all clear which boundary
conditions should be appropriate for physical applications, and therefore here we will
consider two classes of boundary conditions that are coherent with uniqueness calculations
for smooth decaying solutions of a linear version of the Cauchy problem (5.1). In this
sense, suppose that .u.x; t/; v.x; t/; w.x; t// is a smooth decaying solution of a linear
version of (5.1), i.e. 8̂<̂

:
ut C uxxx D 0; .x; t/ 2 .�1; 0/ � .0; T /;

vt C vxxx D 0; .x; t/ 2 .0;C1/ � .0; T /;

wt C wxxx D 0; .x; t/ 2 .0;C1/ � .0; T /;

(5.4)

with homogeneous initial condition .u0; v0; w0/ D .0; 0; 0/:Multiplying the equations in
(5.4) by u; v and w respectively, and integrating by parts we obtain

ˆ 0

�1

u2.x; T /dx C

ˆ C1

0

v2.x; T /dx C

ˆ C1

0

w2.x; T /dx

D

ˆ T

0

.u2
x.0; t/ � v2

x.0; t/ � w2
x.0; t//dt

� 2

ˆ T

0

u.0; t/uxx.0; t/dt

C 2

ˆ T

0

v.0; t/vxx.0; t/dt C 2

ˆ T

0

w.0; t/wxx.0; t/dt:

(5.5)

By analyzing (5.5), we are interested in the boundary conditions for Cauchy problem
(5.1)-(5.2) such that the right hand side of (5.5) would have a non positive sign.

For this, we can choice, for example, the following particular boundary conditions

u.0; t/ D ˛2v.0; t/ D ˛3w.0; t/; t 2 .0; T /; (5.6)

ux.0; t/ D ˇ2vx.0; t/C ˇ3wx.0; t/; t 2 .0; T / (5.7)

and

uxx.0; t/ D
1

˛2

vxx.0; t/C
1

˛3

wxx.0; t/; t 2 .0; T /; (5.8)
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where ˛2; ˛3; ˇ2 and ˇ3 are real constants satisfying 3ˇ2
i ⩽ 1 for i D 2; 3 we have that

ˆ 0

�1

u2.x; T /dx C

ˆ C1

0

v2.x; T /dx C

ˆ C1

0

w2.x; T /dx

D

ˆ T

0

Œ.ˇ2vx.0; t/C ˇ3wx.0; t//
2

� v2
x.0; t/ � w2

x.0; t/�dt

C 2

ˆ T

0

u.0; t/.�uxx.0; t/C
1

˛2

vxx.0; t/C
1

˛3

wxx.0; t//

D

ˆ T

0

Œ.ˇ2
2 � 1/v2

x.0; t/C 2ˇ2ˇ3vx.0; t/wx.0; t/C .ˇ2
3 � 1/w2

x.0; t/�dt

⩽
ˆ T

0

Œ.3ˇ2
2 � 1/v2

x.0; t/C .3ˇ2
3 � 1/w2

x.0; t/�dt;

(5.9)

where we have used the Cauchy-Schwarz inequality. It follows that u.x; T / D v.x; T / D

w.x; T / D 0, which implies the uniqueness argument.
In the same way, the following particular boundary conditions

u.0; t/ D
1

˛2

v.0; t/C
1

˛3

w.0; t/; t 2 .0; T /; (5.10)

ux.0; t/ D ˇ2vx.0; t/C ˇ3wx.0; t/; t 2 .0; T / (5.11)
and

uxx.0; t/ D ˛2vxx.0; t/ D ˛3wxx.0; t/; t 2 .0; T /; (5.12)
where ˛2; ˛3; ˇ2 and ˇ3 are real constants satisfying 3ˇ2

i ⩽ 1 for i D 2; 3 imply the
uniqueness argument.

We now define the following two classes of boundary conditions that is coherent with
the approach used here, which involves the particular boundary conditions (5.6)-(5.8) and
(5.10)-(5.12).

Definition 5.1. Given a2; a3; b2; b3; c2 and c3 real constants, we call type 1 bound-
ary conditions for the Cauchy problem (5.1)-(5.2) if these satisfy the following boundary
conditions at the vertex:

u.0; t/ D a2v.0; t/ D a3w.0; t/; t 2 .0; T /; (5.13)

ux.0; t/ D b2vx.0; t/C b3wx.0; t/; t 2 .0; T / (5.14)
and

uxx.0; t/ D c2vxx.0; t/C c3wxx.0; t/; t 2 .0; T /: (5.15)

Definition 5.2. Given a2; a3; b2; b3; c2 and c3 real constants, we call type 2 boundary
conditions for the Cauchy problem (5.1)-(5.2) if these satisfy

u.0; t/ D a2v.0; t/C a3w.0; t/; t 2 .0; T /; (5.16)
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ux.0; t/ D b2vx.0; t/C b3wx.0; t/; t 2 .0; T / (5.17)

and
uxx.0; t/ D c2vxx.0; t/ D c3wxx.0; t/; t 2 .0; T /: (5.18)

It is well-known that the trace operator 0 W u.x/ 7! u.0/ is well-defined onH s.RC/
for s > 1

2
. Hence, on the case s > 1

2
we will assume the following additional condition

u0.0/ D a2v0.0/ D a3w0.0/ (5.19)

for initial data for the Cauchy problem (5.1)-(5.2) with type 1 boundary conditions and

u0.0/ D a2v0.0/C a3w0.0/ (5.20)

for type 2 boundary conditions.

.�1; 0/

.0
;C

1
/

.0;C
1
/

Figure 5.1: A star graph with three edges (Y junction)

In order to simplify the enunciate of the principal theorem we give an auxiliary defini-
tion of some parameters. To do this we fix the following notations,

d�i
D 2sin

��
3
�i C

�

6

�
; e�i

D 2sin
��
3
�i �

�

6

�
;

and f�i
D 2sin

��
3
�i �

�

2

�
:

(5.21)

We also define the following matrices,

M1.�1; �2; �3; �4/ WD2664
d�1

�a2e
i��3 0 d�2

d�1
0 �a3e

i��4 d�2

e�1
�b2e

i�.�3�1/ �b3e
i�.�4�1/ e�2

f�1
�c2e

i�.�3�2/ �c3e
i�.�4�2/ f�2

3775 (5.22)
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and
M2.�1; �2; �3; �4/ WD2664
d�1

�a2e
i��3 �a3e

i��4 d�2

e�1
�b2e

i�.�3�1/ �b3e
i�.�4�1/ e�2

f�1
�c2e

i�.�3�2/ f�2

f�1
0 �c3e

i�.�4�2/ f�2

3775 (5.23)

Now, we state principal result of the chapter obtained by Cavalcante (2018).

Theorem 5.1. Let �
1
2
< s < 3

2
, with s ¤

1
2
. Assume that u0; v0 and w0 satisfy (5.3).

(i) For a fixed s suppose that there exists a real constant �i .s/ satisfying

maxfs � 1; 0g < �i .s/ < min
�
s C

1

2
;
1

2

�
for i D 1; 2; 3; 4; (5.24)

such that the matrix M1 defined in (5.22) is invertible. Then there exists a positive
time T > 0 and a distributional solution .u; v; w/ in the space C.Œ0; T �;H s.Y//,
for the Cauchy problem (5.1)-(5.2) with type 1 boundary conditions, satisfying the
additional compatibility condition (5.19) on the case 1

2
< s < 3

2
. Furthermore the

data-to-solution map .u0; v0; w0/ 7! .u; v; w/ is locally Lipschitz continuous from
H s.Y/ to C.Œ0; T �;H s.Y//.

(ii) For a fixed s suppose that there exists a real constant �i .s/ with

maxfs � 1; 0g < �i .s/ < min
�
s C

1

2
;
1

2

�
for i D 1; 2; 3; 4;

such that the matrix M2 defined in (5.23) is invertible. Then there exists a positive
time T > 0 and a distributional solution .u; v; w/ in the space C.Œ0; T �;H s.Y//,
for the Cauchy problem (5.1)-(5.2) with type 2 boundary conditions, satisfying the
additional compatibility condition (5.20) on the case 1

2
< s < 3

2
. Furthermore the

data-to-solution map .u0; v0; w0/ 7! .u; v; w/ is locally Lipschitz continuous from
H s.Y/ to C.Œ0; T �;H s.Y//.

Remark 5.1. In Theorem 5.1 the indexes �i , i D 1; 2; 3; 4, are associated to the Duhamel
boundary operator classes associated to linear version of the KdV equation and depend
of the regularity index s.

Remark 5.2. The inversion of the matrix (5.22) and (5.23) condition is necessary in order
to reformulate the Cauchy problem (5.1)-(5.2) in an integral version by using the Duhamel
boundary forcing operators.

As the consequence of Theorem 5.1, we can obtain the following result for the special
boundary conditions (5.6)-(5.8) and (5.10)-(5.12), which is appropriate for our formal
uniqueness calculations associated to the linear version of the KdV equation on a star
graph.
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Corollary 5.1. Let �
1
2
< s < 3

2
with s ¤

1
2
and ˛2; ˛3; ˇ2; ˇ3 2 R satisfy 1

˛2
2

C

1

˛2
3

C
ˇ3

˛3
C

ˇ2

˛2
¤ �1. Assume that u0; v0 and w0 satisfy (5.3). Then there exists a

positive time T > 0 and a distributional solution .u; v; w/ 2 C.Œ0; T �;H s.Y// for the
Cauchy problem (5.1)-(5.2) with boundary conditions (5.6)-(5.8), and the initial condi-
tions satisfying additional conditions (5.19) for 1

2
< s < 3

2
. Furthermore the data-to-

solution map .u0; v0; w0/ 7! .u; v; w/ is locally Lipschitz continuous from H s.Y/ to
C.Œ0; T �;H s.Y//.

Corollary 5.2. The same result of the Corollary 5.1 is valid for the Cauchy problem (5.1)-
(5.2) with boundary conditions (5.10)-(5.12), and the initial conditions satisfying addi-
tional condition (5.20) for 1

2
< s < 3

2
.

Remark 5.3. Note that, in Corollary 5.1 and Corollary 5.2 we don’t need of the assump-
tions ˇ2

i < 1, i D 2; 3, obtained in the previous formal uniqueness calculations for the
associated linear problem (5.4).

The approach used to prove the main result is based on the arguments developed by
Cavalcante (2017), Cavalcante and Corcho (2019), Colliander and Kenig (2002), and
Holmer (2005, 2006). The main idea to prove Theorem 5.1 is the construction of an
auxiliary forced Cauchy problem in all R, analogous to the (5.1); more precisely:8̂̂̂<̂
ˆ̂:
ut C uxxx C uxu D T1.x/h1.t/C T2.x/h2.t/; .x; t/ 2 R � .0; T /;

vt C vxxx C vxv D T3.x/h3.t/; .x; t/ 2 R � .0; T /;

wt C wxxx C wxw D T4.x/h4.t/; .x; t/ 2 R � .0; T /;

u.x; 0/ D eu0.x/; v.x; 0/ Dev0.x/ w.x; 0/ D ew0.x/; x 2 R:

(5.25)

where T1 and T2 are distributions supported in a positive half-line RC, T3 and T4 are
distributions supported in the negative half-line R�, eu0; ev0 and ew0 are nice extensions
of u0, v0 and w0 in R. The boundary forcing functions h1, h2, h3 and h4 are selected to
ensure that the vertex conditions are satisfied.

The solution of forced Cauchy problem (5.25) satisfying the vertex conditions is con-
structed using the classical restricted norm method of Bourgain (see Bourgain (1993) and
Kenig, Ponce, and Vega (1993)) and the inversion of a Riemann-Liouville fractional inte-
gration operator .

Following Cavalcante (2017) and Holmer (2006) we consider the distributions T1 D

x
�1�1
�

� .�1/
, T2 D

x
�2�1
�

� .�2/
, T3 D

x
�3�1

C

� .�3/
and T4 D

x
�4�1

C

� .�4/
, where*

x��1
C

� .�/
; �

+
D

ˆ C1

0

x��1

� .�/
�.x/dx; for Re � > 0: (5.26)

For other values of � we can define x��1
C

� .�/
D

dk

dx
x�Ck�1

� .�Ck/
, for any integer k satisfying

k C Re� > 0. Finally, we define x��1
�

� .�/
D ei�� .�x/��1

C

� .�/
.
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The crucial point here are the appropriate choices of the parameters �i and the func-
tions hi , for i D 1; 2; 3; 4, that will depend on the regularity index s.

Remark 5.4. We believe that the same approach used to prove Theorem 5.1 can provide
similar results for the KdV equation in other star graphs and possibly for other nonlinear
dispersive equations. For example, a treatment for the nonlinear Schröndiger equation
on a star graphs can be done using the classes of Duhamel boundary operators developed
by Holmer (2005) and Cavalcante (2017).

We denote by X s;b the so called Bourgain spaces associated to linear KdV equation;
more precisely, X s;b is the completion of S 0.R2/ with respect to the norm

kwkXs;b.�/ D kh�is
h� � �3

i
b

Ow.�; �/kL2
� L2

�
:

To obtain our results we also need define the following auxiliary modified Bougain spaces
of Holmer (2006). Let U s;b and V ˛ the completion of S 0.R2/ with respect to the norms:

kwkU s;b D

�ˆ ˆ
h�i

2s=3
h� � �3

i
2b

jbw.�; �/j2d�d�� 1
2

and

kwkV ˛ D

�ˆ ˆ
h�i

2˛
jbw.�; �/j2d�d�� 1

2

:

Fore more details about the Bourgain spaces see Appendix B.
Next nonlinear estimates, in the context of the KdV equation, for b < 1

2
, was derived

by Holmer (2006).

Lemma 5.1. (a) Given s > �
3
4
, there exists b D b.s/ < 1

2
such that for all ˛ > 1

2
we

have @x.v1v2/


Xs;�b ≲ kv1kXs;b\V ˛ kv2kXs;b\V ˛ :

(b) Given �
3
4
< s < 3, there exists b D b.s/ < 1

2
such that for all ˛ > 1

2
we have@x.v1v2/


Xs;�b ≲ kv1kXs;b\V ˛ kv2kXs;b\V ˛ :

5.2 The linear versions

5.2.1 Linear group associated to the KdV equation

The linear unitary group e�t@3
x W S 0.R/ ! S 0.R/ associated to the linear KdV equation

is defined by
e�t@3

x�.x/ D

�
eit�3b�.�/�_

.x/;
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that satisfies (
.@t C @3

x/e
�t@3

x�.x; t/ D 0 for .x; t/ 2 R � R;

e�t@3
x .x; 0/ D �.x/ for x 2 R:

(5.27)

The next estimates were proven by Holmer (2006).

Lemma 5.2. Let s 2 R and 0 < b < 1. If � 2 H s.R/, then we have

(a) (space traces)
ke�t@3

x�.x/k
C
�

Rt I H s.Rx/
� ≲ k�kH s.R/I

(b) (time traces)

k .t/@j
xe

�t@3
x�.x/k

C
�

Rx I H .sC1�j /=3.Rt /
� ≲ k�kH s.R/; j 2 NI

(c) (Bourgain spaces)

k .t/e�t@3
x�.x/kXs;b\V ˛ ≲ k�kH s.R/:

Remark 5.5. The spaces V ˛ introduced in (Holmer 2006) give us useful auxiliary norms
of the classical Bourgain spaces in order to validate the bilinear estimates associated to
the KdV equation for b < 1

2
(see Lemma 5.1).

5.2.2 The Duhamel boundary forcing operator associated to the lin-
ear KdV equation

Now, we give the properties of the Duhamel boundary forcing operator introduced by
Colliander and Kenig (2002), namely

Vg.x; t/ D 3

ˆ t

0

e�.t�t 0/@3
xı0.x/I�2=3g.t

0/dt 0

D 3

ˆ t

0

A

�
x

.t � t 0/1=3

� I�2=3g.t
0/

.t � t 0/1=3
dt 0;

(5.28)

defined for all g 2 C1
0 .RC/ and A denotes the Airy function

A.x/ D
1

2�

ˆ
�

eix�ei�3

d�:

From definition of V it follows that(
.@t C @3

x/Vg.x; t/ D 3ı0.x/I� 2
3
g.t/ for .x; t/ 2 R � R;

Vg.x; 0/ D 0 for x 2 R:
(5.29)

The proof of the results exhibited in this section was shown by Holmer (2006).



5.2. The linear versions 53

Lemma 5.3. Let g 2 C1
0 .RC/ and consider a fixed time t 2 Œ0; 1�. Then,

(a) the functions Vg.�; t / and @xVg.�; t / are continuous in x for all x 2 R. Moreover,
they satisfy the spatial decay bounds

jVg.x; t/j C j@xVg.x; t/j ⩽ ckkgkH kC1hxi
�k for all k ⩾ 0I

(b) the function @2
xVg.x; t/ is continuous in x for all x ¤ 0 and has a step discontinuity

of size 3I 2
3
g.t/ at x D 0. Also, @2

xVg.x; t/ satisfies the spatial decay bounds

j@2
xVg.x; t/j ⩽ ckkf kH kC2hxi

�k for all k ⩾ 0:

Since A.0/ D
1

3�
�

2
3

� from (5.28) we have that Vg.0; t/ D g.t/:

5.2.3 Applications of the operator V
For the convenience to the reader, we present here an application of the operator V to

solve a linear version of the IBVP associated to the KdV equation on the positive half-line,
given by Colliander and Kenig (2002). Set

v.x; t/ D e�t@3
x�.x/C V

�
g � e��@3

x�
ˇ̌
xD0

�
.x; t/; (5.30)

where g 2 C1
0 .RC/ and � 2 S.R/.

Then from (5.27) and (5.29) we see that v solves the linear problem8̂<̂
:
.@t C @3

x/v.x; t/ D 0 for .x; t/ 2 R� � R;

v.x; 0/ D �.x/ for x 2 R;

v.0; t/ D g.t/ for t 2 .0;C1/;

(5.31)

in the sense of distributions, and then this would suffice to solve the IBVP on the right
half-line associated to linear KdV equation.

Now, we consider the second boundary forcing operator associated to the linear KdV
equation:

V�1g.x; t/ D @xVI 1
3
g.x; t/ D 3

ˆ t

0

A0

�
x

.t � t 0/1=3

� I
� 1

3
g.t 0/

.t � t 0/2=3
dt 0: (5.32)

From Lemma 5.3, for all g 2 C1
0 .RC/ the function V�1g.x; t/ is continuous in x on

x 2 R; moreover using that A0.0/ D �
1

3� . 1
3 /

we get the relation V�1g.0; t/ D �g.t/:

Also, the definition of V�1g.x; t/ allows us to ensure that(
.@t C @3

x/V�1g.x; t/ D 3ı0
0.x/I� 1

3
g.t/ for .x; t/ 2 R � R;

V�1g.x; 0/ D 0 for x 2 R;
(5.33)
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in the sense of distributions.
Furthermore, Lemma 5.3 implies that the function @xVf .x; t/ is continuous in x for

all x 2 R and, since A0.0/ D �
1

3� . 1
3 /
,

@xVg.0; t/ D �I
� 1

3
g.t/: (5.34)

Also, @xV�1g.x; t/ D @2
xVI 1

3
g.x; t/ is continuous in x for x ¤ 0 and has a step discon-

tinuity of size 3I
� 1

3
g.t/ at x D 0. Indeed,

lim
x!0C

@2
xVg.x; t/ D �

ˆ C1

0

@3
yVg.y; t/dy D

ˆ C1

0

@tVg.y; t/dy

D 3

ˆ C1

0

A.y/dy

ˆ t

0

@tI� 2
3
g.t 0/dt 0 D I

� 2
3
g.t/;

then from Lemma 5.3 -(b) we have

lim
x!0�

@xV�1g.x; t/ D �2I
� 1

3
g.t/ and lim

x!0C
@xV�1g.x; t/ D I

� 1
3
g.t/:

Now, for convenience, we give an application of the operator V�1 to solve a IBVP
linear associated to the KdV equation on the negative half-line with two boundary condi-
tions given by Holmer (2006). Let h1.t/ and h2.t/ belonging to C1

0 .RC/ we have the
relations:

Vh1.0; t/C V�1h2.0; t/ D h1.t/ � h2.t/;

lim
x!0�

I 1
3
@x.Vh1.x; �/C @xV�1h2.x; �//.t/ D �h1.t/ � 2h2.t/;

lim
x!0C

I 1
3
@x.Vh1.x; �/C @xV�1h2.x; �//.t/ D �h1.t/C h2.t/:

For given v0.x/, g.t/ and h.t/ we assigned"
h1

h2

#
WD

1

3

"
2 �1

�1 �1

#"
g � e��@3

xv0jxD0

I 1
3

�
h � @xe

��@3
xv0jxD0

� #:
Then, taking v.x; t/ D e�t@3

xv0.x/C Vh1.x; t/C V�1h2.x; t/ we get8̂̂̂<̂
ˆ̂:
.@t C @3

x/v.x; t/ D 0 for .x; t/ 2 R� � R;

v.x; 0/ D v0.x/ for x 2 R;

v.0; t/ D g.t/ for t 2 R;

lim
x!0�

@xv.x; t/ D h.t/ for t 2 R;

(5.35)

in the sense of distributions.
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5.2.4 The Duhamel boundary forcing operator classes associated to
linear KdV equation

In order, to get our results in low regularity (see Remark 5.6), we need to work with
two classes of boundary forcing operators in order to obtain the required estimates for the
second order derivative of traces. In this way, we define the generalization of operators V
and V�1 given by Holmer (2006).

Let � 2 C with Re� > �3 and g 2 C1
0 .RC/. Define the operators

V�
�g.x; t/ D

"
x��1

C

� .�/
� V

�
I

� �
3
g
�
.�; t /

#
.x/

and

V�
Cg.x; t/ D

"
x��1

�

� .�/
� V

�
I

� �
3
g
�
.�; t /

#
.x/;

with x��1
�

� .�/
D ei�� .�x/��1

C

� .�/
. Then, using (5.29) we have that

.@t C @3
x/V�

�g.x; t/ D 3
x��1

C

� .�/
I

� 2
3 � �

3
g.t/

and

.@t C @3
x/V�

Cg.x; t/ D 3
x��1

�

� .�/
I

� 2
3 � �

3
g.t/:

The following lemmas state properties of the operators classes V�
˙
. For the proofs we

refer the reader Holmer (2006).

Lemma 5.4. Let g 2 C1
0 .RC/. Then, we have

V��2
˙ g D @2

xV�I 2
3
g; V��1

˙ g D @xV�I 1
3
g and V0

˙g D Vg:

Also, V�2
˙
g.x; t/ has a step discontinuity of size 3g.t/ at x D 0, otherwise for x ¤ 0,

V�2
˙
g.x; t/ is continuous in x. For � > �2, V�

˙
g.x; t/ is continuous in x for all x 2 R.

For �2 ⩽ � ⩽ 1 and 0 ⩽ t ⩽ 1, V�
�g.x; t/ satisfies the following decay bounds:

jV�
�g.x; t/j ⩽ cm;�;ghxi

�m; for all x ⩽ 0 and m ⩾ 0;

jV�
�g.x; t/j ⩽ c�;ghxi

��1 for all x ⩾ 0:

jV�
Cg.x; t/j ⩽ cm;�;ghxi

�m; for all x ⩾ 0 and m ⩾ 0;

and

jV�
Cg.x; t/j ⩽ c�;ghxi

��1 for all x ⩽ 0:
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Lemma 5.5. For Re� > �2 and g 2 C1
0 .RC/ we have

V�
�g.0; t/ D 2 sin

��
3
�C

�

6

�
g.t/

and

V�
Cg.0; t/ D ei��g.t/:

Lemma 5.6. Let s 2 R. The following estimates are ensured:

(a) (space traces) kV�
˙
g.x; t/k

C
�

Rt I H s.Rx/
� ≲ kgk

H
.sC1/=3
0

.RC/
for all s �

5
2
< � <

s C
1
2
, � < 1

2
and supp.g/ � Œ0; 1�.

(b) (time traces) k .t/@
j
xV�

˙
g.x; t/k

C
�

Rx I H
.sC1/=3
0

.RC
t /
� ≲ ckgk

H
.sC1/=3
0

.RC/
for all

�2C j < � < 1C j , for j 2 f0; 1; 2g.

(c) (Bourgain spaces)
 .t/V�

˙
g.x; t/


Xs;b\V ˛ ≲ ckgk

H
.sC1/=3
0

.RC/
for all s � 1 ⩽

� < s C
1
2
, � < 1

2
, ˛ ⩽ s��C2

3
and 0 ⩽ b < 1

2
.

Remark 5.6. Note that for � D 0 the second derivative time traces estimate is not ob-
tained, for this reason we need to work with the family V�

˙
. Also note that the set of

regularity where the spaces traces and Bourgain spaces estimates are valid depends of
the index �, for example, for � D 0 we have the Bourgain spaces estimates on the set
�1=2 < s < 1.

5.3 The Duhamel inhomogeneous solution operator
The classical inhomogeneous solution operator K associated to the KdV equation is

given by

Kw.x; t/ D

ˆ t

0

e�.t�t 0/@3
xw.x; t 0/dt 0;

that satisfies (
.@t C @3

x/Kw.x; t/ D w.x; t/ for .x; t/ 2 R � R;

Kw.x; t/ D 0 for x 2 R:
(5.36)

Now, we summarize some useful estimates for the Duhamel inhomogeneous solution
operatorsK that will be used later in the proof of the main results and its proof can be seen
in (Holmer 2006).
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Lemma 5.7. For all s 2 R we have the following estimates:

(a) (space traces) Let �
1
2
< d < 0, then

k .t/Kw.x; t/k
C
�

Rt I H s.Rx/
� ≲ kwkXs;d :

(b) (time traces) Let �
1
2
< d < 0 and j 2 f0; 1; 2g, then .t/@j

xKw.x; t/


C
�

Rx I H .sC1/=3.Rt /
�

≲
(

kwkXs;d if � 1C j ⩽ s ⩽ 1
2

C j;

kwkXs;d C kwkU s;d for all s 2 R:

(c) (Bourgain spaces estimates) Let 0 < b < 1
2
and ˛ > 1 � b, then

k .t/Kw.x; t/kXs;b\V ˛ ≲ kwkXs;�b :

Remark 5.7. We note that the time-adapted Bourgain spaces U k;d used in Lemma 5.7-
(c)-(d) are introduced in order to cover the full values of regularity s.

5.4 Proof of Theorem 5.1
Now, we show the proof of the main result announced of this work. We only prove

the part (i) of Theorem 5.1, since the proof of part (ii) is very similar. We follow closely
the arguments in (Holmer 2006) (see also Cavalcante 2017; Cavalcante and Corcho 2019).
The proof will be divided into five steps.

Step 1. We will first obtain an integral equation that solves Cauchy problem (5.1)-
(5.2), with type 1 boundary conditions, satisfying (5.19) for 1

2
< s < 3

2
.

We start rewriting the vertex conditions (5.13), (5.14) and (5.15) in terms of matrices:264 1 �a2 0
1 0 �a3

0 0 0
0 0 0

375
24 u.0; t/

v.0; t/
w.0; t/

35 D 0; (5.37)

264 0 0 0
0 0 0
1 �b2 �b3

0 0 0

375
24 ux.0; t/

vx.0; t/
wx.0; t/

35 D 0 (5.38)
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and 264 0 0 0
0 0 0
0 0 0
1 �c2 �c3

375
24 uxx.0; t/

vxx.0; t/
wxx.0; t/

35 D 0: (5.39)

Leteu0;ev0 and ew0 nice extensions of u0; v0 and w0, respectively satisfying

keu0kH s.R/ ⩽ cku0kH s.RC/; kev0kH s.R/ ⩽ ckv0kH s.RC/

and kew0kH s.R/ ⩽ ckw0kH s.RC/:

Initially, we look for solutions in the form

u.x; t/ D V�1
� 1.x; t/C V�2

� 2.x; t/C F1.x; t/;

v.x; t/ D V�3

C 3.x; t/C F2.x; t/;

w.x; t/ D V�4

C 4.x; t/C F3.x; t/;

where i (i D 1; 2; 3; 4) are unknown functions and

F1.x; t/ D eit@3
xeu0 C K.uux/.x; t/;

F2.x; t/ D eit@3
xev0 C K.vvx/.x; t/;

F3.x; t/ D eit@3
xew0 C K.wwx/.x; t/:

By using Lemma 5.5 we see that

u.0; t/ D 2 sin
��
3
�1 C

�

6

�
1.t/C 2 sin

��
3
�2 C

�

6

�
2.t/C F1.0; t/; (5.40)

v.0; t/ D ei��33.t/C F2.0; t/; (5.41)

w.0; t/ D ei��44.t/C F3.0; t/: (5.42)

Now we calculate the traces of first derivative functions. By Lemmas 5.4 and 5.5 we see
that

ux.0; t/ D 2 sin
��
3
�1 �

�

6

�
I

� 1
3
1.t/C 2 sin

��
3
�2 �

�

6

�
I

� 1
3
2.t/ (5.43)

C @xF1.0; t/;

vx.0; t/ D ei�.�3�1/I
� 1

3
3.t/C @xF2.0; t/; (5.44)

wx.0; t/ D ei�.�4�1/I
� 1

3
4.t/C @xF3.0; t/: (5.45)
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In the same way, we calculate the traces of second derivatives functions,

uxx.0; t/ D 2sin
��
3
�1 �

�

2

�
I

� 2
3
1.t/C 2 sin

��
3
�2 �

�

2

�
2.t/C @2

xF1.0; t/;

(5.46)

vxx.0; t/ D ei�.�3�2/I
� 2

3
3.t/C @2

xF2.0; t/; (5.47)

wxx.0; t/ D ei�.�4�2/I
� 2

3
4.t/C @2

xF3.0; t/: (5.48)

Note that by Lemmas 5.4 and 5.5 these calculus are valid for Re � > 0.
By substituting (5.40), (5.41) and (5.42) into (5.37); (5.42), (5.43) and (5.44) into

(5.38), and (5.46), (5.47) and (5.48) into (5.39) we see that the functions i and indexes
�i , for i D 1; 2; 3; 4, satisfy the expressions264 1 �a2 0

1 0 �a3

0 0 0
0 0 0:

375
24 d�1

0 0 d�2

0 ei��3 0 0

0 0 ei��4 0

35
264 1

3

4

2

375
D �

264 1 �a2 0
1 0 �a3

0 0 0
0 0 0:

375
24 F1.0; t/
F2.0; t/
F3.0; t/

35 ;
(5.49)

264 0 0 0
0 0 0
1 �b2 �b3

0 0 0:

375
24 e�1

0 0 e�2

0 ei.��3�1/ 0 0

0 0 ei.��4�1/ 0

35
264 1

3

4

2

375
D �

264 0 0 0
0 0 0
1 �b2 �b3

0 0 0:

375
264 @xI 1

3
F1.0; t/

@xI 1
3
F2.0; t/

@xI 1
3
F3.0; t/

375
(5.50)

and 264 0 0 0
0 0 0
0 0 0
1 �c2 �c3

375
24 f�1

0 0 f�2

0 ei.��3�2/ 0 0

0 0 ei.��4�2/ 0

35
264 1

3

4

2

375
D �

264 0 0 0
0 0 0
0 0 0
1 �c2 �c3:

375
264 @2

xI 2
3
F1.0; t/

@2
xI 2

3
F2.0; t/

@2
xI 2

3
F3.0; t/

375 :
(5.51)
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It follows that, 2664
d�1

�a2e
i��3 0 d�2

d�1
0 �a3e

i��4 d�2

0 0 0 0
0 0 0 0

3775
264 1

3

4

2

375
D �

264 F1.0; t/ � a2F2.0; t/
F1.0; t/ � a3F3.0; t/

0
0

375 :
(5.52)

264 0 0 0 0
0 0 0 0

e�1
�b2e

i�.�3�1/ �b3e
i�.�4�1/ e�2

0 0 0 0

375
264 1

3

4

2

375
D �

2664
0
0

@xI 1
3
F1.0; t/ � b2@xI 1

3
F2.0; t/ � b3@xI 1

3
F3.0; t/

0

3775
(5.53)

and 264 0 0 0 0
0 0 0 0
0 0 0 0

f�1
�c2e

i�.�3�2/ �c3e
i�.�4�2/ f�2

375
264 1

3

4

2

375
D �

2664
0
0
0

@2
xI 2

3
F1.0; t/ � c2@

2
xI 2

3
F2.0; t/ � c3@

2
xI 2

3
F3.0; t/

3775 :
(5.54)

From (5.52), (5.53) and (5.54) we need to obtain functions i (i D 1; 2; 3; 4) and
parameters �i .i D 1; 2; 3; 4/ satisfying2664

d�1
�a2e

i��3 0 d�2

d�1
0 �a3e

i��4 d�1

e�1
�b2e

i�.�3�1/ �b3e
i�.�4�1/ e�2

f�1
�c2e

i�.�3�2/ �c3e
i�.�4�2/ f�2

3775
264 1

3

4

2

375

D �

2664
F1.0; t/ � a2F2.0; t/
F1.0; t/ � a3F3.0; t/

@xI 1
3
F1.0; t/ � b2@xI 1

3
F2.0; t/ � b3@xI 1

3
F3.0; t/

@2
xI 2

3
F1.0; t/ � c2@

2
xI 2

3
F2.0; t/ � c3@

2
xI 2

3
F3.0; t/

3775 :
(5.55)
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We denote a simplified notation of (5.55) as

M.�1; �2; �3; �4/ D F; (5.56)

where M.�1; �2; �3; �4/ is the first matrix that appears in (5.55),  is the matrix column
given by vector .1; 2; 3; 4/ and F is the last matrix in (5.55). By using the hypothesis
of Theorem 5.1 we fix parameters �i , for i D 1; 2; 3; 4 such that

maxfs � 1; 0g < �i .s/ < min
�
s C

1

2
;
1

2

�
: (5.57)

and the matrix M.�1; �2; �3; �4/ is invertible.
Step 2. We will define the truncated integral operator and the appropriate func-

tions space.
Given s as in the hypothesis of Theorem 5.1 we fix the parameters �i and the functions

i .i D 1; 2; 3; 4/ chosen as in the Step 1. Let b D b.s/ < 1
2
and ˛.b/ > 1=2 such that

the estimates given in Lemma 5.1 are valid.
Define the operator

� D .�1; �2; �3/ (5.58)
where

�1u.x; t/ D  .t/V�1
� 1.x; t/C  .t/V�2

� 2.x; t/C F1.x; t/;

�2v.x; t/ D  .t/V�3

C 3.x; t/C F2.x; t/;

�3w.x; t/ D  .t/V�4

C 4.x; t/C F3.x; t/;

where

F1.x; t/ D  .t/.eit@3
xeu0 C K.uux/.x; t//;

F2.x; t/ D  .t/.eit@3
xev0 C K.vvx/.x; t//;

F3.x; t/ D  .t/.eit@3
xew0 C K.wwx/.x; t//:

We consider � on the Banach space Z.s/ D Z1.s/ �Z2.s/ �Z3.s/, where

Zi .s/ Dfw 2 C.Rt IH
s.Rx// \ C.Rx IH

sC1
3 .Rt // \X s;b

\ V ˛
I

wx 2 C.Rx IH
s
3 .Rt //; wxx 2 C.Rx IH

s�1
3 .Rt //g .i D 1; 2; 3/;

with norm
k.u; v; w/kZ.s/ D kukZ1.s/ C kvkZ2.s/ C kwkZ3.s/;

where
kukZi .s/ DkukC.Rt IH s.Rx// C kuk

C.Rx IH
sC1

3 .Rt //
C kukXs;b C kukV ˛

C kuxk
C.Rx IH

s
3 .Rt //

C kuxxk
C.Rx IH

s�1
3 .Rt //

:
(5.59)
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Step 3. We will prove that the functions V�1
� 1.x; t/;

V�2
� 2.x; t/, V�3

C 1.x; t/ and V�4
� 4.x; t/ are well defined.

By Lemma (5.6) it suffices to show that these functions are in the closure of the spaces
C1

0 .RC/. By using expression (5.55) we see that the functions i .i D 1; 2; 3; 4/ are lin-
ear combinations of the functionsF1.0; t/�a2F2.0; t/; F1.0; t/�a3F3.0; t/; @xI 1

3
F1.0; t/�

b2@xI 1
3
F2.0; t/�b3@xI 1

3
F3.0; t/ and @2

xI 2
3
F1.0; t/�c2@

2
xI 2

3
F2.0; t/�c3@

2
xI 2

3
F3.0; t/:

Thus, we need to show that the functions Fi .0; t/; @xI 1
3
Fi .0; t/; @

2
xI 2

3
Fi .0; t/ are in ap-

propriate spaces. By using Lemmas 5.2, 5.6, 5.7 and 5.1 we obtain

kF1.0; t/k
H

sC1
3 .RC/

⩽ c.ku0kH s.RC/ C kuk
2
Xs;b C kuk

2
Y ˛ /; (5.60)

kF2.0; t/k
H

sC1
3 .RC/

⩽ c.kv0kH s.RC/ C kvk
2
Xs;b C kvk

2
Y ˛ /; (5.61)

kF3.0; t/k
H

sC1
3 .RC/

⩽ c.kw0kH s.RC/ C kwk
2
Xs;b C kwk

2
Y ˛ /: (5.62)

If �
1
2
< s < 1

2
we have that 1

6
< sC1

3
< 1

2
. Thus Lemma B.1 implies thatH

sC1
3 .RC/ D

H
sC1

3

0 .RC/. It follows that Fi .0; t/ 2 H
sC1

3

0 .RC/ .for i D 1; 2; 3/ for �
1
2
< s < 1

2
:

If 1
2
< s < 3

2
, then 1

2
< sC1

3
< 5

6
. Using the compatibility condition (5.19) we have

that
F1.0; 0/ � a2F2.0; 0/ D u.0; 0/ � a2v.0; 0/ D u0.0/ � a2v0.0/ D 0;

F1.0; 0/ � a3F3.0; 0/ D u.0; 0/ � a3w.0; 0/ D u0.0/ � a3w0.0/ D 0:

Then Lemma B.2 implies

F1.0; t/ � a22F2.0; t/ 2 H
sC1

3

0 .RC/;

F1.0; t/ � a3F3.0; t/ 2 H
sC1

3

0 .RC/

(5.63)

Now using Lemmas 5.2, 5.6, 5.7 and 5.1 we see that

k@xF1.0; t/k
H

s
3 .RC/

⩽ c.ku0kH s.RC/ C kuk
2
Xs;b C kuk

2
Y ˛ /;

k@xF2.0; t/k
H

s
3 .RC/

⩽ c.kv0kH s.RC/ C kvk
2
Xs;b C kvk

2
Y ˛ /;

k@xF3.0; t/k
H

s
3 .RC/

⩽ c.kw0kH s.RC/ C kwk
2
Xs;b C kwk

2
Y ˛ /:

Since �
1
2
< s < 3

2
we have �

1
6
< s

3
< 1

2
, then Lemma B.1 implies that the functions

@xFi .0; t/ 2 H
s
3

0 .R
C/, for i D 1; 2; 3; 4. Then using Lemma A.14 we have that

k@xI 1
3
F1.0; t/k

H
sC1

3
0

.RC/

⩽ c.ku0kH s.RC/ C kuk
2
Xs;b C kuk

2
Y ˛ /;
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k@xI 1
3
F2.0; t/k

H
sC1

3
0

.RC/

⩽ c.kv0kH s.RC/ C kvk
2
Xs;b C kvk

2
Y ˛ /;

k@xI 1
3
F3.0; t/k

H
sC1

3
0

.RC/

⩽ c.kw0kH s.RC/ C kwk
2
Xs;b C kwk

2
Y ˛ /:

Thus, we have

@xI 1
3
F1.0; t/ � b2@xI 1

3
F2.0; t/ � b3@xI 1

3
F3.0; t/ 2 H

sC1
3

0 .RC/: (5.64)

In the same way we can obtain

k@2
xI 2

3
F1.0; t/k

H
sC1

3
0

.RC/

⩽ c.ku0kH s.RC/ C kuk
2
Xs;b C kuk

2
Y ˛ /;

k@2
xI 2

3
F2.0; t/k

H
sC1

3
0

.RC/

⩽ c.kv0kH s.RC/ C kvk
2
Xs;b C kvk

2
Y ˛ /;

k@2
xI 2

3
F3.0; t/k

H
sC1

3
0

.RC/

⩽ c.kw0kH s.RC/ C kwk
2
Xs;b C kwk

2
Y ˛ /:

It follows that

@2
xI 2

3
F1.0; t/ � c2@

2
xI 2

3
F2.0; t/ � c3@xI 2

3
F3.0; t/ 2 H

s�1
3

0 .RC/: (5.65)

Thus, (5.63), (5.64) and (5.65) imply that the functionsV�1
� 1.x; t/,V�2

� 2.x; t/,V�3

C 1.x; t/

and V�4
� 4.x; t/ are well defined.

Step 4. We will obtain a fixed point for � in a ball of Z.
Using Lemmas A.14, 5.2, 5.6, 5.7 and 5.1 we obtain

k�.u2; v2; w2/ ��.u1; v1; w1/kZ

⩽ c.k.u2; v2; w2/kZ C k.u1; v1; w1/kZ/k.u2; v2; w2/ � .u1; v1; w1/kZ

(5.66)

and

k�.u; v; w/kZ ⩽ c.ku0kH s.RC/ C kv0kH s.RC/ C kw0kH s.RC/

C kuk
2
Xs;b C kuk

2
Y ˛ C kvk

2
Xs;b C kvk

2
Y ˛ C kwk

2
Xs;b C kwk

2
Y ˛ /:

(5.67)

By taking ku0kH s.RC/ C kv0kH s.RC/ C kw0kH s.RC < ı for ı > 0 suitable small, we
obtain a fixed point �.eu;ev; ew/ D .eu;ev; ew/ in a ball

B D f.u; v; w/ 2 Z; k.u; v; w/kZ ⩽ 2cıg:

It follows that the restriction

.u; v; w/ D .euˇ̌
R��.0;1/

;evˇ̌
RC�.0;1/

; ewˇ̌
RC�.0;1/

/ (5.68)
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solves the Cauchy problem (5.1)-(5.2) with 1 boundary conditions in the sense of distribu-
tions.

Existence of solutions for any data inH s.Y/ follows by the standard scaling argument.
Suppose we are given dataeu0;ev0 and ew0 with arbitrary size for the Cauchy problem (5.1)-
(5.2) with 1 boundary conditions. For � << 1 (to be selected after) define u0.x/ D

�2eu0.�x/; v0.x/ D �2ev0.�x/ and w0.x/ D �2ew0.�x/. Taking � sufficiently small so
that

ku0kH s C kv0kH s C kw0kH s

⩽ �
3
2 .1C �s/.keu0kH s.RC/ C kev0kH s.RC/ C kew0kH s.RC//

< ı:

Then using the previous argument, there exists a solution u.x; t/ for the problem (5.1)-
(5.2), with type 1 boundary conditions, on 0 ⩽ t ⩽ 1. Theneu.x; t/ D ��2u.��1x; ��3/
solves the Cauchy problem for initial data zu0; zv0 and zw0 on time interval 0 ⩽ t ⩽ �3.

Step 5. Proof of locally Lipschitz continuity of map data-to-solution.
Let f.u0n; v0n; w0;n/gn2f1;2g two initial data in H s.Y/ such that ku0nk C kv0nk C

kw0nk < ı, .i D 1; 2/ where ı is sufficiently small.
Let .un; vn; wn/ .n D 1; 2/ the solution of Cauchy problem (5.1)-(5.2) with 1 bound-

ary condition on the space C.Œ0; 1� W H s.Y// with initial data .u0n; v0n; w0n/. According
to Step 4 the lifespans of these solutions is Œ0; 1�.

By using the arguments used in Step 4 we have that

k.u2; v2; w2/ � .u1; v1; w1/kZjŒ0;1�

⩽ ck.u02; v02; w02/ � .u01; v01; w01/kH s.Y/C

c.k.u2; v2; w2/C .u1; v1; w1/kZjŒ0;1�/k.u2; v2; w2/ � .u1; v1; w1/kZjŒ0;1�;

where ZjŒ0;1� denotes the restrictions of functions of Z in the interval Œ0; 1�: In a ball of
ZjŒ0;1� we have that

k.u2; v2; w2/�.u1; v1; w1/kZjŒ0;1�

⩽ ck.u01; v02; w02/ � .u01; v01; w01/kH s.Y/:
(5.69)

which completes the proof for small data assumptions. The local Lipschitz continuity for
any data can be showed by a scaling argument.

5.5 Proof of Corollary 5.1
By using Theorem 5.1 given a regularity index s it suffices to get scalars �i .s/ satis-

fying (5.24) such that the matrix M.�1; �2; �3; �4/ given by (5.22) is invertible. These
choices of scalars is a crucial point to get Corollary 5.1. We will divide this analysis in 2
cases.
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Case 1. Regularity: �
1
2 < s < 1; for s ¤

1
2 .

Taking �i D 0 for i D 1; 3; 4 and 0 < �2 D
3
�
� << 1, a simple computations gives

that the determinant of M is given by

detM
�
0;
3

�
�; 0; 0

�
D 2

p
3 ˛2 ˛3 sin.�/

�
1C

1

˛2
2

C
1

˛2
3

C
ˇ3

˛3

C
ˇ2

˛2

�
¤ 0;

(5.70)

where we have used the hypothesis of Corollary 5.1 about the parameters ˛i and ˇi (i 2

f1; 2g), and the fact 0 < � << 1. Note that the condition (5.24) given in Theorem 5.1 is
not valid for � D 0. Then, by a continuity argument we will take the parameters �i .i D

1; 3; 4/ close to zero. In fact, for fixed ˛2; ˛3; ˇ3 and ˇ4 satisfying the hypothesis, we have
that the function � 7! detM.�; 3

�
�; �; �/ is continuous from R to C. It follows that there

exists a positive number ı.�/ << 1, depending of �, such that detM.�; 3�
�
; �; �/ ¤ 0, for

0 < � < ı.
Thus, given �

1
2
< s < 1 we can choice .�1; �2; �3; �4/ D .�; 3

�
�; �; �/ satisfying

0 <
3�

2�
< minfs C

1

2
;
1

2
g

0 < � < min
�
ı.�/; s C

1

2

�
:

(5.71)

Note that with this choice the all hypothesis of Theorem 5.1 part (i) are valid and the proof
of Corollary 5.1 on the Case 1 is complete.

Case 2. Regularity: 1 ⩽ s < 3
2 :

Taking �i D
1
2
for i D 1; 3; 4 and 0 < �2 D

1
2

�
3�
�
, for 0 < � << 1. A simple

calculation shows that the determinant is given by

detM
�
1

2
;
1

2
�
3�

�
;
1

2
;
1

2

�
D 2

p
3 ˛2 ˛3 sin.�/

�
1C

1

˛2
2

C
1

˛2
3

C
ˇ3

˛3

C
ˇ2

˛2

�
¤ 0;

(5.72)

where we have used the hypothesis 1

˛2
2

C
1

˛2
3

C
ˇ3

˛3
C

ˇ2

˛2
¤ �1 and the fact 0 < � << 1.

As the estimate condition (5.24) in part (i) of Theorem (5.1) is not valid for � D
1
2
,

then we shall make a few perturbation in �.
For fixed ˛2; ˛3; ˇ3 and ˇ4 satisfying the hypothesis, we have that the function � 7!

detM.�; 1 �
3
�
�; �; �/ is continuous from R to C. It follows that there exists a positive
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number ı.�/ << 1, depending of �, such that detM.�; 1
2

�
3
2
�; �; �/ ¤ 0, for 0 < 1

2
�� <

ı.
Thus, given 1 < s < 3

2
we can choice

.�1; �2; �3; �4/ D .�;
1

2
�
3

�
�; �; �/

satisfying

s � 1 <
1

2
�
3�

�
< s C

1

2
;

max
�
s � 1;

1

2
� ı

�
< � < s C

1

2
:

(5.73)

This finish the proof of Corollary 5.1.

5.6 Proof of Corollary 5.2

For the regularity�
1
2
< s < 1 the result follows a similar idea of the proof of Corollary

5.1, by using the fact

detM
�
0;
3

�
�; 0; 0

�
D 2

p
3˛2˛3sin.�/

�
1C

1

˛2
2

C
1

˛2
3

C
ˇ3

˛3

C
ˇ2

˛2

�
¤ 0;

Similarly, the case 1 ⩽ s < 3
2
with s ¤

1
2
follows from the fact

detM
�
1

2
;
1

2
�
3�

�
;
1

2
;
1

2

�
D 2

p
3˛2˛3sin.�/

�
1C

1

˛2
2

C
1

˛2
3

C
ˇ3

˛3

C
ˇ2

˛2

�
¤ 0:



6 The Nonlinear
Schrödinger
Equation on
Star Graphs

In this Chapter we study the local and global well-posedness problem on a star graph
G of the initial value problem for the nonlinear Schrödinger models

i@tU.t; x/ � AU.t; x/C F.U.t; x// D 0; (6.1)

for specific choice of A and the nonlinearity F, in such a way to be used in our study of
the stability of standing wave solution in Chapter 10.

The self-adjoint operator A will be for V D .vj /
N
iD1 2 G defined as

.AV/.x/ D .�v00
j .x//

N
iD1; x > 0

with D.A/ determined by the ı and ı0 interactions in (4.1) and (10.39). The nonlinearity
being F.U/ D jUjp�1U, p > 1, and F.U/ D UlogjUj2. Thus by the Stone’s Theorem we
have that the linear flow, W.t/, associated to (6.1) is determined by the unitary group on
L2.G/,

W.t/ D e�itA:

To determine a explicit formulation for the group fW.t/gt2R is not an easy job, because on
a star graph we do not have the useful tools of Fourier analysis (Fourier transform), thus
we need to use an abstract approach based on the functional calculus of operators (see
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Dunford and Schwartz (1988)). Moreover, the boundary conditions on the vertex � D 0
will produce different behavior of the group.

For more general coupling conditions for the Schrödinger model (6.1) on a star graph
such as that given by Nevanlinna pairs (see subsection 3.1.6), local well-posedness theo-
ries in either L2.G/ or in the energy space generated by these ones coupling conditions, it
can seen in Theorem B and Theorem C of Grecu and Ignat (2019).

6.1 Local well-posedness for the NLS-ı
Next we establish our local well-posedness result in the space

E.G/ D f.vj /
N
j D1 2 H 1.G/ W v1.0/ D ::: D vN .0/g;

for (6.1) with F.U/ D jUjp�1U, p > 1, A D H˛
ı
and D.H˛

ı
/ being defined in (4.1).

We note that E.G/ emerges naturally as being the energy space associated to the NLS-ı
equation.

Theorem 6.1. Let p > 1. Then for any U0 2 E.G/ there exists T > 0 such that equation
(4.2) has a unique solutionU 2 C.Œ�T; T �; E.G//\C 1.Œ�T; T �; E 0.G// satisfyingU.0/ D

U0. For each T0 2 .0; T / the mapping U0 2 E.G/ ! U 2 C.Œ�T0; T0�; E.G//; is
continuous. In particular, for p > 2 this mapping is at least of class C 2. Moreover, for
m 2 N,

L2
m.G/ � fV 2 L2.G/ W v1.x/ D ::: D vm.x/; vmC1.x/ D ::: D vN .x/g;

and Em.G/ D E.G/ \ L2
m.G/, we have for U0 2 Em.G/ that U.t/ 2 Em.G/ for all

t 2 Œ�T; T �.

We divide the proof of Theorem 6.1 in several Lemmas. First, we establish an expres-
sion for the unitary group associated to NLS-ı model as well as a commutator property.

Lemma 6.1. Let fe�itH˛
ı gt2R be the family of unitary operators associated to NLS-ı

model (4.2), ˛ > 0. Then, for every V D .vj /
N
iD1 2 H 1.G/ we have

@x.e
�itH˛

ı V/ D �e�itH˛
ı V0

C B.V0/; (6.2)

where B.V0/ D .2eit@2
x zvj /

N
j D1, with

zvj .x/ D

�
v0

j .x/; x ⩾ 0;

0; x < 0
;

and eit@2
x is the unitary group associated with the free Schrödinger operator on R.
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Proof. Let ˛ > 0. Using functional calculus for unbounded self-adjoint operators and the
classical expression for the resolvent of�

d2

dx2 on the positive half-line we get the formulas

e�itH˛
ı V.x/ D

i
�

ˆ 1

�1

e�it�2

�Ri�V.x/d�; (6.3)

where the resolvent R�V D .H˛
ı

C �2I /�1V has the components

.R�V/j .x/ D zcj e
��x

C
1

2�

ˆ 1

0

vj .y/e
�jx�yj�dy: (6.4)

The coefficients zcj are determined by the condition R�V 2 D˛;ı in (4.1). Thus, from
section 3.1 (Nevanlinna pairs) we need to have the relation

AV.0/C BV0.0/ D 0;

where A and B are defined in (3.54). Let

tj .�/ D
1

2

ˆ 1

0

vj .y/e
��ydy;

then from (6.4) we get .R�V/j .0/ D zcj C
1
�
tj .�/ and @x Œ.R�V/j �.0/ D ��zcj C tj .�/.

Therefore, .zcj /
N
j D1 is the unique solution to the system

M

0BBBB@
zc1

:::

zcN

1CCCCAD�
1

�

0BBBBBBB@

t1.�/ � t2.�/
:::

tN �1.�/ � tN .�/

. ˛
N

� �/
NP

j D1

tj .�/

1CCCCCCCA (6.5)

with

M D

0BBBB@
1 �1 0 ::: 0
0 1 �1 ::: 0
:::

:::
:::

:::
0 0 0 ::: �1

˛
N

C � ˛
N

C � ˛
N

C � ::: ˛
N

C �

1CCCCA : (6.6)

Below we find R�V0. Suppose initially that vj 2 C1
0 .RC/, 1 ⩽ j ⩽ N , then there

are coefficients zdj such that

.R�V0/j .x/ D zdj e
��x

C
1

2�

ˆ 1

0

v0
j .y/e

��jx�yjdy

D zdj e
��x

�
1

2

ˆ 1

0

vj .y/sign.x � y/e��jx�yjdy;

(6.7)
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where in the last equalitywe have used integration by parts. Thus, we obtain .R�V 0/j .0/ D

zdj C tj .�/. Moreover, since

@x.R�V0/j .x/ D �� zdj e
��x

�
1

2

ˆ 1

0

v0
j .y/sign.x � y/e��jx�yjdy;

it follows from integration by parts @x.R�V0/j .0/ D �� zdj C �tj .�/. Hence from the
uniqueness of solution to system (6.6) it follows that R�V0 2 D˛;ı iff zdj D �zcj . There-
fore, we obtain from (6.4) and the second equality in (6.7)

@x.R�V/j .x/ D �.R�V0/j .x/ �

ˆ 1

0

vj .y/sign.x � y/e��jx�yjdy

D �.R�V0/j .x/C
1

�

ˆ 1

0

v0
j .y/e

��jx�yjdy:

Thus, from representation (6.3) we get

@x.e
�itHı

˛V/ D �e�itHı
˛V0

C B.V0/;

where
.B.V0//j .x/ D

1

�

ˆ 1

�1

e�it�2

ˆ 1

0

v0
j .y/e

�i� jx�yjdyd�:

Belowwe findB.V0/. It is well-known that eit@2
x can be represented as eit@2

x� D St ��,
where bSt .�/ D e�it�2 . Since for t ¤ 0 and x 2 R

St .x/ D
1

2�

ˆ 1

�1

e�it�2

ei�xd� D
1

2�

p
�

p
�t
ei�=4ei x2

4t D

� 1

4�it

�1=2

ei x2

4t ;

it follows for
�.x/ D

�
v0

j .x/; x ⩾ 0;

0; x < 0;

that

I �
1

�

ˆ 1

�1

e�it�2

ˆ 1

�1

�.y/�Œ0;x�.y/e
i�.y�x/dyd�

D2

ˆ 1

�1

�.y/�Œ0;C1/.x � y/St .x � y/dy D 2.�Œ0;C1/St / � �.x/:

(6.8)

Similarly,

II �
1

�

ˆ 1

�1

e�it�2

ˆ 1

�1

�.y/�Œx;C1/.y/e
i�.x�y/dyd�

D2.�.�1;0�/St / � �.x/:

(6.9)
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Thus, from (6.8)-(6.9) we have

.B.V0//j .x/ D I C II D 2St � �.x/ D 2eit@2
x�.x/:

Hence relation (6.2) follows provided that each component of V has compact support. The
general case follows from a density argument.

Remark 6.1. The case ˛ < 0 in Lemma 6.1 deserve a little care when being studied.
Indeed, from spectral theory we have for any V 2 L2.G/ that

e�itH˛
ı V D e�itH˛

ı PcV C e�itH˛
ı PpV;

where Pc and Pp are L2-orthogonal projections onto the subspaces corresponding to the
continuous (essential in our case) and the discrete spectral part of H˛

ı
. For ˛ > 0, we have

�c.H˛
ı / D Œ0;1/ and �p.H˛

ı / D ;;

therefore Pp � 0 and PcV D V and so formula (6.2) is obtained. For ˛ < 0, we have

�c.H˛
ı / D Œ0;1/ and �p.H˛

ı / D fz0g D f�
˛2

N 2
g (6.10)

where the corresponding eigenfunction for z0 is Vz0
.x/ D .e

˛
N x/Nj D1, and therefore

e�itH˛
ı PpV D eitz2

0 .V;Vz0
/Vz0

. In this case the formula (6.3) takes the form

e�itH˛
ı V.x/ D

i
�

ˆ 1

�1

e�it�2

�Ri�V.x/d� C eitz2
0 .V;Vz0

/Vz0
.x/: (6.11)

Then, formula (6.2) is transformed for ˛ < 0 and V D .vj /
N
iD1 2 H 1.G/ as

@x.e
�itH˛

ı V/ D �e�itH˛
ı V0

C B.V0/C eitz2
0 .V;Vz0

/V0
z0
: (6.12)

The proof of the spectral properties of H˛
ı
(continuous spectrum and discrete spectrum

characterization) follows from Theorem 3.13.

Lemma 6.2. The family of unitary operators fe�itH˛
ı gt2R on L2.G/ preserves the space

E.G/, i.e. for V 2 E.G/ we have e�itH˛
ı V 2 E.G/.

Proof. Assume ˛ > 0. Let V 2 E.G/, then it follows from (6.2) that e�itH˛
ı V 2 H 1.G/.

Further, since R�V 2 D˛;ı , we get from (6.3) the equality .e�itH˛
ı V/1.0/ D ::: D

.e�itH˛
ı V/N .0/. The case ˛ < 0 follows from (6.11) and (6.12) .

Proof of Theorem 6.1. The local well-posedness result in E.G/ follows from standard
arguments of the Banach fixed point theorem applied to non-linear Schrödinger equations
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(see Cazenave (2003)). We will give the sketch of the proof for the case ˛ > 0. Consider
the mapping JU0

W C.Œ�T; T �; E.G// �! C.Œ�T; T �; E.G// given by

JU0
ŒU�.t/ D e�itH˛

ı U0 C i

ˆ t

0

e�i.t�s/H˛
ı jU.s/jp�1U.s/ds;

where e�itH˛
ı is the unitary group given by (6.3). One needs to show that the mapping JU0

is well-defined ( we note immediate that the nonlinearity satisfies the continuity condition
at the graph vertex � D 0). Next, we estimate the nonlinear term jU.s/jp�1U.s/. Using
the one-dimensional Gagliardo-Nirenberg inequality one may show (see formula (2.2))

kUkq ⩽ CkU0
k

1
2 � 1

q kUk
1
2 C 1

q ; q > 2; C > 0: (6.13)

Using (6.13), the relation j.jf jp�1f /0j ⩽ C0jf jp�1jf 0j and Hölder’s inequality, we ob-
tain for U 2 H 1.G/

jjUj
p�1UjjH 1.G/ ⩽ C1jjUjj

p

H 1.G/
: (6.14)

Let U0;U 2 E.G/, then from Lemmas 6.1-6.2 and (6.14) it follows that JU0
ŒU�.t/ 2 E.G/.

Moreover, using (6.2), (6.14), L2-unitarity of e�itH˛
ı and eit@2

x , we get

jjJU0
ŒU�.t/jjH 1.G/ ⩽ C2jjU0jjH 1.G/ C C3T sup

s2Œ0;T �

jjU.s/jjp
H 1.G/

;

where the positive constants C2; C3 do not depend on U0. The continuity and contraction
property of JU0

are proved in a standard way. Therefore, we obtain the existence of a
unique solution to the Cauchy problem associated to (4.2) on E.G/.

Next, we recall that the argument based on the contraction mapping principle above
has the advantage that if F.U;U/ D jUjp�1U has a specific regularity, then it is inherited
by the mapping data-solution. In particular, following the ideas in the proof of Angulo
and Goloshchapova (2018), we consider for .V0;V/ 2 B.U0I �/ � C.Œ�T; T �; E.G// the
mapping

� .V0;V/.t/ D V.t/ � JV0
ŒV�.t/; t 2 Œ�T; T �:

Then � .U0;U/.t/ D 0 for all t 2 Œ�T; T �. For p � 1 being an even integer, F.U;U/ is
smooth, and therefore � is smooth. Hence, using the arguments applied for obtaining the
local well-posedness in E.G/ above, we can show that the operator @V� .U0;U/ is one-to-
one and onto. Thus, by the Implicit Function Theorem there exists a smooth mapping� W

B.U0I ı/ ! C.Œ�T; T �; E.G// such that � .V0; �.V0// D 0 for all V0 2 B.U0I ı/. This
argument establishes the smoothness property of the mapping data-solution associated to
equation (4.3) when p � 1 is an even integer.

If p � 1 is not an even integer and p > 2, then F.U;U/ is C Œp�-function, and conse-
quently the mapping data-solution is of class C Œp� (see Linares and Ponce (2009, Remark
5.7)). Therefore, for p > 2 we conclude that the mapping data-solution is at least of class
C 2.
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Next, we show that the unitary group e�itH˛
ı preserves the subspace Em.G/. Indeed,

let V D .vj / 2 Em.G/, then we obtain t1.�/ D ::: D tm.�/ and tmC1.�/ D ::: D tN .�/,
where

tj .�/ D
1

2

ˆ 1

0

vj .y/e
��ydy:

Hence, from (6.6) it follows zc1 D ::: D zcm and zcmC1 D ::: D zcN . Thus, by (6.3) we get
e�itH˛

ı V 2 Em.G/. Lastly, the well-posedness in Em.G/ follows from the uniqueness of
the solution to the Cauchy problem in E.G/ and the invariance of the space Em.G/ for the
unitary group e�itH˛

ı shown above.

The following global well-posedness result for the NLS-ı model is an immediate con-
sequence of Theorem 6.1 and the existence of the conservation of charge and energy , i.e.,
for V D .vj /

N
j D1 2 E.G/ the quantities

E˛.V/ D
1
2
jjV0

jj
2

�
1

pC1
jjVjj

pC1
pC1 C

˛
2

jv1.0/j
2 ;

and
Q.U.t// D jjU.t/jj2;

satisfyQ.U.t// D jjU0jj2 and E˛.U.t// D E˛.U0/, for t 2 Œ�T; T �.

Theorem 6.2. Let 1 < p < 5. Then for any U0 2 E.G/, equation (4.2) has a unique
global solution U 2 C.R; E.G// \ C 1.R; E 0.G// satisfying U.0/ D U0. Similarly for
U0 2 Ek.G/.

Remark 6.2. .i/ Using the Sobolev embedding theorem, Gagliardo-Nirenberg inequality
(6.13), the above conservation laws, one can see that E˛ W E.G/ ! R is well defined.

.i i/ Observe that E˛ 2 C 2.E.G/;R/ since p > 1. This fact allows us to apply the
results by Ohta (2011) in our instability analysis in Chapter 6.

.i i i/ The property of the data-solution mapping to be of class C 2 for p > 2, it will a
tool for showing that the linear instability property of standing wave solution for (4.2) in
fact to be nonlinear instability (see Chapter 10).

6.2 Local well-posedness for the NLS-ı0

Next we establish our local well-posedness result in the space H 1.G/ for (6.1) with
F.U/ D jUjp�1U, p > 1, A D Hı0

�
and D.Hı0

�
/ being defined in (10.39). We note that

H 1.G/ emerges naturally as being the energy space associated to the NLS-ı0 equation.
Moreover, this space is the natural framework for studying the orbital stability of standing
wave solutions for this model.

First, we establish the following property for the unitary group associated to the NLS-
ı0 model.
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Lemma 6.3. Let fe�itHı0

� gt2R be the family of unitary operators associated to NLS-ı0

model. Then for every V 2 H 1.G/ we have the relation @x.e
�itHı0

� V/ D �e�itHı0

� V0 C

B.V0/, where B.V0/ D .2eit@2
x zvj /

N
j D1, with

zvj .x/ D

�
v0

j .x/; x ⩾ 0;

0; x < 0
;

and eit@2
x is the unitary group associated with the free Schrödinger operator on R.

Proof. The proof repeats the one of Lemma 6.1. The only difference is that ı0-interaction
on G is induced by the following condition

V 2 D.Hı0

� / iff AV.0/C BV0.0/ D 0

where A and B are defined by A D �BK in (3.53) and B D Bı0 in (3.55).

Theorem 6.3. Let p > 1. Then for any U0 2 H 1.G/ there exists T > 0 such that
equation (4.2) has a unique solution U 2 C.Œ�T; T �;H 1.G// \ C 1.Œ�T; T �; ŒH 1.G/�0/
satisfying U.0/ D U0. For each T0 2 .0; T / the mapping U0 2 H 1.G/ ! U 2

C.Œ�T0; T0�;H
1.G//; is continuous. In particular, for p > 2 this mapping is at least

of class C 2.
Moreover, the conservation of energy and charge holds:

E�.U.t// D E�.U0/; and Q.U.t// D jjU.t/jj2 D jjU0jj
2; t 2 Œ�T; T �;

where the energy E� is defined for V D .vj /
N
j D1 2 H 1.G/ by

E�.V/ D
1
2
jjV0

jj
2

�
1

pC1
jjVjj

pC1
pC1 C

1
2�

ˇ̌̌ NX
j D1

vj .0/
ˇ̌̌2
:

Consequently, for 1 < p < 5, we can choose T D C1.

Proof. The prove repeats the one of Theorem6.1. In particular, it essentially uses Lemma 6.3
and the Banach contraction theorem.

Remark 6.3. Analogously to the case of NLS-ı equation the following equality holds

e�itH�
ı0V D e�itH�

ı0 PcV C e�itH�
ı0 PpV:

Similarly, for � > 0, we have �c.H�
ı0/ D Œ0;1/ and �p.H�

ı0/ D ;, therefore Pp D 0.
For � < 0, �c.H�

ı0/ D Œ0;1/ and �p.H�
ı0/ D fz0g D f�

N 2

�2 g, where the corresponding
eigenfunction is Vz0

.x/ D .e
N
�

x/Nj D1, and therefore e
�itH�

ı0 PpV D eitz2
0 .V;Vz0

/Vz0
.
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The proof of the spectral properties of H�
ı0 can be obtained via the one of Albeve-

rio, Gesztesy, et al. 1988, Theorem 4.3 for the case of the Schrödinger operator with ı0-
interaction on the line. But, by using the extension theory in Chapter 3, we can describe the
spectrum for � < 0 seeing H�

ı0 as the self-adjoint extension of the symmetric non-negative
operator .L0

0;D.L0
0// defined in Theorem 3.7 with deficiency indices n˙.L0

0/ D 1 and
then to apply Theorem 3.11 (see also Example 1 in subsection 3.1.5 and the Nevanlinna
pairs approach in subsection 3.1.6).

6.3 Global well-posedness for NLS-log-ı

Next we establish a global well-posedness result for (6.1) with F.U/ D ULogjUj2,
A D H˛

ı
andD.H˛

ı
/ being defined in (4.1).

In this case the natural space of energy is less immediate than in the two cases above.
On G we define the following weighted Hilbert spaces

W j .G/ D

NM
j D1

W j .RC/; W j .RC/ D ff 2 H j .RC/ W xjf 2 L2.RC/g;

W
j

k
.G/ D W j .G/ \ L2

m.G/; j 2 f1; 2g;

and the Banach space

W.G/ D

NM
j D1

W.RC/; W.RC/ D ff 2 H 1.RC/ W jf j
2Logjf j

2
2 L1.RC/g:

In particular,WE.G/ � W.G/\E.G/,W 1
E .G/ � W 1.G/\E.G/, andW 1

E;k
.G/ � W 1

E .G/\
L2

k
.G/.
We are interested in the global well-posedness theory for the NLS-log-ı model in the

space W 1
E .G/ because of our stability theory for the Gaussian tail and bump profiles in

(7.18) to be given in Chapter 10.
In (Ardila 2017) the followingwell-posedness result inWE.G/was proved (see Angulo

and Goloshchapova (2017b)).

Proposition 6.1. For any U0 2 WE.G/ there is a unique solution

U 2 C.R;WE.G// \ C 1.R;W 0
E.G//

of (10.53) such that U.0/ D U0 and sup
t2R

jjU.t/jjWE .G/ < 1. Furthermore, the conser-

vation of energy and charge holds, that is,

E˛;log.U.t// D E˛;log.U0/; and Q.U.t// D jjU.t/jj2 D jjU0jj
2;
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where the energy E˛;log is defined for V D .vj /
N
j D1 2 WE.G/ by

E˛;log.V/ D
1
2
jjV0

jj
2

�
1
2

NX
j D1

ˆ 1

0

jvj j
2Logjvj j

2dx C
˛
2

jv1.0/j
2:

Using the above result, we obtain well-posedness inW 1
E .G/.

Theorem 6.4. IfU0 2 W 1
E .G/, there is a unique solutionU.t/ of (10.53) such thatU.t/ 2

C.R;W 1
E .G// and U.0/ D U0.

Proof. The proof can be found in (Angulo and Goloshchapova 2018). Basically it follows
from Proposition 6.1 and two additional facts. The first one is thatW 1

E .G/ � WE.G/ (see
Angulo and Goloshchapova (2017b, Lemma 3.1)). And the second one is the continuity
of the mapping t 7! jjxU.t/jj2 on R.

We note that the proof of Proposition 6.1 and Theorem 6.4 uses a strategy based on
regularization of the nonlinear term of the NLS-log-ı and convergence of solutions (see
Cazenave (2003)). Therefore the Banach contraction theorem is not used. As will be seen
in our study of the orbital stability theory of standing wave solutions for models in (6.1)
(Chapter 10, Remarks 10.1 and 10.7), this type of situation can put a “smokescreen” to a
full picture about the nonlinear instability problem.



7 Existence of
Soliton Profiles
on Start Graphs

In this chapter we construct some special solutions for the nonlinear Schrödinger equa-
tion, the Korteweg–de Vries equation and the sine Gordon equation. As described before,
these equations has important applications Soliton and other nonlinear waves in branched
systems appear in different system of condensed matter, Josephson junction networks,
polymers, optics, neuroscience, DNA, blood pressure waves in large arteries or in shallow
water equation to describe a fluid network.

7.1 Existence of standing waves for NLS models on start
graphs

In this section we consider the following vectorial nonlinear Schrödinger equation on
G

i@tU.t; x/ � AU.t; x/C F.U.t; x// D 0; (7.1)

whereU.t; x/ D .uj .t; x//
N
j D1 W R�RC ! CN , the nonlinearity F.U/ satisfies F.ei�U/ D

ei�F.U/, � 2 Œ0; 2�/. The star graph G will be composed byN positive half-lines attached
to the common vertex � D 0, andA is a self-adjoint operator withD.A/ � L2.G/ which
represents the coupling conditions in the graph-vertex (see section 3.1).

Next, we consider the so-called standing wave solutions for (7.1), i.e. the solutions of
the form

U.t; x/ D ei!t˚.x/; (7.2)
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with the profile ˚ 2 D.A/. By substituting this profile in (7.1) with we arrive to the
nonlinear (vectorial) system

A˚ C !˚ � F.˚/ D 0: (7.3)

The equality in (7.3) should be understood in a distributional sense.
In the following for specific self-adjoint operatorsA and nonlinearity F we determine

formulas for the profile˚ . In Chapter 8 we study the stability properties of these solutions.

7.1.1 Standing waves for NLS-ı model

We consider the NLS-ı model in (7.1), namely, F.U/ D jUjp�1U, p > 1, A � Hı
˛

with domainD.Hı
˛/ D D˛;ı and acting for V D .vj /

N
j D1 as

.Hı
˛V/.x/ D .�v00

j .x//
N
j D1; x > 0;

D˛;ı D

n
V 2 H 2.G/ W v1.0/ D ::: D vN .0/;

NX
j D1

v0
j .0/ D ˛v1.0/

o
:

(7.4)

The nonlinearity acts componentwise, i.e. .jUjp�1U/j D juj jp�1uj .
In (Adami, Cacciapuoti, et al. 2014c) was obtained the following description of all

solutions to equation
Hı

˛˚ C !˚ � j˚ j
p�1˚ D 0; (7.5)

Theorem 7.1. Let Œs� denote the integer part of s 2 R, and ˛ ¤ 0. Then equation (7.5) has�
N �1

2

�
C1 (up to permutations of the edges of G) vector solutions˚˛

m D .'˛
m;j /

N
j D1; m D

0; :::;
�

N �1
2

�
, which are given by

'˛
m;j .x/ D

8̂<̂
:
h

.pC1/!
2

sech2
�

.p�1/
p

!

2
x � am

�i 1
p�1

; j D 1; ::; m;h
.pC1/!

2
sech2

�
.p�1/

p
!

2
x C am

�i 1
p�1

; j D mC 1; :::; N;

(7.6)

where
am D tanh�1.

˛

.2m �N/
p
!
/; and ! > ˛2

.N �2m/2 : (7.7)

Remark 7.1. .i/ Note that in the case ˛ < 0 vector ˚˛
m D .'˛

m;j /
N
j D1 has m bumps

and N �m tails. ˚˛
0 is called the N-tail profile. Moreover, the N -tail profile is the only

symmetric (i.e. invariant under permutations of the edges) solution of equation (7.5). In
the case N D 5 we have three types of profiles: 5-tail profile, 4-tail/1-bump profile and
3-tail/2-bump profile. They are demonstrated on Figure 7.1 (from the left to the right).

.i i/ In the case ˛ > 0 vector ˚˛
m D .'˛

m;j /
N
j D1 has m tails and N �m bumps respec-

tively. ˚˛
0 is called the N-bump profile. For N D 5 we have: 5-bump profile, 4-bump/1-

tail profile, 3-bump/ 2-tail profile. They are demonstrated on Figure 7.2 (from the left to
the right).
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Figure 7.1: Bumps and tails for NLS

Figure 7.2: Bumps for NLS

Proof. Let ˚ D .'j /
N
j D1 2 D.Hı

˛/ satisfying the vectorial elliptic system (7.5). Thus
every component of ˚ on every edge must seek L2.0;C1/-solution to the equation

�  00
C ! � j j

p�1 D 0; ! > 0: (7.8)

The most general L2.0;C1/-solution is  .x/ D � s.x � y/ with � 2 C, j� j D 1,
y 2 R and

 s.x/ D

h .p C 1/!

2

i 1
p�1 sech

2
p�1

�p � 1

2

p
!x
�
: (7.9)

Therefore, the components 'j are given by

'j .x/ D �j s.x � yj /: (7.10)

In order to have a solution for (7.5) it is sufficient to impose boundary conditions (7.4).
The continuity condition in (7.4) implies �1 D � � � D �N and yj D ja with j D ˙1
and a > 0. We can consider �1 D 1 without losing generality. Now, we determine j .
The second boundary condition in (7.4) rewrites as

tanh
�p � 1

2

p
!a
� NX

j D1

j D
˛

p
!
: (7.11)
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Equation (7.11) implies that
PN

j D1 j must have the same sign of ˛. Moreover, a choice
of the set fj gN

j D1, condition (7.11) fixes uniquely a. Now, by referring to the bell shape
of the function  s , we say that in the j -th edge there is a bump if yj > 0, that is j D 1;
there is a tail if yj < 0, that is, if j D �1. Thus we choose to index the solutions by the
number j of bumps. Thus, we obtain a unique solution to (7.11) which we call aj . In this
way we arrive at (7.6) and (7.7). This finishes the proof.

It was shown by Adami, Cacciapuoti, et al. (2014b) that for �N
p
! < ˛ < ˛� < 0,

the vector tail-solution ˚˛
0 D .'0;j /

N
j D1, with '0;j D '0;˛ for all j and

'0;˛.x/ D

h .p C 1/!

2
sech2

� .p � 1/
p
!

2
x C tanh�1

�
�˛

N
p
!

��i 1
p�1 (7.12)

it is the ground state associated to (7.5). The parameter ˛� guarantees the minimality of
the action functional

S˛.V/ D
1
2
jjV0

jj
2

C
!
2

jjVjj
2

�
1

pC1
jjVjj

pC1
pC1 C

˛
2

jv1.0/j
2; (7.13)

for V D .vj /
N
j D1 2 E.G/ D fV 2 H 1.G/ W v1.0/ D � � � D vj .0/g, at ˚˛

0 with the
constraint given by the Nehari manifold

N D fV 2 E.G/ n f0g W jjV0
jj

2
C !jjVjj

2
� jjVjj

pC1
pC1 C ˛jv1.0/j

2
D 0g:

Note that˚˛
m 2 N for anym. In (Adami, Cacciapuoti, et al. 2014b) it was proved that

for m ¤ 0 and ˛ < 0 we have

S˛.˚
˛
0 / < S˛.˚

˛
m/ < S˛.˚

˛
mC1/:

This fact justifies the name excited states for the stationary states ˚˛
m; m ¤ 0.

For ˛ > 0 and anym nothing is known about variational properties of the profiles˚˛
m.

In particular, one can easily verify that

S.˚˛
0 / > S.˚˛

m/ > S.˚˛
mC1/; m ¤ 0:

Wewill see in Chapter 8, Theorems 10.2 and 10.3, that when the profile˚˛
m has mixed

structure (i.e. has bumps and tails), they are “almost always” nonlinearly unstable.

7.1.2 Standing waves for NLS-ı0 model

We consider the NLS-ı0 model in (7.1), namely, F.U/ D jUjp�1U, p > 1, A � Hı0

�

with domainD.Hı0

�
/ D D�;ı0 and acting for V D .vj /

N
j D1 as

.Hı0

� V/.x/ D .�v00
j .x//

N
j D1; x > 0;

D�;ı0 D

n
V 2 H 2.G/ W v0

1.0/ D ::: D v0
N .0/;

NX
j D1

vj .0/ D �v0
1.0/

o
:

(7.14)
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Figure 7.3: 5-tail profile for the NLS-ı0 model

Thus, the profile ˚ in the standing wave solution (7.2) satisfies the equation

Hı0

˛ ˚ C !˚ � j˚ j
p�1˚ D 0; (7.15)

The following result establishes a family of continuous tail profiles to equation (7.15)
(see figure 7.1.2 below).

Theorem 7.2. For � < 0 and ! > N 2

�2 , the equation (7.15) has a vector solution ˚�;ı0 D

.'�;j /
N
j D1 under the conditions '�;1 D ::: D '�;N � '�;ı0 and N'�;j .0/ D �'0

�;j
.0/,

with

'�;ı0.x/ D

h .p C 1/!

2
sech2

� .p � 1/
p
!

2
x C tanh�1

�
�N

�
p
!

��i 1
p�1

: (7.16)

Moreover, ˚�;ı0 2 D�;ı0

Proof. The proof follows immediately from (7.8), (7.9) and (7.10).

Remark 7.2. The description of the set of all solutions to the stationary equation (7.15)
is unknown. We note that any L2.0;C1/-solution to (7.15) has the form

˚.x/ D .'j .x//
N
j D1 D .�j s.x C xj //

N
j D1;

where �j 2 C; j�j j D 1, xj 2 R, and 2 defined in (7.9). Hence, denoting tj D tanh.xj /,
from (7.14) we get the relations8̂<̂

:
�1.1 � t1/

1
p�1 t1 D ::: D �N .1 � tN /

1
p�1 tN ;

NP
j D1

�j .1 � tj /
1

p�1 D ��
p
!�1.1 � t1/

1
p�1 t1:
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In (Adami and Noja 2013), for the case of G D R (ı0- interaction on the line), the authors
established the existence of two families (odd and asymmetric) of solutions to (7.15). For
N ⩾ 3, it seems to be very nontrivial problem to determine a complete description of the
solutions to (7.15). Observe that in the case of NLS-ı equation the situation is easier since
the continuity condition '1.0/ D ::: D 'N .0/ implies j'0

1.0/j D ::: D j'0
N .0/j, therefore,

�1 D ::: D �N and xj D ˙a; a > 0:

Wewill see in Chapter 10, Theorem 10.7, the stability properties of the continuous-tail
profile ˚�;ı0 by the flow of the NLS-ı0 model.

7.1.3 Standing waves for NLS-log-ı model

We consider the NLS-log-ı model in (7.1), namely, F.U/ D UlogjUj, A � Hı
˛ with

domain D˛;ı defined in (7.4).
Thus, the profile 	 in the standing wave solution (7.2) satisfies the equation

Hı
˛	 C !	 � 	Logj	 j

2
D 0; (7.17)

The following result establishes all the family of profiles to equation (7.1). The proof
is immediate.

Theorem 7.3. Let ˛ ¤ 0. Then equation (7.17) has
�

N �1
2

�
C 1 vector solutions 	˛

m D

. ˛
m;j /

N
j D1; m D 0; :::;

�
N �1

2

�
; given by

 ˛
m;j .x/ D

8<: e
!C1

2 e
�

.x�am/2

2 ; j D 1; ::; m;

e
!C1

2 e
�

.xCam/2

2 ; j D mC 1; :::; N;

(7.18)

where am D
˛

2m�N
.

We should note that the structure of the profiles that solve (7.17) is similar to the one
in the case of NLS-ı equation (see Remark 7.1). It was proved in (Ardila 2017) that for
˛ < ˛�

log < 0, the vector tail solution 	˛
0 D . ˛;ı/

N
j D1 defined by

 ˛;ı D  ˛
0;j .x/ D e

!C1
2 e

�
.x�

˛
N

/2

2 (7.19)

is the ground state. The condition ˛ < ˛�
Log guarantees constrained minimality of the

following action functional for V 2 WE.G/,

S˛;log.V/ D
1
2
jjV0

jj
2

C
.!C1/

2
jjVjj

2
�

1
2

NX
j D1

ˆ 1

0

jvj j
2Logjvj j

2dxC
˛
2

jv1.0/j
2; (7.20)
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by the constraint given by the Nehari manifold N , namely, V 2 N if and only if V 2

WE.G/ n f0g and

jjV0
jj

2
C !jjVjj

2
�

NX
j D1

ˆ 1

0

jvj j
2Logjvj j

2dx C ˛jv1.0/j
2

D 0:

In (Ardila 2017) the author proved that the standing wave ei!t	˛;ı is orbitally stable in
WE.G/ for ˛ < ˛�

log < 0 and ! 2 R.
We will see in Chapter 10, Theorem 10.8, the stability properties of the continuous tail

and bump profile 	˛
0 , ˛ ¤ 0, by the flow of the NLS-log-ı model.

7.2 Stationary solutions for the Korteweg–de Vries equa-
tion

Next we consider a metric graph G with a structure represented by the set E � E�[EC

where EC and E� are finite or countable collections of semi-infinite edges e parametrized
by .�1; 0/ or .0;C1/, respectively. The half-lines are connected at a unique vertex
� D 0.

The focus of this section is to determined stationary type solutions for the following
vectorial KdV model

@tue.x; t/ D ˛e@
3
xue.x; t/C ˇe@xue.x; t/C 2ue.x; t/@xue.x; t/; (7.21)

e 2 E D E� [ EC, and .˛e/e2E, .ˇe/e2E are two sequences of real numbers. Thus, we are
interested in the existence of solutions of type

.ue.x; t//e2E D .�e.x//e2E

where for e 2 E� the profile �e W .�1; 0/ ! R satisfy �e.�1/ D 0, and for e 2 EC

�e W .0;1/ ! R satisfy �e.C1/ D 0. The existence of profiles of stationary type,
namely, solutions of the following nonlinear elliptic equation

˛e
d2

dx2
�e.x/C ˇe�e.x/C �2

e .x/ D 0; e 2 E; (7.22)

are well know and the profile depend of the soliton associated to the KdV on the full line,

�e.x/ D c.˛e; ˇe/sech
2.d.˛e; ˇe/x C pe/; e 2 E: (7.23)

For instance, for ˛e > 0 and 0 > ˇe, for each e 2 E, we can obtain different family of
profiles satisfying the conditions �e.˙1/ D 0, e 2 E˙. The specific value of the shift pe
will depend which other (or others) condition(s) imposed on the profile �e is determined
on the vertex of the graph � D 0.
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The following subsections give us examples of specific stationary profiles, and also
show the rich variety of these profiles that may emerge for the KdV model on metric
star graphs. The main point in our analysis is to determine which stationary solutions
.�e/e2E with �e defined in (7.23) belong to the domainD.Aext / of some skew-self-adjoint
extension Aext of the Airy operator A0 (see (4.5)).

7.2.1 Stationary solutions for a ı-type interaction on two half-lines

Our first example of solutions for (7.21) will be on a start graph G with a structure
represented by the set E D .�1; 0/[ .0;C1/. We will consider that the profile belongs
to the family of skew-self-adjoint extension .AZ ;D.AZ// of A0 defined in (4.15). Thus,
from Proposition 4.2 we obtain that for �e;Z D .��; �C/ 2 D.AZ/, Z ¤ 0, ˛C D ˛� >
0, ˇC D ˇ� < 0, the profiles �˙ satisfy the same equation in (7.22) and from (7.23) and
for ! D �ˇC > Z2

4
we obtain

�C.x/ D
3!

2
sech2

�p
!

2
x � tanh�1

� Z

2
p
!

��
; x > 0 (7.24)

and ��.x/ � �C.�x/ for x < 0. Since ��.0�/ D �C.0C/ (continuity in zero), we note
the condition

�00
C.0C/ � �00

�.0�/ D
Z2

2
��.0�/CZ�0

�.0�/ (7.25)

in (4.15) is satisfied immediately.
Figures 7.4 and 7.5 below show the profiles of �˙ for Z ¤ 0. For Z < 0 we obtain

the so-called tail profile on the all line and forZ > 0 the so-called bump profile on the all
line. We note that is not difficult to show that the only stationary solutions (modulo sign)
for the KdV model (7.21) and that belong to the domain D.AZ/ in (4.15) are exactly the
tail and bump profiles defined by formula (7.24).

We will see in Chapter 9, Theorem 9.3, the linear instability property of the continuous
tail and bump profile �e;Z , Z ¤ 0.

7.2.2 Stationary solutions for a ı-type interaction on a balanced star
graph

In this subsection will be consider the KdV model (7.21) on a metric star graph G with
a structure E � E� [EC where jECj D jE�j D n, n ≧ 2. We consider that the stationary
profile .�e/e2E belongs to the family of skew-self-adjoint extension .HZ ;D.HZ// of A0

defined in (4.24). For u D .ue/e2E 2 D.HZ/ we have used the abbreviations

u.0�/ D .ue.0�//e2E�
; u0.0�/ D .u0

e.0�//e2E�
; u00.0�/ D .u00

e .0�//e2E�
;



7.2. Stationary solutions for the Korteweg–de Vries equation 85

Figure 7.4: .��; �C/ for Z < 0

Figure 7.5: .��; �C/ for Z > 0

(similarly for the terms u.0C/, u0.0C/ and u00.0˙/). Thus, we obtain the following sys-
tem of conditions

u.0�/ D u.0C/; u0.0C/ � u0.0�/ D Zu.0�/;

Z2

2
u.0�/CZu0.0�/ D u00.0C/ � u00.0�/:

(7.26)

Now, we consider the constants sequences .˛e/e2E D .˛C/ and .ˇe/e2E D .ˇC/, with
˛C > 0 and ˇC < 0. Then, for Z ¤ 0 and �ˇC > Z2

4
we consider the half-soliton

profile �C defined in (7.24) and ��.x/ � �C.�x/ for x < 0. We define the constants
sequences of functions

u� D .��/e2E�
; uC D .�C/e2EC

;
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and soUZ D .u�; uC/ represents one family of stationary profiles for the KdVmodel and
satisfying the boundary conditions (7.26). The case Z > 0, UZ represents one family of
stationary bump profiles in a balanced star graph (see Figure 7.6). The case Z < 0, UZ;!

Figure 7.6: Bump profiles in a balanced star graphs with four edges

represents the corresponding family of stationary tail profiles (see Figure 7.7).
We will see in Chapter 9, Theorem 9.4, the linear instability property of the continuous

tail and continuous bump profiles UZ , Z ¤ 0.

7.3 Stationary solutions for the sine-Gordon equation
Next we consider a metric graph G with a structure represented by the set E D E� [

EC D .�1; 0/ [ .0;C1/ [ .0;C1/, namely, a Y junction.
The focus of this section is to determined stationary type solutions for the following

vectorial sine-Gordon model

@2
t ue.x; t/ � c2

e @
2
xue.x; t/C sin.ue.x; t// D 0; e 2 E (7.27)

and .ce/e2E, a sequence of real numbers. We rewrite the sine-Gordonmodel as a first-order
system for e 2 E, (

@tue D ve

@tve D c2
e @

2
xue C sin.ue/:

(7.28)

Our stationary type solutions will be

.ue.x; t//e2E D .�e.x//e2E; and .ve.x; t//e2E D .0/e2E: (7.29)

Thus, every component satisfies the equation

� c2
e �

00
e C sin.�e/ D 0; (7.30)
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Figure 7.7: Tail profiles in a balanced star graphs with four edges.

it which have a profile depending of the kink-soliton profile for the sine-Gordon on the
full line

�e.x/ D 4arctan
�
e

1p
c2e

.xCye/�
: (7.31)

The specific value of the shift ye will depend of the conditions �e.˙1/ D 0, e 2 E˙, and
other (or others) condition(s) determined on the vertex of the graph � D 0.

7.3.1 Stationary solutions for a ı-type interaction on the Y junction
In this subsection, we consider the stationary profile .�e.x//e2E belongs to the family

of self-adjoint operators .JZ ;D.JZ// in (4.29).
Then, for .�e/e2E D .�j /

3
j D1 2 D.JZ/, we obtain from (7.31) that

�1.x/ D 4arctan
�
e

1
jc1j

.x�a1/
�
; x < 0;

�i .x/ D 4arctan
�
e

� 1
jci j

.x�ai /
�
; x > 0; i D 2; 3;

(7.32)

with 1
jc1j
a1 D �

1
jc2j
a2 D �

1
jc3j
a3 by continuity at the vertex � D 0. The other condition

in (4.29) implies the following relation for a1,

�
e

�
a1

jc1j

1C e
�

2a1
jc1j

3X
j D1

jcj j D Zarctan
�
e

�
a1

jc1j

�
: (7.33)

From (7.33) we deduce that Z < 0. Next, from the behavior of the function

f .y/ D
1C y2

y
arctan.y/; y ≧ 0
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we obtain that Z 2 .�
3P

j D1

jcj j; 0/. Moreover, we need to have a1 > 0 providing Z 2

.�
3P

j D1

jcj j;� 2
�

3P
j D1

jcj j/ and a1 < 0 providing Z 2 .� 2
�

3P
j D1

jcj j; 0/. The case Z D

�
2
�

3P
j D1

jcj j implies a1 D 0. For a1 > 0 we have the typical tail profile (see Figure 7.8).

For a1 < 0 we have a “smooth” profile around the vertex � D 0.

Figure 7.8: Tail profiles in a Y junction

Remark 7.3. The study of stability properties for stationary solutions of the sine-Gordon
equation 7.27 has been recently done in (Angulo and Plaza 2019).



8 Stability of KdV
Solitons on the

Half-Line

Many physical problems arises naturally as initial boundary value problems (IBVP),
because of the local character of the corresponding phenomenon (Zabusky and J. 1971).
However, the IBVP for the KdV equation has been considerably less studied than the
corresponding IVP posed in all R. For example, there are at least two interesting IBVP
for KdV still in unbounded domains: the one posed on the right half-line, and a second
one posed on the left portion of the line, which we consider in this chapter.

8.1 Unbounded initial boundary value problems

The IBVP for the KdV equation posed on the right half-line is the following: for
RC WD .0;C1/ and T > 0, find a solution u to

8̂<̂
:
@tuC @x.@

2
xuC u2/ D 0; .x; t/ 2 RC � .0; T /;

u.x; 0/ D u0.x/; x 2 RC;

u.0; t/ D f .t/; t 2 .0; T /;

(8.1)
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while the IBVP for the KdV equation posed on the left half-line is the following: for
R� WD .�1; 0/ and T > 0, find a solution u to8̂̂̂<̂

ˆ̂:
@tuC @x.@

2
xuC u2/ D 0; .x; t/ 2 R� � .0; T /;

u.x; 0/ D u0.x/; x 2 R�;

u.0; t/ D f .t/; t 2 .0; T /;

@xu.0; t/ D f1.t/; t 2 .0; T /:

(8.2)

Both problems differ in the sense that the one on the left half-line needs an additional
boundary condition (see Deconinck, Sheils, and Smith (2016) and Holmer (2006)), mak-
ing this problem more challenging from almost every point of view. As an example, our
results differ from (8.1) to (8.2). More in general, for IBVPs, an important issue, both
from the mathematical and physical point of view, is the study of the effect of the bound-
ary condition(s) at x D 0 on the asymptotic behavior of the solution.

In the recent literature, the mathematical study of IBVPs (8.1) and (8.2) is usually
considered in the following setting

.u0; f / 2 H s.RC/ �H
sC1

3 .RC/; (8.3)

or
.u0; f; f1/ 2 H s.R�/ �H

sC1
3 .RC/ �H

s
3 .RC/; (8.4)

respectively. These assumptions are in some sense sharp because of the following local-
ized smoothing effect for the linear evolution (Kenig, Ponce, and Vega 1993)

k .t/e�t@3
x�.x/k

C
�

Rx I H .kC1/=3.Rt /
� ⩽ ck�kH k.R/;

and

k .t/@xe
�t@3

x�.x/k
C
�

Rx I H k=3.Rt /
� ⩽ ck�kH k.R/;

where .t/ is a smooth cutoff function and e�t@3
x denotes the linear homogeneous solution

group on R associated to the linear KdV equation. Therefore, in what follows we will
certainly follows both settings (8.3)-(8.4).

8.1.1 Known results for the IBVPS (8.1) and (8.2)
The mathematical study of the IBVP (8.1) began with the work of Ton (1977). He

showed existence and uniqueness by assuming that the initial datum u0 is smooth and the
boundary data is f D 0. Later, J. Bona and Winther (1983) considered (8.1) and proved
global existence and uniqueness solutions inL1

loc
.RCIH 4.RC//, for data u0 2 H 4.RC/

and f 2 H 2
loc
.RC/. In (J. L. Bona and Winther 1989), they continued the study of (8.1)
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and proved continuous dependence. Next, Faminskiı̆ (1988) considered a generalization
of IBVP (8.1) and obtained well-posedness in weighted H 1.RC/ Sobolev spaces. After
this work, J. L. Bona, Sun, and Zhang (2002) obtained conditional local well-posedness,
in the sense that solutions are only known to be unique if they satisfy some additional
auxiliary conditions. This was done for data u0 2 H s.RC/ and f 2 H

sC1
3 .RC/ with

s > 3
4
. They also proved global well-posedness for u0 2 H s.RC/ and f 2 H

3sC7
12 .RC/,

with 1 ⩽ s ⩽ 3.
The fundamental contribution of Colliander and Kenig (2002) introduced a more dis-

persive PDE approach for the generalized Korteweg–de Vries (gKdV) equation posed on
RC, based on writing the original IBVP (8.1) as a superposition of three initial value
problems on R � R. In particular, for KdV (8.1) this result gives conditional local well-
posedness in L2.RC/�H

1
3 .RC/, in which solutions are only known to be unique if they

satisfy additional auxiliary conditions. By the same time, Colliander and Kenig (2002) de-
rived a global a priori estimate and for a non-optimal boundary condition f 2 H

7
12 .RC/,

and a conditional global well-posedness was obtained for the case s D 0. Recently, Cav-
alcante (2017) (using some of the Colliander-Kenig techniques) showed conditional local
well-posedness for the IVP associated to the KdV equation on a simple star graph given
by two positive half-lines and a negative half-line attached in a common vertex.

Later, Faminskii (2004) improved the global results of (Colliander and Kenig 2002)
and obtained global results by assuming more natural boundary conditions (See Theorem
8.2 below for more details). The local well-posedness of the IBVP (8.1) above s D �

3
4
,

which is the critical Sobolev exponent for the KdV initial value problem, was obtained by
Holmer (2006) and J. L. Bona, Sun, and Zhang (2006). Surveys describing these results
and others are (J. L. Bona, Sun, and Zhang 2002; Fokas, Himonas, andMantzavinos 2016).

As for the left half-line case, Holmer (2006) obtained local well-posedness inH s.RC/
for s > �

3
4
. Then, Faminskii (2007) obtained global well-posedness inH s.RC/ for s ⩾ 0

for boundary conditions assuming natural conditions.
Another point of view for (8.1) and (8.2) is given by using Inverse Scattering tech-

niques. Fokas (1997) introduced a new approach known as the unified transform method
(UTM), which provides a proper generalization of the Inverse Scattering Transform (IST)
method for solving IBVPs. For example, it is mentioned in (Fokas and Its 1994) that,
under suitable decay and smoothness assumptions, just as in the infinite-line setting, the
solution on the right half-line should describe (for large times) a collection of (standard
KdV) solitons traveling at constant speeds. These techniques were further improved in
(Fokas, Himonas, and Mantzavinos 2016), where well-posedness is proven in Sobolev
spaces using the UTM method.

8.1.2 Main result
Before of to state the main result of the chapter, we explain the notion of soliton that

we will use. First of all, as far as we know, no exact canonical soliton solution is available
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for problems (8.1) and (8.2), except for some very particular cases. For example, for a
classical soliton in the full line eQc D eQc.x � ct � x0/;

where eQc is the classical soliton in R given by the formula

eQc.s/ D
3c

2
sech2

�p
cs

2

�
; (8.5)

with c > 0 as the propagation speed of the wave and x0 an arbitrary constant.
Let us define the natural half-line soliton as

Qc D eQc

ˇ̌
RC ; right half-line case, (8.6)

Note that this definition induces a “natural” trace f .t/ D eQc.�ct�x0/ ofQc at x D 0 in
(8.1) (see e.g. Fokas and Lenells (2010) for more details on this point of view). However,
this trace assumption strongly depends on the original soliton itself, and because of some
energetic conditions, we will need a more suitable boundary condition which will have
important consequences on the stability property.

Instead, we will adopt the following approach: given any standard KdV soliton (8.5),
restricted to the half-line as in (8.6), and placed far enough from the corner x D 0, we will
show that this solution is stable in the energy space under perturbations that preserve the
zero boundary condition.

Theorem 8.1 (Stability for the right half-line). Let c > 0 be a given constant. There exist
constants ˛0; C0; L0 > 0 such that, for all 0 < ˛ < ˛0, and all L > L0, the following is
satisfied. Assume that u0 2 H 1.RC/ is such that

u0.x D 0/ D 0;

ku0 �Qc.� � L/kH 1.RC/ < ˛:
(8.7)

Then the solution u D u.x; t/ for the IBVP (8.1) with boundary data u.0; t/ D f .t/ � 0,
given by Theorem 8.2, satisfies the global estimate

sup
t⩾0

ku.t/ �Qc.� � �.t/ � L/kH 1.RC/ < C0.˛ C e�
p

cL/; (8.8)

for a C 1-function �.t/ 2 R satisfying

sup
t⩾0

j�0.t/ � cj < CC0˛; (8.9)

for some constant C > 0.
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This result shows strong stability of KdV soliton for the IBVP (8.1), which was, as
far as we know, an open problem, even in the zero boundary condition case. Note that
in Theorem 8.1 we do not prove the existence of a soliton solution for (8.1), instead we
show that the KdV soliton is the natural candidate to be the standard object appearing in
the long-time dynamics, even if it is not an exact solution of the problem.

The proof of this result is in some sense more dynamical than variational, because
the half-line border introduces some important restrictions on the dynamics itself, which
need to be controlled separately by using a particular extension property, as well as local
estimates of the mass and energy of the KdV soliton (see Lemma 8.1), which is only an
approximate solution of the problem. We recall that in a general setting, (8.1) has no
conserved quantities, but we are still able to find some almost conserved quantities. For
that reason, estimate (8.8) in Theorem 8.1 accounts how far the soliton is placed at the
initial time.

At the more technical level, we follow the approach introduced by Martel, Merle, and
Tsai (2002) for the study of the stability of generalized KdV multi-solitons in the energy
space. This approach is based in the introduction of suitable almost conserved quantities
and monotonicity properties, which are of proper interest. For the (8.1) case, we follow
a simplified version described in (Muñoz 2011), which deal with the case of soliton-like
objects of dispersive problems with no exact soliton solution. We will take the advantage
of a hidden dissipative mechanism of the model introduced through imposition of the
homogeneous boundary condition at x D 0, see Lemma 8.1 for more details.

Let us mention that the stability of KdV and more general objects is a large research
area lasting for the past thirty years and more. J. L. Bona, Souganidis, and W. A. Strauss
(1987), Weinstein (1986),Grillakis, Shatah, andW. Strauss (1987), Martel, Merle, and Tsai
(2002) and many others are important references in the field. In the case of KdV multi-
solitons, it has also been proved stability even for L2 perturbations in (Alejo, Muñoz,
and Vega 2013). For a simple introduction to subject, we also refer to the monograph of
Angulo (2009), see also (Muñoz 2014) for a short review.
Remark 8.1 (On the zero boundary condition). Note that the condition u.x D 0; t/ D 0 is
assumed because of several important reasons. First of all, from energetic considerations
most conserved quantities require the same flux at both sides of the boundary (i.e. zero net
flux), and therefore the condition u.t/ 2 H 1.RC/ naturally imposes the zero boundary
condition at x D 0. Another reason to impose this condition is the fact that the exact 2-
soliton solution of KdV U.x; t/ composed of exactly two large solitons but well-separated
at the initial time (one on the right half-line, the other one on the left half-line), is an
example of nonzero boundary data for which the corresponding evolution on the right half-
line is far from being one soliton and a small perturbation. This shows that f .t/ could
not be “arbitrary” (not even small for arbitrarily large times, and not even integrable in
time probably). However, we believe that the stability property does hold for any f .t/
sufficiently small, as far as one can control a second derivative in space, integrated in
time. However, this control should require more regularity on the solution, and therefore
higher order conserved quantities.
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Remark 8.2 (On the zero boundary condition, 2). Note that one may think that u.x D

0; t/ D 0 for all t ⩾ 0 could lead to an odd extension of (8.1) to the real line, where we
know that KdV has stable solitons. However, this approach fails because KdV does not
preserve the oddness property.1 In Section 8.3 (Definition 8.2) we will introduce a new
extension of u.x; t/ to the real line, which has, as far as we understand, no dynamical
meaning, but only a variational purpose. In that sense, this extension seems to be the
“least energy extension” for the problem, that is to say, it acts only at the linear spectral
level.

8.1.3 Existence and continuity for the right half-line
For our study of stability, we need of the following result of existence and continuity

for the IBVPs (8.1).

Definition 8.1. For any T > 0 and s ⩾ 0, letZs
T .R

C/ be the space given by the functions
u.x; t/ satisfying

@m
t u 2 C.Œ0; T �;H s�3m.RC// for any integer 0 ⩽ m ⩽ s

3
;

@l
xu 2 C.RC

IH
s�lC1

3 .0; T // for any integer 0 ⩽ l ⩽ s C 1:

(8.10)

A definition for Zs
T .R

�/ can be given analogous to that for Zs
T .R

C/.

Theorem 8.2 (Faminskii (2004)). Consider the IBVP on the right half-line (8.1). Fix a
time T > 0 as in (8.1). Let u0 2 H s.RC/ and f 2 H

sC1
3 C�.RC/, such that the following

conditions are satisfied:

1. The regularity s ⩾ 0 is such that s
3

�
1
6
is not an integer,

2. The parameter � > 0 is arbitrary small in the case s < 1, and � can be taken equals
zero in the case s ⩾ 1.

3. The boundary datum f satisfies the compatibility conditions

f .m/.t D 0/ D �m.x D 0/; for any integer 0 ⩽ m < s
3

�
1
6
,

where �0.x/ WD u0.x/ and for 0 < m < s
3

�
1
6
;

�m.x/ WD ��000
m�1.x/ �

m�1X
lD0

 
m � 1

l

!
�l .x/�

0
m�l�1.x/: (8.11)

1Note that the well-known nonlinear Schrödinger equation, which has solitary waves, preserves this oddness
condition, therefore the odd extension of a zero boundary data is trivial. Additionally, standard conserved quan-
tities such as mass and energy are conserved under the assumption u.0; t/ D 0, a nice property unfortunately
not shared by the KdV dynamics.
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Then there exists a solution u.x; t/ of the IBVP (8.1) in the space Zs
T .R

C/. Moreover,
the mapping .u0; f / 7! u is Lipschitz continuous on any ball in the norm of the mapping
H s.RC/ �H

sC1
3 C�.0; T / ! Zs

T .R
C/.

Remark 8.3. The previous result is not only important in view of the GWP result, but also
because of the compatibility conditions (8.11), that lead to (8.10).

8.2 Mass and energy estimates

In this section, we obtain several dispersive properties for the solutions of IBVPs (8.1)
and (8.2). These properties will involve suitable definitions of mass and energy. Unlike
standard KdV on the line, in general mass and energy will not be conserved anymore, but
under some additional assumptions, we will be able to prove that, even if they are not
precisely conserved, at least they obey suitable estimates.

First, we deal with the case of equation (8.1).

Lemma 8.1. Consider the following mass and energy functionals

MŒu�.t/ WD
1

2

ˆ C1

0

u2.x; t/dx; (8.12)

EŒu�.t/ WD

ˆ C1

0

�1
2
.@xu/

2.x; t/ �
1

3
u3.x; t/

�
dx; (8.13)

well-defined according to the initial conditions given. Then the solution u D u.x; t/ of
the IBVP (8.1) with

u.0; t/ D 0 for all time t ⩾ 0, (8.14)

and initial datum u0 2 H 1.RC/ satisfies, for all t ⩾ 0,

MŒu�.t/ ⩽MŒu0�; (8.15)

and
EŒu�.t/ ⩽ EŒu0�: (8.16)

Proof. First, we assume that u is sufficiently smooth and decays fast enough. A simple
calculation shows that a smooth solution u.x; t/ of IBVP (8.1) satisfies the identity

d

dt

ˆ C1

0

u2.t/dx D �
1

2
.@xu/

2.0; t/C u.0; t/
�
@2

xuC
2

3
u2
�
.0; t/: (8.17)

Indeed, multiplying the equation in (8.1) by u and integrating on .0;1/ in x we get

1

2

d

dt

ˆ C1

0

u2.x; t/dx D �

ˆ C1

0

@x.@
2
xuC u2/udx: (8.18)
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Integrating by parts,

1

2

d

dt

ˆ C1

0

u2.x; t/dx D

ˆ C1

0

.@2
xuC u2/@xudx � .@2

xuC u2/u

ˇ̌̌̌1
0

D

ˆ C1

0

d

dx

�
1

2
.@xu/

2
C
u3

3

�
dx

C .@2
xu.0; t/C u2.0; t//u.0; t/

D �
1

2
@xu.0; t/

2
�
1

3
u.0; t/3

C .@2
xu.0; t/C u2.0; t//u.0; t/

D �
1

2
.@xu/

2.0; t/

C u.0; t/
�
@2

xu.0; t/C
2

3
u2.0; t/

�
:

(8.19)

We recall this last estimate again because it will be important for later purposes:

1

2

d

dt

ˆ C1

0

u2.x; t/dx D �
1

2
.@xu/

2.0; t/C u.0; t/
�
@2

xu.0; t/C
2

3
u2.0; t/

�
: (8.20)

Note that, unless u.0; t/ D 0, we will have a source term in themass coming from a second
derivative term at x D 0. This term is certainly very harmful and difficult to control by
using only data inH 1. This fact certainly supports our choice of zero boundary condition
on the corner x D 0.

Now, after integration in time in (8.17), we obtain
ˆ C1

0

u2.t/dx D

ˆ C1

0

u2
0dx �

1

2

ˆ t

0

.@xu/
2.0; s/ds

C

ˆ t

0

u.0; s/
�
@2

xuC
2

3
u2
�
.0; s/ds:

(8.21)

Nowwe deal with the energy estimate. Indeed, wemultiply the equation in (8.1) by .@2
xuC

u2/ and integrate on .0;1/ in x:
ˆ C1

0

@tu.@
2
xuC u2/dx C

1

2

ˆ 1

0

d

dx
.@2

xuC u2/2 D 0:

Integrating by parts,
ˆ C1

0

.�@2
txu@xuC u2@tu/dx � @tu.0; t/@xu.0; t/ �

1

2
.@2

xuC u2/2.0; t/ D 0:
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Therefore, we obtain a new identity for the energy
d

dt

ˆ 1

0

�
1

2
.@xu/

2
�
1

3
u3

�
dx D � @tu.0; t/@xu.0; t/

�
1

2
.@2

xu.0; t/C u2.0; t//2:

(8.22)

This identity essentially says that, unless @tu.0; t/ D 0, then the energy EŒu� has no
definite dynamics. Once again, controlling the term @tu.0; t/ in (8.22) is hard because it
is related through the original equation with third order derivatives in space.

Consequently, replacing the equation (8.1) and integrating in time,ˆ C1

0

�1
2
.@xu/

2
�
1

3
u3
�
.t/dx

D

ˆ C1

0

�1
2
.@xu0/

2
�
1

3
u3

0

�
dx

�
1

2

ˆ t

0

.@2
xu.0; s/C u2.0; s//2ds

C

ˆ t

0

@xu.0; s/@x.@
2
xu.x; s/C u2.x; s//

ˇ̌̌
xD0

ds:

(8.23)

Nowwe justify the last mass and energy computations for the case ofH 1 data. Assume
that u.x; t/ is a solution for the IBVP (8.1) with initial data u0 2 H s.RC/, with u0.0/ D

@3
xu0.0/ D 0, and boundary data f 2 H

sC1
3 .RC/, for a given s satisfying 7

2
< s < 11

2
given by Theorem 8.2 (the condition for the third derivative of u0 comes from the case
m D 1 in Theorem 8.2). From (8.10) we have that

u.0; t/ 2 H
sC1

3 .RC/; @xu.0; t/ 2 H
s
3 .RC/;

@2
xu.0; t/ 2 H

s�1
3 .RC/ and @3

xu.0; t/ 2 H
s�2

3 .RC/:

It follows that for fixed t we have that @tu.x; t/ 2 H s�3.RC/ has a well-defined trace at
x D 0. Hence for homogeneous boundary condition u.0; t/ D f .t/ � 0 we have that

0 D @tu.x; t/
ˇ̌
xD0

D �@x.@
2
xu.x; t/C u2.x; t//

ˇ̌
xD0

: (8.24)

Consequently, the identities for the mass (8.21) and the energy (10.5) take the form
(t ⩾ 0) ˆ C1

0

u2.t/dx D

ˆ C1

0

u2
0dx �

ˆ t

0

1

2
.@xu/

2.0; s/ds; (8.25)
ˆ C1

0

�1
2
.@xu/

2
�
1

3
u3
�
dx D

ˆ C1

0

�1
2
.@xu0/

2
�
1

3
u3

0

�
dx

�
1

2

ˆ t

0

.@xxu.0; s/C u2.0; s//2:

(8.26)
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From (8.25) and (8.26) we have the following dissipative mechanism for the mass and the
energy ˆ C1

0

u2.t/dx ⩽
ˆ C1

0

u2
0dx;

and ˆ C1

0

�1
2
.@xu/

2
�
1

3
u3
�
dx ⩽

ˆ C1

0

�1
2
.@xu0/

2
�
1

3
u3

0

�
dx:

Now assume u0 2 H 1.RC/. Let fu0ng be a bounded sequence in H 7
2

C

.RC/ such that
u0n.0/ D @3

xu0n.0/ D 0 and

ku0n � u0kH 1.RC/ ! 0; when n ! C1: (8.27)

It follows from the previous analysis that the identities (8.15) and (8.16) are valid for all
un. Now letting n ! C1 and using the continuity of flow data to solution given in
Theorem 8.2 the result follows.

Remark 8.4. Note that (8.25) and (8.26) can be recast as hidden trace smoothing effects
for bounded in time solutions in the energy space. Indeed, under the boundary value
condition u.0; t/ D 0 for all t , we have

ˆ t

0

.@xu/
2.0; s/ds ≲ sup

t
ku.t/k2

L2.0;1/
;

and ˆ t

0

.@2
xu/

2.0; s/dx ≲ sup
t

ku.t/k2
H 1.0;1/

:

Now we deal with the left half-line case.

8.3 Start of proof of Theorem 8.1: Extension to the entire
line

The proof is based on the classical argument of Weinstein (1986), with some minor
changes coming from the fact that we do not work on the whole line, but only on RC, and
the KdV soliton is not an exact solution of the problem by itself. See also (Muñoz 2011,
2014) for a fully explained, similar argument.

The idea behind Weinstein’s result is to show a coercivity estimate, which is obtained
using spectral properties of a well-chosen linear unbounded operator. In the next sections,
we will find a suitable operator for the half-line case, to then extend it to the entire space
to make use of the standard Weinstein’s theory of stability.
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Take c > 0 fixed andL > L0 > 0, whereL0 will be taken as large as needed. Assume
that (8.7) is satisfied for an initial datum u0, and for a certain ˛ < ˛0 to be chosen later.

Let u.t/ be the corresponding solution of the IBVP (8.1), with boundary data u.0; t/ �

0, and given by Theorem 8.2. For C0 > 1, consider the tubular neighborhood

MŒC0� WD

n
v 2 H 1.RC/ W inf

�02R
kv �Qc.� � �0 � L/kH 1.RC/

< C0.˛ C e�

p
c

2 L/
o
:

(8.28)

Note that from (8.7) we have u0 2 MŒC0�. We want to prove that for L and C0 large
enough, and ˛ < ˛0 small, u.t/ 2 MŒC0� for al t ⩾ 0.

Similarly, by the continuity of the KdV flow, we have u.t/ 2 MŒC0� for sufficiently
small time t . Using a bootstrap argument, we will show the implication

t ⩾ 0; u.t/ 2 MŒC0� H) u.t/ 2 MŒC0=2�; (8.29)

which will prove (8.8).

8.3.1 Modulation
By taking ˛;L smaller, we can ensure the following decomposition argument:

Lemma 8.2 (Modulation). Assume that u.t/ 2 MŒC0� for all t ⩾ 0. Then, by taking
˛0 smaller and L0 larger if necessary, there exists � D �.t/ 2 R such that we have the
following decomposition:

u.x; t/ D Qc.x � �.t/ � L/C z.x; t/; (8.30)

where z.x; t/ satisfies, for all t ⩾ 0,
ˆ C1

0

z.x; t/Q0
c.x � �.t/ � L/dx D 0; (8.31)

and �.t/ satisfies the estimate

j�0.t/ � cj ≲ kz.t/kH 1.RC/ C e�
p

cL: (8.32)

Finally,
kz.0/kH 1.RC/ ≲ ˛ C e�

p
cL; (8.33)

with an implicit constant independent of C0.
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Proof. The proof of this result is standard, but since we are working in the case of the
half-line, we need some small changes in the proof. We have from (8.29) that for all
t ⩾ 0,

inf
�02R

ku.t/ �Qc.� � �0 � L/kH 1.RC/ < C0.˛ C e�L/: (8.34)

if C0 is large. Therefore, if we define the functional F D F Œv; �0� by

H 1.RC/ � .�L;1/ 3 .v; �0/ 7!ˆ C1

0

.v.x/ �Qc.x � �0 � L//Q0
c.x � �0 � L/dx 2 R:

it is not difficult to see that it is of class C 1 and F ŒQc.� � �0 � L/; �0� D 0 for all
�0 2 .�L;1/. Consequently, since

@

@�0

F Œv; �0�
ˇ̌̌
vDQc.���0�L/

D

ˆ C1

0

Q02
c .x � �0 � L/dx

D

ˆ C1

��0�L

Q02
c ⩾

ˆ C1

0

Q02
c > 0;

by the Implicit Function Theorem we have that for all v 2 H 1.RC/ such that kv�Qc.��
�0 � L/kH 1.RC/ < ı0, there exists �0 D �0.v/ > �L for which

ˆ C1

0

.v.x/ �Qc.x � �0 � L//Q0
c.x � �0 � L/dx D 0:

Using (8.34) for small ˛ and largeL if necessary, we haveC0.˛Ce�L/ < ı0, from which
there exists �.t/ such that for all t ⩾ 0,
ˆ C1

0

z.x; t/Q0
c.x � �.t/ � L/dx D 0; z.x; t/ WD u.x; t/ �Qc.x � �.t/ � L/:

The rest of the proof is standard, see e.g. (Martel, Merle, and Tsai 2002).

Remark 8.5. From (8.32) we have the lower bound

�.t/ ⩾ �.0/C ct � tC0.˛ C e�

p
c

2 L/;

which for small ˛ and large L ensures that �.t/ is always an increasing function of time,
t ⩾ 0. This fact will be used several times through the computations below.
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8.3.2 Extension to the whole line
The following step in the proof is a suitable extension of the spectral problem to the

whole line. We will see that not every extension is useful, but a mild one will satisfy all
the requirements.

Definition 8.2 (Zero extension, right half-line case). Let v 2 H 1.RC/ such that v.x D

0/ D 0. We define its (zero) extension Ov as the function

Ov.x/ WD

(
v.x/ x ⩾ 0

0 x < 0:
(8.35)

Remark 8.6. Note that this extension makes sense inH 1.RC/, and gives a new function
Ov 2 H 1.R/ since v.x D 0/ D 0 (cf. Lemma B.2). Also, note that eQc in (8.5) cannot
be considered as the zero extension of Qc in (8.6). This interesting difference will be
important for the stability proof.

We will apply the extension property to the function u.t/ in (8.30). More precisely,
for each t ⩾ 0, let Ou D Ou.x; t/ be the zero extension function of u.t/ defined using (8.35).
Also, recall eQc.x��.t/�L/, the natural extension ofQc.x��.t/�L/ obtained reversing
(8.6).

For further purposes, let us define

zz.x; t/ WD Ou.x; t/ � eQc.x � �.t/ � L/: (8.36)

Note that both zz and eQc.x � �.t/ � L/ obey somehow “natural” extensions, however Ou
follows a completely different extension (by zero). More precisely, note that

zz.x; t/ D �eQc.x � �.t/ � L/; x ⩽ 0: (8.37)

We have the following useful set of estimates:

Lemma 8.3. For zz.t/ defined in (8.36)-(8.37) and t ⩾ 0, we have

zz.t/ 2 H 1.R/, (8.38)

as well as
kzz.t/kH 1.R�/ C kzz.t/kL1.R�/ ≲ e�

p
cj�.t/CLj: (8.39)

Finally, we have the global estimate

kzz.t/kH 1.R/ ≲ kz.t/kH 1.RC/ C e�
p

cj�.t/CLj; (8.40)

with implicit constants independent of t ⩾ 0 and C0.

Proof. Direct from (8.37) and (8.5).
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8.4 Almost conserved quantities

Consider the decomposition of the dynamics (8.30). Under the condition u.t/ 2

MŒC0� in (8.29), we know that z.t/ is a small perturbation ofQc . Now we prove

Lemma 8.4 (Energy and Mass expansions). Recall the MassMŒu� and Energy EŒu� de-
fined in (8.12)-(8.13). We have

MŒu�.t/ D MŒQc �.t/C

ˆ C1

0

Qczdx C
1

2

ˆ C1

0

z2dx; (8.41)

whereMŒQc �.t/ WD MŒQc.� � �.t/ � L/� andQc D Qc.� � �.t/ � L/. Similarly

EŒu�.t/ D EŒQc �.t/ �

ˆ C1

0

cQczdx �Qc.��.t/ � L/Q0
c.�.t/C L/

C
1

2

ˆ C1

0

.@xz/
2dx �

ˆ C1

0

Qcz
2dx �

1

3

ˆ C1

0

z3dx:

(8.42)

Here, EŒQc �.t/ WD EŒQc.� � �.t/ � L/�. Finally, we have the following combined esti-
mate:

EŒu�.t/C cMŒu�.t/ �EŒQc �.t/ � cMŒQc �.t/ D

D O.e�2
p

cj�.t/CLj/ �
1

3

ˆ C1

0

z3dx

C
c

2

ˆ C1

0

z2dx C
1

2

ˆ C1

0

.@xz/
2dx

�

ˆ C1

0

Qcz
2dx:

(8.43)

Proof. We compute: by definition of z we see that

cMŒu�.t/ D cMŒQc �C c

ˆ C1

0

Qczdx C
c

2

ˆ C1

0

z2dx: (8.44)

On the other hand,

EŒu�.t/ DEŒQc �C

ˆ C1

0

Q0
czxdx �

ˆ 1

0

Q2
czdx

C
1

2

ˆ C1

0

z2
xdx �

ˆ 1

0

Qcz
2dx �

1

3

ˆ C1

0

z3dx:

(8.45)
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Integrating by parts and using (8.5) we see that
ˆ C1

0

.Q0
czx �Q2

cz/dx D

ˆ C1

0

.�Q00
c �Q2

c /zdx �Q0
c.��.t/ � L/z.0; t/

D

ˆ C1

0

.�Q00
c �Q2

c /zdx

CQ0
c.��.t/ � L/.f .t/ �Qc.��.t/ � L//;

:

thereforeˆ C1

0

.Q0
czx �Q2

cz/dx D �

ˆ C1

0

cQczdx �Qc.�.t/C L/Q0
c.�.t/C L/: (8.46)

Combining (8.45), (8.46) and (8.44) we get

EŒu�.t/C cMŒu�.t/ � .EŒQc �.t/C cMŒQc �.t// D

D �Qc.��.t/ � L/Q0
c.��.t/ � L/ �

1

3

ˆ C1

0

z3dx

C
c

2

ˆ C1

0

z2dx C
1

2

ˆ C1

0

z2
xdx

�

ˆ C1

0

Qcz
2dx:

(8.47)

Note now that we easily have the pointwise estimate

jQc.��.t/ � L/Q0
c.��.t/ � L/j ⩽ Ce�2

p
cj�.t/CLj:

Replacing this last estimate in (8.47), we get the desired bound (8.43). The proof is com-
plete.

Let us continue with the proof. Let zz as in (8.36). We have from (8.43),

EŒu�.t/C cMŒu�.t/ �EŒQc �.t/ � cMŒQc �.t/ D

D O.e�2
p

cj�.t/CLj/ �
1

3

ˆ C1

0

z3dx

C
c

2

ˆ
R

zz2dx C
1

2

ˆ
R
.@xzz/2dx �

ˆ
R

eQczz2dx

�
c

2

ˆ 0

�1

zz2dx �
1

2

ˆ 0

�1

.@xzz/2dx C

ˆ 0

�1

eQczz2dx:

Using (8.37) and (8.39), we haveˇ̌̌̌
ˇ �

c

2

ˆ 0

�1

zz2dx �
1

2

ˆ 0

�1

.@xzz/2dx C

ˆ 0

�1

eQczz2dx

ˇ̌̌̌
ˇ ≲ e�2

p
cj�.t/CLj:



104 8. Stability of KdV Solitons on the Half-Line

Consequently,

EŒu�.t/C cMŒu�.t/ �EŒQc �.t/ � cMŒQc �.t/ D

D O.e�2
p

cj�.t/CLj/ �
1

3

ˆ C1

0

z3dx

C
c

2

ˆ
R

zz2dx C
1

2

ˆ
R
.@xzz/2dx �

ˆ
R

eQczz2dx:

(8.48)

Now we need some control on the terms EŒQc �.t/ andMŒQc �.t/. Note that these terms
are not conserved in time (becauseQc in (8.5) does not satisfy the zero boundary condition
at x D 0), and we cannot use the Lemma 8.1 and (8.15). However, with some standard
procedure we can get independent estimates.

Lemma 8.5. Recall the termsMŒQc � andEŒQc � in (8.12)-(8.13) andQc D Qc.���.t/�
L/. We have, for all t ⩾ 0,

MŒQc �.t/ ≳M.Qc/.0/ � e�2
p

c.LC�.t//
� e�2

p
c.LC�.0//:

EŒQc �.t/ ≳ E.Qc/.0/ � e�2
p

c.LC�.t//
� e�2

p
c.LC�.0//:

(8.49)

Moreover, for all t ⩾ 0,

�

�
EŒQc �.t/C cMŒQc �.t/

�
≲ �

�
E.Qc/.0/C cMŒQc �.0/

�
C e�2

p
c.LC�.t//

C e�2
p

c.LC�.0//:

(8.50)

Proof. We easily have

MŒQc �.t/ D
1

2

ˆ
R

eQ2
c .x � �.t/ � L/dx �

1

2

ˆ 0

�1

eQ2
c .x � �.t/ � L/dx

D
1

2

ˆ
R

eQ2
c .x � �.0/ � L/dx �

1

2

ˆ 0

�1

eQ2
c .x � �.t/ � L/dx

D MŒQc �.0/C
1

2

ˆ 0

�1

zQ2
c .x � �.0/ � L/dx

�
1

2

ˆ 0

�1

eQ2
c .x � �.t/ � L/dx:

Thus the first estimate follows by Lemma 8.3. On the other hand, EŒQc �.t/ can be easily
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estimated by

EŒQc �.t/ D

ˆ
R

�1
2
eQ02

c .t/ �
1

3
eQ3

c .t/
�
dx �

ˆ 0

�1

�1
2
eQ02

c .t/ �
1

3
eQ3

c .t/
�
dx

D

ˆ
R

�1
2
eQ02

c .t D 0/ �
1

3
eQ3

c .t D 0/
�
dx

�

ˆ 0

�1

�1
2
eQ02

c .t/ �
1

3
eQ3

c .t/
�
dx

D EŒQc �.0/C

ˆ 0

�1

�1
2
eQ02

c .t D 0/ �
1

3
eQ3

c .t D 0/
�
dx

�

ˆ 0

�1

�1
2
eQ02

c .t/ �
1

3
eQ3

c .t/
�
dx:

Recall eQc D eQc.x � �.t/ � L/, where eQc is given in (8.5). It follows naturally from
Lemma 8.3 that for each t ⩾ 0,

E.Qc/.t/ ≳ E.Qc/.0/ � e�2
p

c.LC�.t//
� e�2

p
c.LC�.0//:

This proves the last estimate in (8.49).

Now, combining (8.48) and (8.50), we obtain that

EŒu�.t/C cMŒu�.t/

D
1

2

�ˆ
R
.@xzz/2dx C c

ˆ
R

zz2dx � 2

ˆ
R

eQczz2dx
�

�
1

3

ˆ C1

0

z3dx �O.e�2
p

c.�.t/CL/
C e�2

p
c.�.0/CL//:

(8.51)

On the other hand, Lemma 8.1 implies

MŒu�.t/ ⩽MŒu0� and EŒu�.t/ ⩽ EŒu0�; (8.52)

so that

EŒu�.t/C cMŒu�.t/ � .EŒu�.0/C cMŒu�.0// ⩽ 0:
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Therefore, from this last inequality, (8.51), (8.40) and (8.33),
ˆ

R

�
.@xzz/2 C czz2

� 2eQczz2
�
dx ≲ kzz.0/k2

H 1.R/
C

ˆ C1

0

jzj3dx

C e�2
p

c.LC�.t//
C e�2

p
c.LC�.0//

≲ kz.0/k2
H 1.RC/

C kz.t/k3
H 1.RC/

C e�2
p

c.LC�.t//
C e�2

p
c.LC�.0//

≲ ˛2
C kz.t/k3

H 1.RC/

C e�2
p

c.LC�.t//
C e�2

p
c.LC�.0//:

Consequently,
ˆ

R

�
.@xzz/2 C czz2

� 2eQczz2
�
dx ≲ ˛2

C kz.t/k3
H 1.RC/

C e�2
p

cL: (8.53)

The purpose of the next paragraph is to get a suitable lower bound on the term
ˆ

R

�
.@xzz/2 C czz2

� 2eQczz2
�
dx DW

ˆ
R

zzLzzdx;

where
Lzz WD �@2

xzz C czz � 2eQczz: (8.54)

Note that we have reduced the problem on the half-line to an extended spectral problem
on the whole line, and where we have good estimates on the left half-line portion of zz.t/.

8.5 End of proof of Theorem 8.1

Let us start out with the following easy estimate:

Claim 8.1. We have, for all t ⩾ 0,ˇ̌̌̌
ˇˆ 0

�1

zz.x; t/eQ0
c.x � �.t/ � L/dx

ˇ̌̌̌
ˇ ≲ e�2

p
cj�.t/CLj: (8.55)

Proof. Direct from Lemma 8.3 and (8.39).

From (J. L. Bona, Souganidis, and W. A. Strauss 1987; Weinstein 1986) (see also
Muñoz 2014, for more details), we have the standard coercivity estimate valid for each
zz 2 H 1.R/,Qc D Qc.x � �.t/ � L/ and L as in (8.54):
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ˆ
R

zzLzzdx ≳ kzzk2
H 1.R/

�

ˇ̌̌̌
ˇˆR

zz.x; t/eQ0
c.x � �.t/ � L/dx

ˇ̌̌̌
ˇ
2

�

ˇ̌̌̌
ˇˆR

zz.x; t/eQc.x � �.t/ � L/dx

ˇ̌̌̌
ˇ
2

:

(Note that both quadratic reminder terms above are not zero in our case, but both are very
small.) Using Lemma 8.2 and (8.55) , we have

ˆ
R

zzLzzdx

≳ kzzk2
H 1.R/

�

ˇ̌̌̌
ˇˆR

zz.x; t/eQc.x � �.t/ � L/dx

ˇ̌̌̌
ˇ
2

� e�2
p

cj�.t/CLj

≳ kzk2
H 1.RC/

�

ˇ̌̌̌
ˇˆ C1

0

z.x; t/Qc.x � �.t/ � L/dx

ˇ̌̌̌
ˇ
2

� e�2
p

cj�.t/CLj:

On the other hand we have
ˆ C1

0

z2.x; t/dx D

ˆ C1

0

u2.x; t/dx CMŒQc �.t/

� 2

ˆ C1

0

z.x; t/Qc.x � �.t/ � L/dx:

Using this last expression, (8.15) and (8.49) we obtainˇ̌̌̌
ˇˆ C1

0

z.x; t/Qc.x��.t/�L/dx

ˇ̌̌̌
ˇ ≲ kz.0/kH 1.RC/Ckz.t/k2

H 1.RC/
Ce�2

p
cL: (8.56)

Therefore, for ˛ small and L large,
ˆ

R
zzLzzdx ≳ kzk2

H 1.RC/
� C.˛2

C e�2
p

cL/:

Combining this last estimate (8.43) and (8.53), we obtain

kz.t/k2
H 1.RC/

≲ ˛2
C e�2

p
cL

C kz.t/k3
H 1.RC/

; (8.57)

with constants independent ofC0, which implies u.t/ 2 MŒC0=2� forC0; L large enough,
and ˛ small.



9 Instability for
the KdV

Equation on
Star Graphs

In this chapter, we establish a general linear instability criterium of stationary solutions
for the vectorial KdV model

@tue.x; t/ D ˛e@
3
xue.x; t/C ˇe@xue.x; t/C 2ue.x; t/@xue.x; t/; (9.1)

x ¤ 0; t 2 R, on ametric star graphG with a structure represented by the set E � E�[EC

where E� and EC are finite or countable collections of semi-infinite edges e parametrized
by .�1; 0/ or .0;C1/, respectively. The half-lines are connected at a unique vertex
� D 0. Here .˛e/e2E and .ˇe/e2E are two sequences of real numbers.

Thus, we are interested in the dynamics generated by the flow of the KdV model (9.1)
around solutions of stationary type, namely,

.ue.x; t//e2E D .�e.x//e2E

where for e 2 E� the profile �e W .�1; 0/ ! R satisfy �e.�1/ D 0, and for e 2 EC

�e W .0;1/ ! R satisfy �e.C1/ D 0. The existence of profiles of stationary type for
the KdV, namely, solutions of the following nonlinear elliptic equation

˛e
d2

dx2
�e.x/C ˇe�e.x/C �2

e .x/ D 0; (9.2)
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on every semi-infinite edge are well know and will depend of the profile of the classical
soliton associated to the KdV on the full line and for specific conditions on ˛e and ˇe (see
Chapter 7-section 7.2).

Our linear instability criterium of stationary profiles for (9.1) will be based on a spec-
tral study of linear operators of self-adjoint type associatedwith the profile of the stationary
solution and therefore specific boundary conditions on that profiles will be necessary to
be impose at the vertex of the graph. A starting point for our study is that the Airy type
operator

A0 W .ue/e2E !

�
˛e
d3

dx3
ue C ˇe

d

dx
ue

�
e2E

(9.3)

have extensions Aext on L2.G/ such that the dynamics induced by the linearized KdV
model (9.1) �

zt D Aextz;
z.0/ D u0 2 D.Aext /;

(9.4)

it is given by a C0-group, z.t/ D etAextu0 (see Chapter 4-section 4.2). In this point the
theory in (Mugnolo, Noja, and Seifert 2018; Schubert et al. 2015) give us that properties of
the induced dynamics can be obtained by studying boundary operators in the correspond-
ing boundary space induced by the vertex of the graph.

9.1 Linearized equation for KdV on a start graph

Let .Aext ;D.Aext // be a extension for the Airy operator A0 in (9.3) on L2.G/, such
that the dynamics induced by the linear evolution problem (9.4) is given by a C0-group.

Suppose for .�e/e2E 2 D.AL/ we have that .zue.x; t//e2E D .�e.x//e2E is a nontrivial
solution of (9.1), thus we obtain the following set of jECj C jE�j nonlinear equations

˛e
d3

dx3
�e C ˇe

d

dx
�e C 2�e

d

dx
�e D 0; e 2 E: (9.5)

Then, since �e.˙1/ D 0 we obtain for e 2 E that each component of the stationary
solution satisfies the elliptic equation (9.2).

Next, we suppose for e 2 E, that ue satisfy formally equality in (9.1) and we define

ve.x; t/ � ue.x; t/ � �e.x/: (9.6)

Then, for .ve/e2E 2 D.Aext / we have for each e 2 E the equation

@tve D ˛e@
3
xve C ˇe@xve C 2@x.ve�e/C @x.v

2
e /; (9.7)

Thus, we have that the system (abusing the notation)

@tve.x; t/ D ˛e@
3
xve.x; t/C ˇe@xve.x; t/C 2@x.ve.x; t/�e.x//; (9.8)
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represents the linearized equation for (9.1) around .�e.x//e2E.
Our objective in the following will be to give sufficient conditions for obtaining that

the trivial solution ve � 0, e 2 E, it is unstable by the linear flow of (9.8). More exactly,
we are interested in finding a growing mode solution of (9.8) with the form

ve.x; t/ D e�t e and Re.�/ > 0:

In other words, we need to solve the formal system for e 2 E,

� e D �@xLe e; Le D �˛e@
2
x � ˇe � 2�e; (9.9)

with  e 2 D.@xLe/.
Next, we write our eigenvalue problem in (9.9) in an Hamiltonian matrix form and we

establish formally the meaning of this eigenvalue problem. Indeed, wemade the following
abbreviations: for  D . �;  C/ with  � D . e/e2E�

and  C D . e/e2EC
, we write

.Le/e2E D .L1;L2/ where

L1 � D .�˛e@
2
x e � ˇe e � 2�e e/e2E�

;

L2 C D .�˛e@
2
x e � ˇe e � 2�e e/e2EC

:

(9.10)

Thus, the eigenvalue problem in (9.9) can be written in a Hamiltonian vectorial form

�

�
 �

 C

�
D

�
�@xL� 0
0 �@xLC

��
 �

 C

�
� NE

�
 �

 C

�
(9.11)

by identifying L� as a E� � E�-diagonal matrix defined for

.˛e/e2E�
D .˛1;�; :::; ˛n;�/; .ˇe/e2E�

D .ˇ1;�; :::; ˇn;�/;

and .�e/e2E�
D .�1;�; :::; �n;�/ as

L� D diag
�

� ˛1;�

d2

dx2
� ˇ1� � 2�1;�; :::;�˛n;�

d2

dx2
� ˇn;� � 2�n;�

�
; (9.12)

and LC being a EC � EC-diagonal matrix being define similarly for .˛e/e2EC
, .ˇe/e2EC

and .�e/e2EC
. Thus, we have that N and E in (9.11) are .jE�j C jECj/ � .jE�j C jECj/-

diagonal matrix defined by

N D

�
�@xI� 0
0 �@xIC

�
; E D

�
L� 0
0 LC

�
; (9.13)

with I˙ being the E˙ � E˙-identity matrix.
Next, if we denote by �.NE/ the “spectrum” ofNE, namely, � 2 �.NE/ if there is a

 ¤ 0 satisfying NE D � . The later discussion suggests the utility of the following
definition:
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Definition 9.1. The stationary vector solution .�e/e2E 2 D.Aext / is said to be spectrally
stable for model (9.1) if the spectrum of NE, �.NE/, satisfy �.NE/ � iR: Otherwise,
the stationary solution .�e/e2E is said to be spectrally unstable.

It is standard to show that �.NE/ is symmetric with respect to the real and imaginary
axes (see, for instance, (Grillakis, Shatah, and W. Strauss 1990, Lemma 5.6)) providing
that N is skew-symmetric and E self-adjoint. Hence it is equivalent to say that .�e/e2E 2

D.Aext / is spectrally unstable if �.NE/ contains point � with Re.�/ > 0:

9.2 Linear instability criterium
In this section we establish a linear instability criterium of stationary solutions for the

KdV model (9.1) on a star graph G with a structure represented by the set E � E� [ EC

where E� and EC are finite or countable collections of semi-infinite edges e parametrized
by .�1; 0/ or .0;C1/, respectively. The half-lines are connected at a unique vertex
� D 0.

From (9.11) our eigenvalue problem to solve is reduced to,

NE D � ; Re.�/ > 0;  2 D.E/: (9.14)

Next, we establish our theoretical framework and assumptions for obtaining a nontrivial
solution to problem in (9.14):

S1) Let .Aext ;D.Aext // be a extension of .A0;D.A0// such that the solution of the
linearized KdV model (9.4) is given by a C0-group.

S2) Suppose 0 ¤ � D .�e/e2E 2 D.Aext / such that .zue.x; t//e2E D .�e.x//e2E is a
stationary solution for the KdV model (9.1).

S3) Let E be the matrix-operator in (9.13) defined on a domain D.E/ � L2.G/ on
which E is self-adjoint and such that we have the propertyD.Aext / � D.E/.

S4) Since for every u 2 D.Aext / we have Eu 2 D.N/ D H 1.G/, we suppose
hNEu; �i D 0 for every u 2 D.Aext /.

S5) Suppose E W D.E/ ! L2.G/ is invertible with Morse index n.E/ such that:

a) for n.E/ D 1, �.E/ D f�0g [ J0 with J0 � Œr0;C1/, for r0 > 0, and
�0 < 0,

b) for n.E/ D 2, �.E/ D f�1; �2g [ J with J � Œr;C1/, for r > 0, and
�1; �2 < 0. Moreover, for˚1; ˚2;2 D.E/�f0gwithE˚i D �i˚i (i D 1; 2)
we have hN�;˚1i ¤ 0 or hN�;˚2i ¤ 0.

S6) For  2 D.E/ with E D �, we have h ; �i ¤ 0.
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S7) Suppose the operator N W D.N/ \D.E/ ! L2.G/ is a skew-symmetric operator.
We recall that N onD.N/ is always one-to-one.

We note immediately that the following matrix-operator relation

NE D Aext C diag..2@x.�e //ıij /; 1 ≦ i; j ≦ jE�j C jECj;

together with assumption S1/, �; �0 2 L1.G/ and from semigroup theory (see (Pazy
1983)) imply that the linear Hamiltonian equation

d

dt
u.t/ D NEu.t/ (9.15)

generates a C0-group fS.t/gt2R on L2.G/.
Some of the former assumptions deserve specific comments which will be very useful

in the development of our stability theory.

Remark 9.1.

1) By depending of the context we identify u D .u�; uC/ 2 L2.G/ as a element in
˘n

iD1L
2.�1; 0/ � ˘m

iD1L
2.0;C1/, with n D jE�j and m D jECj or as .n C m/ � 1-

matrix column as in (9.15).

2) For a balanced graph, namely, n D m, and f D .f�; fC/ 2 D.N/ with f�.0�/ D

fC.0C/ we can identify f as a element of
L

e2EC

H 1.R/ in the obvious way.

3) In contrast to the classical stability theories for solitary waves solutions on all line, in
the case of a star graph we have in general thatN� … D.E/ (see Lemma 9.1 below). But
from (9.5) we will have always that (see (9.12))

LC�
0
C.x/ D 0; for x > 0; L��

0
�.x/ D 0 for x < 0;

where we are writing .�e/e2E D .��; �C/, with �� D .�e/e2E�
and �C D .�e/e2EC

.

4) From Proposition 4.2 (the case of two half-lines) and �˙ being either the tail or the
bump profiles in (7.24), we have for � D .��; �C/ that the second part of assumption S4/,
hNEu; �i D 0 for every u 2 D.AL/, it is true in the case of a ı-interaction. Indeed, for
u D .u�; uC/ 2 D.AZ/ defined in (4.15) follows from integration by parts (without loss
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of generality we consider ˛� D ˛C D 1 and ˇ� D ˇC D �1 in (9.5))´ 0

�1
@x.@

2
xu�/��dx C

´ C1

0
@x.@

2
xuC/�Cdx

D �
´ 0

�1
u��

000
� dx �

´1

0
uC�

000
Cdx

CŒu00
�.0�/ � u00

C.0C/��C.0C/C u0
C.0C/�

0
C.0C/ � u0

�.0�/�
0
�.0�/

D �
´ 0

�1
u��

000
� dx �

´1

0
uC�

000
Cdx C Œ� Z2

2
u�.0�/ �Zu0

�.0�/��C.0C/

CZu0
�.0�/�C.0C/CZu�.0�/�

0
C.0C/

D �
´ 0

�1
u��

000
� dx �

´1

0
uC�

000
Cdx C u�.0�/ŒZ�

0
C.0C/ �

Z2

2
�C.0C/�

D �
´ 0

�1
u��

000
� dx �

´1

0
uC�

000
Cdx;

(9.16)

where in the equality we use the “even-property” of .��; �C/, namely, �0
C.0C/ D

Z
2
�C.0C/.

Next, since u�.0�/ D uC.0C/ and ��.0�/ D �C.0C/ we obtain´ 0

�1
@x.u� � 2��u�/��dx C

´ C1

0
@x.uC � 2�CuC/�Cdx

D �
´ 0

�1
u�.1 � 2��/�

0
�dx �

´ C1

0
uC.1 � 2�C/�

0
Cdx:

(9.17)

Thus from (9.16) and (9.17) we obtain for u 2 D.AL/

hNEu; �i D h�@xL�u�; ��i C h�@xLCuC; �Ci

D
´ 0

�1
u�.��

000
� C �0

� � 2���
0
�/dx

C
´ C1

0
uC.��

000
C C �0

C � 2�C�
0
C/dx D 0:

(9.18)

5) From Proposition 4.2 we see that our assumption S3/ in the case of a ı-interaction for
two half-line is not empty. Indeed, for E D diag.L1;L2/, with �˙ being either the tail or
the bump profiles in (7.24) and with

D.E/ D fu 2 H 2.�1; 0/˚H 2.0;C1/ W u�.0�/ D uC.0C/;
and u0

C.0C/ � u0
�.0�/ D Zu�.0�/g;

we have the self-adjoint property ofE andD.AL/ � D.E/ (see remarks after Proposition
4.2). Moreover, assumption S7/ is immediately satisfied in this case.

Next, we give the preliminaries for establishing our instability criterium in Theorem
9.1 below. We start by considering the orthogonal projectionQ W L2.G/ ! L2.G/

Q.u/ D u � hu; �i
�

k�k2
(9.19)



114 9. Instability for the KdV Equation on Star Graphs

associated to the nontrivial stationary solution �, and we consider X2 D Q.L2.G// D

ff 2 L2.G/ W f ?�g D Œ��?. We also define the closed skew-adjoint operator N0 W

D.N0/ � X2 ! X2,D.N0/ � D.N/ \D.Aext / \X2, for f 2 D.N0/ by

N0f � QNf D Nf � hNf; �i
�

k�k2
(9.20)

and the reduced self-adjoint operator for E, F W D.F / ! X2,D.F / D D.E/ \X2 by

Ff � QEf D Ef � hEf; �i
�

k�k2
: (9.21)

We note thatN0 is no necessarily one-to-one. Now, for f 2 D.NE/\X2 D D.Aext /\X2

(Ef 2 D.N/), assumptions S4/ and S7/ we get the relation

N0Ff D NEf � hEf; �i
N�

k�k2 � hNEf � hEf; �i
N�

k�k2 ; �i
�

k�k2

D NEf � hEf; �i
N�

k�k2 :

(9.22)

Our first result is the following,

Proposition 9.1. N0F W D.N0F / � X2 ! X2, D.N0F / D D.Aext / \ X2 � D.E/ \

X2, it is the infinitesimal generator of a strongly continuous C0-group of operators S0.t/
in the space X2.

Proof. We divide the proof in two steps:

a) Define C D QNQEQ W D.C/ � L2.G/ ! L2.G/, D.C/ D D.Aext /. Then for
f 2 D.Aext /

Cf D NEf � hf; �i
NE�

k�k2 � hEf; �i
N�

k�k2 C hf; �i
hE�;�i

k�k2

N�

k�k2

D NEf � Bf
(9.23)

where B W L2.G/ ! L2.G/ defined by

Bf D hf; �i
NE�

k�k2
C hf;E�i

N�

k�k2
� hf; �i

hE�; �i

k�k2

N�

k�k2
;

it is a bounded operator. Here was used thatE is a self-adjoint operator onD.E/ �

D.Aext /. Thus, from the theory of semigroups (see (Pazy 1983)) C generates a
strongly continuous C0-group of operators S1.t/ on L2.G/. Since C commutes
withQ, S1.t/ also commutes withQ.

b) Define S0.t/ W X2 ! X2 by S0.t/ D QS1.t/. Then S0 is a strongly continuous
C0-group of linear operators on X2 and it is not difficult to see that its infinitesimal
generator is N0F .
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This finishes the Proposition.

Next, we have the following basic assumption.

(H) There is a real number �, satisfying � > 0, such that the operator F W D.F / ! X2,
D.F / D D.E/ \ X2, it is invertible with exactly one negative eigenvalue and all
other eigenvalues are contained in Œ�;C1/.

Our instability criterium for stationary solutions of the KdVmodel (9.1) on star graphs
is the following:

Theorem 9.1. Suppose the assumptions S1/ � S7/ above and the basic assumption .H/,
then the operator NE has a real positive and a real negative eigenvalue.

The proof of Theorem 9.1 is based in ideas from Lopes (2002) and from the following
result on closed convex cone (Krasnosel’skiı̆ 1964, Chapter 2).

Theorem 9.2. LetK be a closed convex cone of a Hilbert space .X; k � k/ such that there
are a continuous linear functional ˚ and a constant a > 0 such that ˚.u/ ≧ akuk for
any u 2 K. If T W X ! X is a bounded linear operator that leaves K invariant, then T
has an eigenvector in K associated to a nonnegative eigenvalue.

Proof. Next we give a sketch of the proof, for more details we suggest the reader to see
Angulo and Cavalcante (2019). We divide our analysis in several steps:

(1) The operator N0E W D.N0E/ � X2 ! X2 has a real positive and a real negative
eigenvalue. Indeed, from assumption .H/ we consider  2 D.F / D D.E/ \ X2,
k k D 1 and �0 < 0 such that F D �0 . We define,

K D fz 2 D.F / W hF z; zi ≦ 0; and hz;  i ≧ 0g

then K is a nonempty closed convex cone in L2.G/. Moreover, by using a density
argument we can see that this cone is invariant under the group S0.t/. Indeed, for
f 2 K and smooth enough we obtain that the reduced hamiltonian equation�

Pz D N0F z
z.0/ D f

(9.24)

has solution z.t/ D S0.t/f that such for all t ,

d

dt
hF z.t/; z.t/i D hFN0F z.t/; z.t/i C hF z.t/; N0F z.t/i D 0;

where we use the self-adjoint property of F and the skew-symmetric property of
N0. Then for all t ,

hF z.t/; z.t/i D hFf; f i ≦ 0:
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Next, we suppose hf; i > 0 and that there is t0 such that hS0.t0/f;  i < 0. Then
by continuity of the flow t ! S0.t/f there is � 2 .0; t0/ with hS0.�/f;  i D

0. Now, from assumption .H/ we have from the spectral theorem for self-adjoint
operators the orthogonal decomposition for f� D S0.�/f

f� D

mX
iD1

aihi C g; g?hi ; for all i;

where Fhi D �ihi , khi k D 1, �i 2 �d .F / with �i ≧ �, and hFg; gi ≧ �kgk2,
� > 0. Therefore

0 ≧ hFf� ; f� i ≧ �

mX
iD1

a2
i C �kgk

2 ≧ 0:

Thus, it follows g D 0 and ai D 0 for i . Therefore, S0.�/f D 0 and since S0.t/
is a group we obtain f D 0 and so hf; i D 0 which is a contradiction. Now we
suppose hf; i D 0, then the former analysis shows f D 0 and so S0.t/f � 0 for
all t . It shows the invariance of K by S0.t/.
From semigroup’s theory, we have for � large the following integral representation
of the resolvent

T z D .�Id �N0F /
�1.z/ D

ˆ 1

0

e��tS0.t/zdt

and by the former analysis it also leaves K invariant.
Next, we consider the continuous linear functional ˚ W L2.G/ ! R by ˚.z/ D

hz;  i and we will see that there is a > 0 such that ˚.z/ ≧ akzk for any z 2 K.
Indeed, suppose for kgk D 1, hg; i D  > 0 and hFg; gi ≦ 0. Since ker.˚/ is
a hyperplane we obtain g D z C  with hz;  i D 0. So, ��2 ≧ hF z; zi. Now,
from the orthogonal decomposition

z D

mX
iD1

hz; hi ihi C g; g?hi ; for all i;

follows for �; � > 0, hF z; zi ≧ minf�; �g.1 � 2/. Then,

hg; i D  ≧
s

minf�; �g

��Cminf�; �g
� a > 0:

Therefore, from Theorem 9.2 there are an ˛ ≧ 0 and a nonzero element !0 2 K
such that

.�I �N0F /
�1.!0/ D ˛!0:
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It is immediate that ˛ > 0 and so N0F!0 D �!0 with

� D
�˛ � 1

˛
:

Next we see that � ¤ 0. Suppose that � D 0, then from (9.22) and the injectivity of
N we obtain

E!0 D hE!0; �i
�

k�k2
:

From assumption S5/, let  2 D.E/ with E D �, then since E is invertible
follows

!0 D
hE!0; �i

k�k2
 and 0 D h!0; �i D

hE!0; �i

k�k2
h ; �i:

Since h ; �i ¤ 0 follows hE!0; �i D 0. Hence E!0 D 0 and so !0 D 0, which is
a contradiction. Then, N0F has a nonzero real eigenvalue �.
Now, since �.N0F / D ��.N0F / we have �� also belongs to �.N0F /. Thus from
Theorem 5.8 of (Grillakis, Shatah, and W. Strauss 1990), the essential spectrum of
N0F lies on the imaginary axis and then�� is an eigenvalue ofN0F and this proves
the claim.

(2) Thus, for !0 2 D.N0F /, !0 ¤ 0, and � > 0 we have,

NE!0 D hE!0; �i
N�

k�k2
C �!0: (9.25)

Next we consider the following cases:

a) Suppose hE!0; �i D 0, then NE!0 D �!0 and the proof of the criterium
finishes.

b) Suppose r �
1

k�k2 hE!0; �i ¤ 0 and Assumption S5/ with n.E/ D 2. Let

u D !0 C a˚1 C b˚2; E˚i D �i˚i ; 1 ≦ i ≦ 2;

with k˚i k D 1, ˚1?˚2. We will find a; b 2 R, not both zero, such that

NEu D �u; u ¤ 0:

Thus, we obtain initially the relation

rN� C a�1N˚1 C b�2N˚2 D a�˚1 C b�˚2: (9.26)

Therefore, from the skew-symmetric property of N we obtain the system�
a� C b�2hN˚1; ˚2i D rhN�;˚1i

a�1hN˚1; ˚2i � �b D �rhN�;˚2i:
(9.27)
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Thus, since the determinant of the coefficients is different of zero

�2
C �1�2hN˚1; ˚2i

2
¤ 0

r ¤ 0 and from Assumption S5/, we obtain a nontrivial solution for (9.27).
Next we see u ¤ 0. Indeed, suppose u D 0. Then, from relation !0 D

�a˚1 � b˚2 and by substituting in (9.25) we obtain the relation

a�1rhN�;˚1i C b�2rhN�;˚2i D 0: (9.28)

Then, by using system (9.27) in (9.28) we arrive to the relation �.a2�1 C

b2�2/ D 0, it which is a contradiction.
c) Suppose n.E/ D 1 in Assumption S5/. Then from Theorem 9.2 applied to
T D .�I � NE/�1, � large, implies that NE has a real positive and a real
negative eigenvalue. This finishes the proof.

9.2.1 One application of Theorem 9.1
Suppose that assumptions S1/�S7/ above hold and for  such thatE D � we have

h ; �i < 0. Then assumption .H/ is true. Indeed, from assumption S5/ we obtain that F
is invertible. Next, let �1; �2 < 0, ˚1; ˚2 2 D.E/ with E˚i D �i˚i , ˚1?˚2. Suppose
that for some i we have ˚i ?�, then ˚i 2 D.F / and

F.˚i / D E˚i D �i˚i

and so n.F / ≧ 1. Now suppose that for all i , h˚i ; �i ¤ 0, then there are a; b 2 R � f0g
such that ha˚1 C b˚2; �i D 0, and

hF.a˚1 C b˚2/; a˚1 C b˚2i D �1a
2
k˚1k

2
C �2b

2
k˚2k

2 < 0:

Then via min-max principle we also have n.F / ≧ 1. Next, suppose that n.F / D 2 and
consider z1; z2 2 X2, z1?z2, �1; �2 < 0, and F zi D �izi . Then we get

hEzi ; zi i D �i kzi k
2 < 0; and hEz1; z2i D 0:

Moreover, since  … X2 follows that set f ; z1; z2g � E is linearly independent and we
have the relations

hEzi ;  i D hzi ; �i D 0; and; hE ; i D h�; i < 0:

Therefore hE.˛ C ˇz1 C �z2/; ˛ C ˇz1 C �z2i < 0 and so n.E/ ≧ 3, it which is
not true. Then n.F / D 1 and all other eigenvalues (and the remain of the spectrum) are
contained in Œ�;C1/. Thus, from Theorem 9.1 follows that NE has a real positive and a
real negative eigenvalue.
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9.3 Linear instability of tail and bump on two half-lines
The focus of this section is to apply the linear instability criterium in Theorem 9.1 to

the KdV on a star graph with two half-lines and a ı-interaction-type at the vertex � D 0.
Our main result is the following,

Theorem 9.3. For Z ¤ 0, ˛� D ˛C > 0, ˇ� D ˇC < 0, �ˇC > Z2

4
, let �Z �

.��; �C/ 2 D.AZ/ defined for �C.x/ by the formula (7.24) with x > 0 and ��.x/ D

�C.�x/ for x < 0. We consider the following family of stationary solutions for the
Korteweg–de Vries model (9.1) on the star graph G with E D .�1; 0/ [ .0;C1/,

U.x; t/ D .��.x/; �C.x//; t 2 R:

Then, this family of tail (Z < 0) and bump (Z > 0) profiles are linearly unstable.

Next, we consider the cases ˛� D ˛� D 1, ˇ� D ˇC D �1 and 1 > Z2

4
, without loss

of generality. From Proposition 4.2, assumption S1/ is filled by .AZ ;D.AZ// defined in
(4.15). The linear eigenvalue problem to be solve (9.14) for � > 0, it is determined by the
matrices N;E in (9.13) with the Schrödinger operators

L˙ D �
d2

dx2
C 1 � 2�˙:

The domain for E D EZ is given inH 2.G/ D H 2.�1; 0/˚H 2.0;C1/ for Z 2 R by

D.EZ/ D f.u�; uC/ 2 H 2.G/ W u�.0�/ D uC.0C/;

u0
C.0C/ � u0

�.0�/ D Zu�.0�/g;
(9.29)

and so .EZ ;D.EZ// represents a self-adjoint family of operators for each Z 2 R with
D.AZ/ � D.EZ/ (assumption S3/). From Remark 4.2-item 2/ we have assumption S4/.
Assumption S7/ is immediate by continuity.

The following lemma implies that EZ is invertible (assumption S5/).

Lemma 9.1. For every Z ¤ 0 we have ker.EZ/ D f0g. Moreover, since �ess.EZ/ D

Œ1;C1/ we obtain EZ W D.EZ/ ! L2.R/ is invertible.

Proof. Let u D .u�; uC/ 2 D.EZ/, EZu D 0. Since L˙�
0
˙

D 0, we need to have
u�.x/ D a�0

�.x/, x < 0, and uC.x/ D b�0
C.x/, x > 0 (see Berezin and Shubin 1991).

From the continuity property at zero, �0
C.0C/ D ��0

�.0�/ and �00
C.0C/ D �00

�.0�/ we
have that

a D �b; and � 2a�00
C.0C/ D ZuC.0C/ D Zu�.0�/ D Za�0

�.0�/: (9.30)

Suppose a ¤ 0. Then, by using condition (7.25) and (9.30)we have�00
C.0C/ D

Z2

4
�C.0C/,

then from (7.22) we obtain

1 � �.0C/ D
Z2

4
H) Z2

D 4
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which does not happen. So a D b D 0 and u � 0.
Next, by Weyl’s theorem see Theorem XIII.14 of Reed and Simon 1978, the essential

spectrum ofEZ coincides with Œ1;C1/. ThenEZ is an invertible operator. This finishes
the proof.

Lemma 9.2. For Z > 0 we have n.EZ/ D 2 and for Z < 0 that n.EZ/ D 1.

Proof. Our strategy is to use perturbation theory. For this purpose we define the self-
adjoint operator on L2.R/

L0 D �
d2

dx2
C 1 � 2�0; D.L0/ D H 2.R/ (9.31)

where �0 denotes the soliton for the KdV equation on the full line,

�0.x/ D
3

2
sech2

�1
2
x
�
; x 2 R: (9.32)

From classical Sturm-Liouville Theory (see Berezin and Shubin 1991)

ker.L0/ D Œ�0
0�; n.L0/ D 1; �ess.L0/ D Œ1;C1/

Now, we consider the domain

D.E0/ D f.u�; uC/ 2 H 2.G/ W u�.0�/ D uC.0C/; u
0
�.0�/ D u0

C.0C/g: (9.33)

on which the following “limit” operator E0 is self-adjoint

E0 D

 
�

d2

dx2 C 1 � 2�0;� 0

0 �
d2

dx2 C 1 � 2�0;C

!
; (9.34)

with �0;� D �0j.�1;0/ and �0;C D �0j.0;C1/. Thus, by considering the following unitary
operator U W D.E0/ ! H 2.R/ defined for u D .u�; uC/ 2 E0 by U.u/ D zu 2 H 2.R/
where

zu D

8<: u�.x/; x < 0
uC.x/; x > 0
uC.0C/; x D 0;

(9.35)

we obtain �.E0/ D �.L0/ and � 2 �disc.E0/ if and only if � 2 �disc.L0/ with the
same multiplicity. Moreover, �ess.E0/ D Œ1;C1/. Therefore, ker.E0/ D Œ˚ 0

0�, ˚0 D

.�0;�; �0;C/, and n.E0/ D 1.
The theory of analytic perturbation will be to follow our strategy in the study of the

instability property of �Z (see Angulo and Goloshchapova 2017a, 2018; Le Coz et al.
2008) for an application of this strategy in the study of standing wave solutions for the
nonlinear Schrödinger equation on the all line and on star graphs). Therefore we will give
a sketch of the main points of these analysis. Indeed,
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i) It is not difficult to see the convergence �Z D .��; �C/ ! ˚0, as Z ! 0, in
H 1.G/.

ii) The family fEZgZ2R represents a real-analytic family of self-adjoint operators of
type (B) in the sense of Kato (1966).

iii) Since EZ converges to E0 as Z ! 0 in the generalized sense, we obtain from
Theorem IV-3.16 from Kato (1966) and from Kato-Rellich Theorem ((Reed and
Simon 1978), Theorem XII.8) the existence of two analytic functions˝;˘ defined
in a neighborhood of zero with˝ W .�Z0; Z0/ ! R and˘ W .�Z0; Z0/ ! L2.G/
such that ˝.0/ D 0 and ˘.0/ D ˚ 0

0. For all Z 2 .�Z0; Z0/, ˝.Z/ is the simple
isolated second eigenvalue ofEZ , and˘.Z/ is the associated eigenvector for˝.Z/.
Moreover, Z0 can be chosen small enough to ensure that for Z 2 .�Z0; Z0/ the
spectrum of EZ in L2.G/ is positive, except at most the first two eigenvalues.

iv) If � is an simple eigenvalue for EZ then the eigenfunction associated is either even
or odd. Therefore since N˚0 is odd we have ˘.Z/ 2 H 2.R/ and it is a odd
function for Z 2 .�1;1/. Thus we obtain that

hN�Z ; ˘.Z/i ¤ 0; Z 2 R: (9.36)

Indeed, since limZ!0hN�Z ; ˘.Z/i D kN˚0k2 > 0, we have forZ small property
(9.36). Thus, an continuation argument shows (9.36).

v) From Taylor’s theorem there exists 0 < Z1 < Z0 such that ˝.Z/ > 0 for any
Z 2 .�Z1; 0/, and ˝.Z/ < 0 for any Z 2 .0;Z1/. Thus, in the space L2.G/ for
Z small, we have n.EZ/ D 1 as Z < 0, and n.EZ/ D 2 as Z > 0.

vi) Recall that ker.EZ/ D f0g for Z ¤ 0. Thus, we define Z1 by

Z1 D supf zZ > 0 W EZ has exactly two negative

eigenvalues for all Z 2 .0; zZ/g:
(9.37)

Item iv/ above implies that Z1 is well defined and Z1 2 .0;1�. We claim that
Z1 D 1. Suppose thatZ1 < 1. LetM D n.EZ1

/ and � be a closed curve (for
example, a circle or a rectangle) such that 0 2 � � �.EZ1

/, and all the negative
eigenvalues of EZ1

belong to the inner domain of � . The existence of such � can
be deduced from the lower semi-boundedness of the quadratic form associated to
EZ1

.
Next, from item i i/ above follows that there is � > 0 such that for Z 2 ŒZ1 �

�;Z1 C �� we have � � �.EZ/ and for � 2 � , Z ! .EZ � �Id /
�1 is analytic.

Therefore, the existence of an analytic family of Riesz-projections Z ! P.Z/
given by

P.Z/ D �
1

2�i

‰
�

.EZ � �Id /
�1d�
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implies that (see Lemma C.3 in Appendix C)

dim.Im.P.Z/// D dim.Im.P.Z1/// D M

for allZ 2 ŒZ1 ��;Z1 C��. Next, by definition ofZ1,EZ1�� has two negative
eigenvalues, andM D 2, henceEZ has two negative eigenvalues forZ 2 .0;Z1C

��, which contradicts with the definition of Z1. Therefore, Z1 D 1.
Analogously we can prove that n.EZ/ D 1 in the case Z < 0. This finishes the
proof.

The following lemma shows assumption S6/ in the case n.E/ D 2. Initially, the pro-
files �˙ in (7.24) represent a differentiable family of stationary solutions a one-parameter
! D �ˇC > 0. Thus we will denote it dependence as �! D .��;! ; �C;!/. From (9.5) we
obtain after derivation in ! that

L˙

� d
d!

�˙;!

�
�

�
�
d2

dx2
C ! � 2�˙;!

�� d
d!

�˙;!

�
D ��˙;! : (9.38)

Next, by denoting  ! D .� d
d!
��;! ;�

d
d!
�C;!/ is not difficult to see that  ! 2 D.EZ/

and so we can assure that for Z;! fixed, that the expression EZ ! D �! makes sense.

Lemma 9.3. Let Z ¤ 0. The smooth curve of profiles ! 2 .Z2

4
;C1/ ! �! 2 D.EZ/

with formula (7.24) satisfies for  ! � �
d

d!
�! the relations

EZ ! D �! ; and; h ! ; �!i < 0: (9.39)

Proof. From Proposition 3.19 in Angulo and Goloshchapova (2018) (item (ii), p D 2) we
have for every Z 2 R, the relation h

d
d!
�! ; �!i > 0 and so h ! ; �!i < 0. This finishes

the proof.

Proof of Theorem 9.3. Let Z ¤ 0. From Lemmas 9.1, 9.2 and 9.3, and (9.36), follows
from Theorem 9.1 that the profiles of type tail and bump for the KdV are linear unstable.
This finishes the proof.

9.4 Linear instability of tail and bump on balanced star
graphs

We consider the KdV model (9.1) on a metric star graph G with a structure E � E� [

EC where jECj D jE�j D n, n ≧ 2, and with a ı-interaction at the vertex. Thus, from
Proposition (4.3) we consider the skew-self-adjoint family .HZ ;D.HZ// of extensions
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for .A0;D.A0// defined in (4.24). Thus, for for u D .ue/e2E 2 D.HZ/ we obtain the
following system of conditions

u.0�/ D u.0C/; u0.0C/ � u0.0�/ D Zu.0�/;

Z2

2
u.0�/CZu0.0�/ D u00.0C/ � u00.0�/:

(9.40)

Now, for Z > 0, 0 > ˇC and �ˇC > Z2

4
we consider the half-soliton profile �C

defined in (7.24) and ��.x/ � �C.�x/ for x < 0. We define the constants sequences of
functions

u� D .��/e2E�
; uC D .�C/e2EC

;

and so UZ;! D .u�; uC/ represents a family of stationary bump profiles for the KdV
model in (9.1) (see 7.5) and satisfying the boundary conditions (9.40). The case Z < 0,
UZ;! represents the corresponding family of stationary tail profiles (see Figure 7.4).

With the notations above, the main result of this section is the following.

Theorem 9.4. Let Z ¤ 0. For ˛C > 0 and 0 > ˇC, ! D �ˇC > Z2

4
, we consider the

profiles �˙ in (7.24). Define UZ;! D .�e/e2E 2 D.HZ/ with �e D �� for e 2 E� and
�e D �C for e 2 EC. Then,

˚Z;!.x; t/ D UZ;!.x/

defines a family of linearly unstable stationary solutions for the Korteweg–de Vries model
(9.1).

The linear instability of the continuous tail and bump profile UZ;! , Z ¤ 0, it will be
a consequence of Theorems 9.1 with a framework determined by the space D.HZ/ \ C
where

C D f.ue/e2E 2 L2.G/ W u1;�.0�/ D ::: D un;�.0�/ D u1;C.0C/

D ::: D un;C.0C/g:
(9.41)

Thus, by following the notation in section 5 (.˛e/e2E D .1/e2E, .ˇe/e2E D .�1/e2E, with-
out loss of generality) we start our analysis by considering the 2n � 2n-matrix derivate
operator N in (9.13) and the 2n � 2n-matrix Schrödinger operator

EZ D

�
LZ;� 0
0 LZ;C

�
: (9.42)

with

LZ;˙ D diag
�

�
d2

dx2
C 1 � 2�˙; :::;�

d2

dx2
C 1 � 2�˙

�
; (9.43)

being n � n-diagonal matrices.
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From Theorem 3.6 and from Krein-von Neumann extension theory EZ is self-adjoint
with domainD.EZ/ D DZ;ı \ C � H 2.G/ with

u 2 DZ;ı , u.0�/ D u.0C/;
X
e2EC

u0
e.0C/ �

X
e2E�

u0
e.0�/ D Znu1;C.0C/: (9.44)

It is immediate from (9.40) that D.HZ/ \ C � D.EZ/ and so assumption S3/ holds.
From Remark 4.2-item 2) we obtain again assumption S4/. Assumption S7/ is immediate
by the definition ofD.HZ/\ C. Moreover, from Angulo and Cavalcante (2019) we have
that subspaceD.HZ/ \ C is invariant by the unitary group fW.t/gt2R generated byHZ .

The proof of the following result follows the same strategy as in Lemma 9.1.

Lemma 9.4. Let Z ¤ 0 and the operator EZ W D.EZ/ ! L2.G/ defined in (9.42) with
D.EZ/ D DZ;ı \ C. Then, EZ is invertible with �ess.EZ/ D Œ1;C1/.

Proposition 9.2. Let EZ W D.EZ/ ! L2.G/ defined in (9.42) with D.EZ/ D DZ;ı \ C.
Define the following closed subspace on L2.G/,

L2
n.G/ D fu D .ue/e2E W ue D f; for all e 2 E�; ue D g; for all e 2 ECg

Then, n.EZ jL2
n.G// D 2, for Z > 0, and n.EZ jL2

n.G// D 1, for Z < 0.

The proof of Proposition 9.2 follows from the perturbation theory and the extension
theory of symmetric operator (Angulo and Cavalcante 2019). We note that in the case
Z < 0 (tail case) can be given an argument based exclusively in the extension theory of
symmetric operator. Moreover, in this case is obtained that n.EZ/ D 1 in L2.G/.

The proof of Proposition 9.2 will be divide in several lemmas.

Lemma 9.5. Define the self-adjoint matrix Schrödinger operator in L2.G/ with Kirch-
hoff’s type condition at � D 0

E0 D

�
L0;� 0
0 L0;C

�
(9.45)

with
L0;˙ D diag

�
�
d2

dx2
C 1 � 2�0; :::;�

d2

dx2
C 1 � 2�0

�
; (9.46)

being n � n-diagonal matrices, �0 the soliton defined in (9.32), and

D.E0/ D fu 2 H 2.G/ W u.0�/ D u.0C/;
X
e2EC

u0
e.0C/ �

X
e2E�

u0
e.0�/ D 0g: (9.47)

1) In the space L2
n.G/ we have ker.E0/ D Œ˚ 0

0�, where ˚ 0
0 D .�0

0/e2E.

2) The operator .E0;D.E0// has one simple negative eigenvalue in L2.G/. Moreover,
we have also n.E0jL2

n.G// D 1.
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3) The rest of the spectrum of E0 is positive and bounded away from zero.

Proof. The proof of item 1/ follows from a similar analysis as in Lemma 9.1. Indeed, let
v D .ve/e2E 2 ker.E0/ \ L2

n.G/, then

� v00
e C ve � 2�0ve D 0; e 2 E: (9.48)

Then, ve D ce�
0
0 for e 2 E and so ve.0�/ D ve.0C/ D 0. Now, since v 2 L2

n.G/, we
obtain for e 2 E� that ve D c0�

0
0 with c0 D ce, and for e 2 EC that ve D c1�

0
0 with

c1 D ce. Then from (9.47) we obtain nc1�
00
0 .0/ D nc0�

00
0 .0/. Therefore, v D c0˚

0
0.

For item 2/, we used Theorem 3.6, von Neumann and Krein extension theory and
Theorem 3.11. This finishes the proof.

Remark 9.2. We observe that, when we deal with deficiency indices, the operator E0 is
assumed to act on complex-valued functions which however does not affect the analysis
of negative spectrum of E0 acting on real-valued functions.

Combining Lemma 9.5 and the framework of the perturbation theory as in Lemma 9.2
(see (Angulo and Goloshchapova 2017a)) we obtain the following Lemma. We note that
for u� D .��/e2E�

, uC D .�C/e2EC
, it is not difficult to see the convergence UZ;! D

.u�; uC/ ! ˚0 D .�0/e2E, as Z ! 0, inH 1.G/ \ L2
n.G/.

Lemma 9.6. There exist Z0 > 0 and two analytic functions � W .�Z0; Z0/ ! R and
� W .�Z0; Z0/ ! L2

n.G/ such that

.i/ �.0/ D 0 and � .0/ D ˚ 0
0, where ˚ 0

0 D .�0
0/e2E.

.i i/ For all Z 2 .�Z0; Z0/, �.Z/ is the simple isolated second eigenvalue of EZ in
L2

n.G/, and � .Z/ is the associated eigenvector for �.Z/.

.i i i/ Z0 can be chosen small enough to ensure that for Z 2 .�Z0; Z0/ the spectrum of
EZ in L2

n.G/ is positive, except at most the first two eigenvalues.

.iv/ Since limZ!0hNUZ;! ; ˘.Z/i D kN˚0k2 > 0 we obtain that

hNUZ;! ; ˘.Z/i ¤ 0; (9.49)

at least for Z small. Thus, an continuation argument shows (9.49) for all Z.

By using the Taylor’s theorem and by following a similar argument as in Proposition
3.9 in (Angulo and Goloshchapova 2017a) we establish how the perturbed second eigen-
value moves depending on the sign of Z.

Proposition 9.3. There exists 0 < Z1 < Z0 such that �.Z/ > 0 for any Z 2 .�Z1; 0/,
and �.Z/ < 0 for any Z 2 .0;Z1/. Thus, in the space L2

n.G/ for Z small, we have
n.EZ/ D 1 as Z < 0, and n.EZ/ D 2 as Z > 0.
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Proof of Proposition 9.2. From Proposition 9.3 we have for Z small that n.EZ/ D 1 as
Z < 0, and n.EZ/ D 2 as Z > 0. Thus for counting the Morse index of EZ for any Z we
use a classical continuation argument based on the Riesz-projection as in step vi/-proof
of Lemma 9.2- and Lemma 9.4. This finishes the proof.

The following lemma shows assumption S6/ (case Z > 0). Similarly to the case of
two half-lines we have the smooth curve ! ! �! D .��;! ; �C;!/e2E, for ! D �ˇC > 0

such that LZ;˙

�
d

d!
�˙;!

�
D ��˙;! . Thus we obtain the following result.

Lemma 9.7. The smooth curve of profiles ! 2 .Z2

4
;C1/ ! �! 2 D.EZ/ \ L2

n.G/
satisfies for  ! � �

d
d!
�! the relations

EZ ! D �! ; and; h ! ; �!i < 0: (9.50)

Proof of Theorem 9.4. Let Z ¤ 0. From Lemmas 9.4 and 9.7, Proposition 9.2, relation
(9.49) and Theorem 9.1 we obtain the linear instability property of the profiles tail and
bump UZ;! for the KdV model (9.1). This finishes the proof.

Remark 9.3. 1) Theorem 9.3 about the linear instability of the tail and bump profiles
on two-half-lines for KdV model, it shows the delicate dynamic of these profiles.
We note that in the case of the nonlinear Schrödinger equation on all the line, the
dynamic of these type of profiles is well known and it is completely different (Angulo
and Goloshchapova 2018; Angulo and Ponce 2013; Fukuizumi and Jeanjean 2008;
Fukuizumi, Ohta, and Ozawa 2008; Goodman, Holmes, and Weinstein 2004; Le
Coz et al. 2008, see).

2) The existence and stability of other families of stationary solutions profiles for the
KdV model (9.1) and their generalizations (for instance, the modified KdV) defined
on a different graph geometry is being the goal of some works in progress. As well
as, the study of the local well-posedness for the Cauchy problem.



10 (In)Stability for
the NLS

equation on
Star Graphs

In this chapter we study the nonlinear stability of standing waves solutions for the
following vectorial nonlinear Schrödinger equation on a star graph G,

i@tU.t; x/ � AU.t; x/C jU.t; x/jp�1U.t; x/ D 0; x > 0 (10.1)

where U.t; x/ D .uj .t; x//
N
j D1 W R � RC ! CN , and p > 1. The nonlinearity acts

componentwise, i.e. .jUjp�1U/j D juj jp�1uj . Here, we will consider the star graph G
being composed by N positive half-lines attached to the common vertex � D 0, and A is
a self-adjoint operator with D.A/ � L2.G/ which represents the coupling conditions in
the graph-vertex (see section 4.1).

In the case of A representing the Laplace operator with boundary conditions of type
ı, we have that A � Hı

˛ with domainD.Hı
˛/ D D˛;ı is acting for V D .vj /

N
j D1 as

.Hı
˛V/.x/ D .�v00

j .x//
N
j D1; x > 0;

D˛;ı D

n
V 2 H 2.G/ W v1.0/ D ::: D vN .0/;

NX
j D1

v0
j .0/ D ˛v1.0/

o
:

(10.2)

We recall that quantum graphs (metric graphs equipped with a Hamiltonian linear
evolution equation) have been a very developed subject in the last couple of decades.
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They give simplified models in mathematics, physics, chemistry, and engineering, when
one considers propagation of waves of various type through a quasi one-dimensional
(e.g. meso- or nanoscale) system that looks like a thin neighborhood of a graph. More-
over, equation (10.1) models propagation, for instance, through junctions in nonlinear op-
tics, Bose-Einstein condensates (BEC) on networks (see Berkolaiko and Kuchment 2013;
Brazhnyi and Konotop 2004; Burioni et al. 2001; Cacciapuoti, Finco, and Noja 2017;
Cao and Malomed 1995; Fidaleo 2015; Kuchment 2004; Mugnolo 2015; Noja 2014, and
references therein).

The analysis of the behavior of NLS equation on general networks is not yet fully
developed, but it is currently growing (see Adami, Cacciapuoti, et al. (2014b), Angulo and
Goloshchapova (2017a, 2018), Ardila (2017), Banica and Ignat (2014), and Noja (2014)
and references therein).

Various recent analytical works (see Adami, Cacciapuoti, et al. 2014b; Angulo and
Goloshchapova 2017a, 2018; Noja 2014, and references therein) deal with special solu-
tions of (10.1) called standing wave solutions, i.e. the solutions of the form (see Chapter
6)

U.t; x/ D ei!t˚.x/; (10.3)
with the profile ˚ satisfying specific coupling conditions in the vertex � D 0. In the
case of a ı-interaction condition, namely, ˚ 2 D˛;ı (see (10.2)) in (Adami, Cacciapuoti,
et al. 2014b) was obtained a complete description of the profiles ˚ for any ˛ 2 R such
as was established in Theorem 7.1 of Chapter 7. Here, we are interested in the stability
investigation of all that ŒN �1

2
� C 1 standing wave solutions in each case of ˛ < 0 and

˛ > 0, respectively.
Since our stability approach is based in the classical theory of Grillakis, Shatah, and

W. Strauss (1990), in the next section we will give the corresponding stability framework
by convenience of the reader.

10.1 Stability framework for the NLS on star graphs
TheNLSmodel (10.1) is invariant under the rotation-symmetry of the group T .�/	 D

ei�	 , for any � 2 Œ0; 2�/, namely, if U is a solution of (10.1) then ei�U is also a solution.
Thus, the standingwave solutions in (10.3) can bewrite asU.t; x/ D T .!t/˚.x/. We note
that the classical translation-symmetry does not hold on G. Thus, we have the following
orbital stability definition.
Definition 10.1. The standing wave U.t; x/ D ei!t˚.x/ for model (10.1) is said to be
orbitally stable in a Hilbert space X if for any " > 0 there exists � > 0 with the following
property: if U0 2 X satisfies jjU0 � ˚ jjX < �, then the solution U.t/ of (10.1) with
U.0/ D U0 exists for any t 2 R and

sup
t2R

inf
�2R

jjU.t/ � ei�˚ jjX < ":

Otherwise, the standing wave U.t; x/ D ei!t˚.x/ is said to be orbitally unstable in X .
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In particular, for the NLSmodel (10.1) with a boundary condition of ı-type (see (10.2))
the space X coincides with the continuous energy-space E.G/,

E.G/ D f.vj /
N
j D1 2 H 1.G/ W v1.0/ D ::: D vN .0/g: (10.4)

Next, we assume the existence of a C 2.X;R/-conserved functional E W X ! R
(interpreted as the “energy” in certain applications) i.e., for V D .vj /

N
j D1 2 X

E.U.t// D E.U0/; for t 2 Œ�T; T �; (10.5)

and Q W L2.G/ ! R (interpreted as the “charge” in certain applications) defined by
Q.V/ D jjVjj2 also a conserved functional, i.e., Q.U.t// D jjU.t/jj2, for t 2 Œ�T; T �.
Moreover, we also assume thatE is invariant underT (obviouslyQ satisfies this property);
that is

E.T .�/V/ D E.V/; for � 2 Œ0; 2�/; V 2 X:

Now, by substituting the standing wave profile in (10.3) with ˚ 2 D.A/ we arrive to the
nonlinear system

A˚ C !˚ � j˚ j
p�1˚ D 0: (10.6)

The equality in (10.6) should be understood in a distributional sense. We suppose that the
vector˚ is a critical point of the action functional S D EC!Q. For a stability study of˚
a main information will be given by the the second variation of S at˚ , S00.˚/. We suppose
that for U D U1CiU2 and V D V1CiV2, where the vector functions Uj ;Vj ; j 2 f1; 2g;
are assumed to be real valued, we have the following equality

S00.˚/.U;V/ D hL1U1;V1i C hL2U2;V2i; (10.7)

here h�; �i represents for us the inner product in L2.G/, and Li are self-adjoint operators
withD.Li / D D.A/ � L2.G/.

Formally S00.˚/ can be considered as a self-adjoint 2N � 2N matrix operator

H D

�
L1 0
0 L2

�
: (10.8)

Next, we suppose the existence of C 1 in ! standing wave solutions for (10.6), ! 2

J � R ! ˚! . Define

p.!0/ D

�
1 if @! jj˚! jj2 > 0 at ! D !0;

0 if @! jj˚! jj2 < 0 at ! D !0:

Lastly, we suppose the well-posedness of the associated Cauchy problem for (10.1) in the
energy space X . The next stability/instability result follows from (Grillakis, Shatah, and
W. Strauss 1990).
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Theorem 10.1. Let n.H/ be the number of negative eigenvalues of H (the Morse index ).
Suppose also that

1/ ker.L2/ D spanf˚!g,
2/ ker.L1/ D f0g,
3/ the Morse index of L1 and L2 consists of a finite number of negative eigenvalues

(counting multiplicities),
4/ the rest of the spectrum of L1 and L2 is positive and bounded away from zero. Then

the following assertions hold.

.i/ If n.H/ D p.!/ D 1, then the standing wave ei!t˚! is orbitally stable in the
energy space X .

.i i/ If n.H/ � p.!/ is odd, then the standing wave ei!t˚! is orbitally unstable in the
energy spaceX .

Remark 10.1. The instability part of the above theorem needs some additional comments.
.i/ It is known from (Grillakis, Shatah, and W. Strauss 1990) that when n.H/� p.!/

is odd, we obtain only spectral instability of ei!t˚! . To obtain orbital instability due to
(Grillakis, Shatah, and W. Strauss 1990, Theorem 6.1), it is sufficient to show estimate
(6.2) in (Grillakis, Shatah, and W. Strauss 1990) for the semigroup etA generated by

A D

�
0 L2

�L1 0

�
:

In the case of Schrödinger models on star graphs it is not clear how to prove estimate (6.2).
.i i/When n.H/ D 2 (which usually happens in many applications), we can apply the

results by Ohta (2011, Corollary 3 and 4) to get the instability part of the above Theorem.
We note that in this case the orbital instability follows without using spectral instability.

.i i i/ Generally, to imply the orbital instability from the spectral one, the approach by
Henry, Perez, and Wreszinski (1982) can be used (see Theorem 2). The key point of this
method is to use the fact that the mapping data-solution associated to the model is of class
C 2. We note in particular, for the NLS-ı (and NLS-ı0) model (10.1)-(10.2) the mapping
data-solution is of class C 2 as p > 2 (see Theorem 6.1). The approach by Henry, Perez,
andWreszinski (1982) have been applied successfully in (Angulo, Lopes, andNeves 2008)
and (Angulo and Natali 2016) for models of KdV-type.

10.2 Stability theory for the NLS-ı on star graphs

In this section we study the orbital stability of the standing wave U.t; x/ D ei!t˚.x/
of the Schrödinger model (10.1) for the case ofA D Hı

˛ defined in (10.2) (henceforth, the
NLS-ı equation) with the profile˚ � ˚˛

m; m D 0; :::;
�

N �1
2

�
determined by the formulas

in Theorem 7.1. We recall that in the case ˛ < 0, vector ˚˛
m has m bumps and N � m
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tails (see Figure 7.1). ˚˛
0 is the N-tail profile which is the only symmetric (i.e. invariant

under permutations of the edges) solution of equation

Hı
˛˚ C !˚ � j˚ j

p�1˚ D 0: (10.9)

In the case ˛ > 0, vector ˚˛
m has m tails and N �m bumps respectively (see Figure 7.2).

˚˛
0 is the N-bump profile which is the only symmetric solution of equation (10.9).
We will investigate orbital stability in the energy space X D E.G/ defined in (10.4).

Thus the functional E˛ W E.G/ ! R defined for V D .vj /
N
j D1 2 E.G/ by

E˛.V/ D
1
2
jjV0

jj
2

�
1

pC1
jjVjj

pC1
pC1 C

˛
2

jv1.0/j
2 : (10.10)

is well defined by the Sobolev embedding theorem and Gagliardo-Nirenberg inequality
(6.13). Thus, by using Theorem 6.1 (continuous dependence property) follows that E˛

is a conservation law for the NLS-ı and so as Q.V/ D kVk2. Moreover, for the action
S˛ D E˛ C !Q follows from (10.9) the critical point property of ˚˛

m, S0
˛.˚

˛
m/ D 0, for

any ˛ ¤ 0 and m D 0; :::;
�

N �1
2

�
. Also, for ˚˛

m D .'m;j /
N
j D1, we consider the following

two self-adjoint diagonal matrix operators

L1;m;˛ D

��
�
d2

dx2
C ! � p.'m;j /

p�1
�
ıi;j

�
;

L2;m;˛ D

��
�
d2

dx2
C ! � .'m;j /

p�1
�
ıi;j

�
;

D.L1;m;˛/ D D.L2;m;˛/ D D˛;ı ;

(10.11)

where ıi;j is the Kronecker symbol. The operators Li;m;˛ are associated with the second
variation S00

˛.˚
˛
m/ and satisfy the relation in (10.7).

It was shown in (Adami, Cacciapuoti, et al. 2014b) that for �N
p
! < ˛ < ˛� < 0,

the vector tail-solution ˚˛
0 D .'0;j /

N
j D1, with '0;j D '0;˛ for all j and

'0;˛.x/ D

h .p C 1/!

2
sech2

� .p � 1/
p
!

2
x C tanh�1

�
�˛

N
p
!

��i 1
p�1 (10.12)

it is the ground state. The parameter ˛� above originates from the variational problem
associated with equation (10.9), and it guarantees the minimality of the action functional

S˛.V/ D
1
2
jjV0

jj
2

C
!
2

jjVjj
2

�
1

pC1
jjVjj

pC1
pC1 C

˛
2

jv1.0/j
2; (10.13)

for V D .vj /
N
j D1 2 E.G/, at ˚˛

0 with the constraint given by the Nehari manifold

N D fV 2 E.G/ n f0g W jjV0
jj

2
C !jjVjj

2
� jjVjj

pC1
pC1 C ˛jv1.0/j

2
D 0g:
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We will see below that when the profile ˚˛
m has mixed structure (i.e. has bumps and

tails), they are “almost always” unstable. More exactly, for the space

L2
m.G/ D fV D .vj /

N
j D1 2 L2.G/ W v1.x/ D ::: D vm.x/;

vmC1.x/ D ::: D vN .x/; x > 0g;
(10.14)

and Em.G/ D E.G/ \ L2
m.G/, we obtain the following orbital stability/instability of the

excited states. The case of tail and bump profiles (m D 0) will be study separately.

Theorem 10.2. Let ˛ ¤ 0, m 2
˚
1; :::;

�
N �1

2

�	
, and ! > ˛2

.N �2m/2 . Let also the profile
˚˛

m be defined by (7.6), we consider the spaces E D E.G/ and Em D Em.G/. Then the
following assertions hold.

(i) Let ˛ < 0, then

1) for 1 < p ⩽ 5 the standing wave ei!t˚˛
m is orbitally unstable in E;

2) for p > 5 there exists !�
m > ˛2

.N �2m/2 such that the standing wave ei!t˚˛
m is

orbitally unstable in E as ! 2 . ˛2

.N �2m/2 ; !
�
m/.

(ii) Let ˛ > 0, then

1) for 1 < p ⩽ 3 the standing wave ei!t˚˛
m is orbitally stable in Em;

2) for 3 < p < 5 there exists O!m > ˛2

.N �2m/2 such that the standing wave ei!t˚˛
m

is orbitally unstable in E as ! 2 . ˛2

.N �2m/2 ; O!m/, and ei!t˚˛
m is orbitally

stable in Em as ! 2 . O!m;1/;
3) for p ⩾ 5 the standing wave ei!t˚˛

m is orbitally unstable in E .

In the case of p > 5, ˛ < 0, and ! > !�
m our approach does not provide any infor-

mation about the stability of the excited states ˚˛
m. The proof of Theorem 10.2 is based

on the extension theory of symmetric operators, the analytic perturbations theory, and
Weinstein-Grillakis-Shatah-Strauss approach established in Theorem 10.1.

Next we establish the results of stability for the cases of tail and bump profiles.

Theorem 10.3. Let ˛ ¤ 0 and ˚˛
0 be defined by (10.12).

(1) Bump case: Let ˛ > 0, 1 < p < 5, and ! > ˛2

N 2 . Then the following assertions
hold.

.i/ If 1 < p ⩽ 3, then ei!t˚˛
0 is orbitally unstable in E.G/.

.i i/ If 3 < p < 5, then there exists!2 >
˛2

N 2 such that ei!t˚˛
0 is orbitally unstable

in E.G/ for ! > !2.
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(2) Tail case: Let ˛ < 0 and ! > ˛2

N 2 . Then the following assertions hold.

.i/ If 1 < p ⩽ 5, then ei!t˚˛
0 is orbitally stable in E.G/.

.i i/ If p > 5, then there exists !1 >
˛2

N 2 such that ei!t˚˛
0 is orbitally stable in

E.G/ for ! < !1, and ei!t˚˛
0 is orbitally unstable in E.G/ for ! > !1.

In the bump case, we have that for p ⩾ 5 and 3 < p < 5 (with ! 2 . ˛2

N 2 ; !2/) that
our method does not provide any information about orbital stability of ei!t˚˛

0 .
The proof of Theorems 10.2 and Theorems 10.3 will be developed in the following

subsections. We start with the conditions in Theorem 10.1.

10.2.1 Kernel of operators Li;m;˛, i D 1; 2, in (10.11)
Let the profile˚m � ˚˛

m be defined by (7.6), including the casem D 0 (tail and bump
profiles), and we consider the domain D˛;ı in (10.2).

Proposition 10.1. Let ˛ ¤ 0, m 2
˚
0; 1; :::;

�
N �1

2

�	
and ! > ˛2

.N �2m/2 . Then the follow-
ing assertions hold for Li;˛ D Li;m;˛ .

.i/ ker.L2;˛/ D spanf˚mg and L2;˛ ⩾ 0.

.i i/ ker.L1;˛/ D f0g.

.i i i/ The positive part of the spectrum of the operators Li;˛ , i D 1; 2, is bounded away
from zero.

Proof. .i/ It is clear that˚m D .'m;j /
N
j D1 2 ker.L2;˛/. To show the equality ker.L2;˛/ D

spanf˚mg let us note that any V D .vj /
N
j D1 2 H 2.G/ satisfies the following identity

�v00
j C !vj � '

p�1
m;j vj D

�1

'm;j

d

dx

�
'2

m;j

d

dx

�
vj

'm;j

��
; x > 0:

Thus, for V 2 D˛;ı we obtain

hL2;˛V;Vi D

NX
j D1

1̂

0

.'m;j /
2

ˇ̌̌̌
d

dx

�
vj

'm;j

�ˇ̌̌̌2
dx

C

NX
j D1

�
�v0

j vj C jvj j
2 .'m;j /

0

'm;j

�1

0

D

NX
j D1

1̂

0

.'m;j /
2

ˇ̌̌̌
d

dx

�
vj

'm;j

�ˇ̌̌̌2
dx

C

NX
j D1

"
v0

j .0/vj .0/ � jvj .0/j
2
'0

m;j .0/

'm;j .0/

#
:
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Using boundary conditions (10.2), we get

NX
j D1

�
v0

j .0/vj .0/ � jvj .0/j
2 .'m;j /

0.0/

'm;j .0/

�
D ˛jv1.0/j

2

C
p
!jv1.0/j

2

24 mX
j D1

tanh.�ak/C

NX
j DmC1

tanh.ak/

35
D ˛jv1.0/j

2
C

p
!jv1.0/j

2.N � 2m/
˛

.2m �N/
p
!

D 0;

which induces .L2;˛V;Vi ≧ 0. Moreover, since .L2;˛V;Vi D 0 if and only if V D c˚m

we obtain immediate that ker.L2;˛/ D spanf˚mg and L2;˛ ≧ 0.
.i i/ Concerning the kernel of L1;˛ , the only L2.RC/-solution of the equation

�v00
j C !vj � p'

p�1
m;j vj D 0

is vj D '0
m;j up to a factor (see Berezin and Shubin (1991)). Thus, any element of

ker.L1;˛/ has the form V D .vj /
N
j D1 D .cj'

0
m;j /

N
j D1; cj 2 R. Continuity condition

v1.0/ D ::: D vN .0/ induces that c1 D ::: D cN , i.e.

vj .x/ D c

�
�'0

m;j ; j D 1; ::; m;
'0

m;j ; j D mC 1; :::; N
; c 2 R:

Condition
NP

j D1

v0
j .0/ D ˛vj .0/ is equivalent to the equality

c
�

!.1�p/
2

C
p�1

2
˛2

.N �2m/2

�
D 0:

The last one induces that either ! D
˛2

.N �2m/2 (which is impossible) or c D 0, and there-
fore V � 0.

.i i i/ By Weyl’s theorem (see (Reed and Simon 1978)) the essential spectrum of Li;˛

coincides with Œ!;1/: Thus, there can be only finitely many isolated eigenvalues in
.�1; !0/ for any !0 < !. Then .i i i/ follows easily.

10.2.2 Morse index for L1;m;˛ in (10.11) with m ¤ 0

Let L2
m.G/ be defined in (10.14) and consider the matrix operator H defined in (10.8)

associated with operators L1;m;˛ � L1;˛ in (10.11). The main theorem of this subsection
is the following.

Theorem 10.4. Let ˛ ¤ 0, m 2
˚
1; :::;

�
N �1

2

�	
and ! > ˛2

.N �2m/2 . Then the following
assertions hold.
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(i) If ˛ < 0, then n.H/ D 2 in L2
m.G/, i.e. n.HjL2

m.G// D 2.

(ii) If ˛ > 0, then n.H/ D 1 in L2
m.G/, i.e. n.HjL2

m.G// D 1.

The proof of Theorem 10.4 will be based on the perturbation analytic theory and the
extension theory of symmetric operators developed in Chapter 3. For this purpose let us
define the following self-adjoint matrix Schrödinger operator on L2.G/ with Kirchhoff
condition at � D 0

L0
1 D

��
�
d2

dx2
C ! � p'

p�1
0

�
ıi;j

�
;

D.L0
1/ D

8<:V 2 H 2.G/ W v1.0/ D ::: D vN .0/;

NX
j D1

v0
j .0/ D 0

9=; ;
(10.15)

where '0 represents the half-soliton solution for the classical NLS model,

'0.x/ D

�
.p C 1/!

2
sech2

�
.p � 1/

p
!

2
x

�� 1
p�1

: (10.16)

We note that the self-adjoint property of .L0
1;D.L0

1// is a consequence of Theorem
3.5 with Z D 0 and from the property that B � ! � p'

p�1
0 is a bounded operator (see

Proposition 3.1). Next, from definition of the profiles ˚m in (7.6) it follows

˚m D ˚˛
m ! ˚0; as ˛ ! 0; on H 1.G/;

where ˚0 D .'0; :::; '0/. As we intend to study negative spectrum of L1;˛ , we first need
to describe spectral properties of L0

1 (which is “limit value” of L1;˛ as ˛ ! 0).

Theorem 10.5. Let L0
1 be defined by (10.15) and m 2

˚
1; :::;

�
N �1

2

�	
. Then

.i/ ker.L0
1/ D spanf O̊

0;1; :::; O̊
0;N �1g, where

O̊
0;j D .0; :::; 0; '0

0
j
;�'0

0
jC1

; 0; :::; 0/:

.i i/ In the space L2
m.G/ we have ker.L0

1/ D spanf e̊0;mg, i.e. for any m we have
ker.L0

1jL2
m.G// D spanf e̊0;mg, where

e̊
0;m D

 
N �m

m
'0

0
1

; :::; N �m
m
'0

0
m

;�'0
0

mC1
; :::;�'0

0
N

!
: (10.17)

.i i i/ The operator L0
1 has one simple negative eigenvalue in L2.G/, i.e. n.L0

1/ D 1.
Moreover,L0

1 has one simple negative eigenvalue inL2
m.G/ for anym, i.e. n.L0

1jL2
m.G// D

1.
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.iv/ The positive part of the spectrum of L0
1 is bounded away from zero.

Proof. The proof repeats the one of Theorem 3.6 in (Angulo and Goloshchapova 2018).
We give it for self-contentedness.

.i/ The only L2.RC/-solution to the equation

�v00
j C !vj � p'

p�1
0 vj D 0

is vj D '0
0 (up to a factor). Thus, any element of ker.L0

1/ has the form V D .vj /
N
j D1 D

.cj'
0
0/

N
j D1; cj 2 R. It is easily seen that continuity condition is satisfied since '0

0.0/ D 0.

Condition
NP

j D1

v0
j .0/ D 0 gives rise to .N � 1/-dimensional kernel of L0

1. It is obvious

that functions O̊
0;j ; j D 1; :::; N � 1 form basis there.

.i i/ Arguing as in the previous item, we can see that ker.L0
1/ is one-dimensional in

L2
m.G/, and it is spanned on e̊0;m.
.i i i/ By following a similar analysis as in the proof of Theorem 3.5 and Proposition

3.1, we have that the symmetric operator .L0
0;D.L0

0// with

L0
0 D

��
�
d2

dx2
C ! � p'

p�1
0

�
ıi;j

�
;

and

D.L0
0/ D

8<:V 2 H 2.G/ W v1.0/ D ::: D vN .0/ D 0;

NX
j D1

v0
j .0/ D 0

9=; ;
has deficiency indices n˙.L0

0/ D 1. Moreover, .L0
1;D.L0

1// in (10.15) belongs to the
one-parameter family of self-adjoint extension of the symmetric operator .L0

0;D.L0
0//.

Let us show that operator L0
0 is non-negative onD.L0

0/. First, note that every compo-
nent of the vector V D .vj /

N
j D1 2 H 2.G/ satisfies the following identity

�v00
j C !vj � p'

p�1
0 vj D

�1

'0
0

d

dx

�
.'0

0/
2 d

dx

�
vj

'0
0

��
; x > 0:

Using the above equality and integrating by parts, we get for V 2 D.L0
0/ the equality

hL0
0V;Vi D

NX
j D1

1̂

0

.'0
0/

2

ˇ̌̌̌
d

dx

�
vj

'0
0

�ˇ̌̌̌2
dx C

NX
j D1

�
�v0

j vj C v2
j

'00
0

'0
0

�1

0

D

NX
j D1

1̂

0

.'0
0/

2

ˇ̌̌̌
d

dx

�
vj

'0
0

�ˇ̌̌̌2
dx ⩾ 0;
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where the non-integral term becomes zero by the boundary conditions for V and the fact
that x D 0 is the first-order zero for '0

0 (i.e. '00
0 .0/ ¤ 0). Indeed,

NX
j D1

�
�v0

j vj C v2
j

'00
0

'0
0

�1

0

D �

NX
j D1

lim
x!0C

2vj .x/v
0
j .x/'

00
0 .x/C v2

j .x/'
000
0 .x/

'00
0 .x/

D 0:

Since n˙.L0
0/ D 1, by Theorem 3.11 follows that n.L0

1/ ⩽ 1. Taking into account that

hL0
1˚0; ˚0i D �.p � 1/jj˚0jj

pC1
pC1 < 0;

we arrive at n.L0
1/ D 1. Finally, since ˚0 2 L2

m.G/ for anym, we have n.L0
1jL2

m.G// D 1.
.iv/ Follows from Weyl’s theorem.

Remark 10.2. Observe that, when we deal with deficiency indices, the operator L0
0 is

assumed to act on complex-valued functions which however does not affect the analysis
of negative spectrum of L0

1 acting on real-valued functions.

Theorem 10.5 give us a good framework for applying tools from analytic perturbation
theory on space L2

m.G/ for operator L0
1 and so the main point in the analysis will be deter-

mine which is the direction that the simple eigenvalue zero for L0
1 will jump, to the right

or to the left (we recall from Proposition 10.1 that ker.L1;˛/ is trivial for any ˛ ¤ 0).
We start our analytic perturbation theory framework with other one characterization

of the self-adjoint operators (10.11). Indeed, for U;V 2 E written like real and imaginary
parts U D U1 C iU2 and V D V1 C iV2, then it is easily seen that S 00.˚m/.U;V/ can be
formally rewritten as

S 00.˚m/.U;V/ D B˛
1;m.U1;V1/C B˛

2;m.U2;V2/: (10.18)

Here bilinear forms B˛
1;m and B˛

2;m are defined for F D .fj /
N
j D1;G D .gj /

N
j D1 2 E by

B˛
1;m.F;G/ D

NX
j D1

1̂

0

.f 0
jg

0
j C !fjgj � p.'m;j /

p�1fjgj /dx C f̨1.0/g1.0/;

B˛
2;k.F;G/ D

NX
j D1

1̂

0

.f 0
jg

0
j C !fjgj � .'m;j /

p�1fjgj /dx C f̨1.0/g1.0/:

(10.19)

Next, we determine the self-adjoint operators associated with the forms B˛
j;m in order

to establish a self-contained analysis. First note that the forms B˛
j;m; j 2 f1; 2g; are

bilinear bounded from below and closed. Thus, there appear self-adjoint operators L1;m;˛
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andL2;m;˛ associated (uniquely) withB˛
1;m andB˛

2;m by the First Representation Theorem
(see Chapter VI, Section 2.1 Kato 1966), namely,

Lj;m;˛V D W; j 2 f1; 2g;

D.Lj;m;˛/ D fV 2 E W 9W 2 L2.G/ s:t: 8Z 2 E
B˛

j;m.V;Z/ D hW;Zig:
(10.20)

In the following theorem we describe the operatorsL1;m;˛ and L2;m;˛ in more explicit
form and its relation with the operators Li;m;˛ , j D 1; 2, in (10.11).

Theorem 10.6. The operators L1;m;˛ and L2;m;˛ defined by (10.20) are given on the
domainD.Lj;m;˛/ D D˛;ı by

L1;m;˛ D L1;m;˛; L2;m;˛ D L2;m;˛

Proof. Since the proof for L2;m;˛ is similar to the one for L1;m;˛ , we deal with L1;m;˛ .
Let B˛

1;m D B˛ C B1;m, where B˛ W E � E ! R and B1;m W E � E ! R are defined by

B˛.U;V/ D

NX
j D1

1̂

0

u0
j v

0
jdx C ˛u1.0/v1.0/;

B1;m.U;V/ D

NX
j D1

1̂

0

.! � p.'m;j /
p�1/uj vjdx:

We denote by L˛ (resp. L1;m) the self-adjoint operator on L2.G/ associated (by the First
Representation Theorem) with B˛ (resp. B1;m). Thus,

L˛V D W;
D.L˛/ D fV 2 E W 9W 2 L2.G/ s:t: 8Z 2 E ; B˛.V;Z/ D hW;Zig:

The operator L˛ belong to the family of self-adjoint extensions in (3.24) of the symmetric
operator .L0;D.L0// defined in Theorem 3.5. Indeed, initially we see L0 � L˛ . Let
V 2 D.L0/ and we consider W D .�v00

j .x//
N
j D1 2 L2.G/. Then for every Z 2 E we

have B˛.V;Z/ D hW;Zi. Thus, V 2 D.L˛/ and L˛V D W D .�v00
j .x//

N
j D1, which

yields the claim. Therefore .L˛;D.L˛// is a self-adjoint extension for .L0;D.L0// and
so Theorem 3.5 implies the existence of Z 2 R such thatD.L˛/ D D.LZ/.

Finally, we need to prove that Z D ˛. Take V 2 D.L˛/, with V.0/ D .vj .0//
N
j D1 ¤

0, then we obtain

hL˛V;Vi D

NX
j D1

1̂

0

.v0
j /

2dx CZ.v1.0//
2;
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which should be equal to B˛.V;V/ D

NP
j D1

1́

0

.v0
j /

2dx C ˛.v1.0//
2 for all V 2 E . There-

fore, Z D ˛.
Next, we have that L1;m is the self-adjoint extension of the following multiplication

operator

L0;mV D

�
.! � p.'m;j /

p�1/vj .�/
�N

j D1
; D.L0;m/ D E :

Indeed, for V 2 D.L0;m/, V D .vj /
N
j D1, we define

W D

�
.! � p.'m;j /

p�1/vj .�/
�N

j D1
2 L2.G/:

Then for every Z 2 E we get B1;m.V;Z/ D hW;Zi. Thus, V 2 D.L1;m/ and L1;mV D

W D

�
.! � p.'m;j /

p�1/vj .�/
�N

j D1
. Hence, L0;m � L1;m. Since L0;m is self-adjoint,

L1;m D L0;m. The Theorem is proved.

The following lemma states the analyticity of the family of operators L1;m;˛ .

Lemma 10.1. As a function of ˛, .L1;m;˛/ is real-analytic family of self-adjoint operators
of type (B) in the sense of Kato.

Proof. By Theorem 10.6 and (Kato 1966, Theorem VII-4.2), it suffices to prove that the
family of bilinear forms .B˛

1;m/ defined in (10.19) is real-analytic of type (B). Indeed, it
is immediate that it is bounded from below and closed. Moreover, the decomposition of
B˛

1;m into B˛ and B1;m, implies that ˛ ! .B˛
1;mV;V/ is analytic.

Combining Lemma 10.1 and Theorem 10.5, in the framework of the perturbation the-
ory we obtain the following proposition.

Proposition 10.2. Let m 2
˚
1; :::;

�
N �1

2

�	
. Then there exist ˛0 > 0 and two analytic

functions �m W .�˛0; ˛0/ ! R and Fm W .�˛0; ˛0/ ! L2
m.G/ such that

.i/ �m.0/ D 0 and Fm.0/ D e̊
0;m, where e̊0;m is defined by (10.17).

.i i/ For all ˛ 2 .�˛0; ˛0/, �m.˛/ is the simple isolated second eigenvalue of L1;m;˛ in
L2

m.G/, and Fm.˛/ is the associated eigenvector for �m.˛/.

.i i i/ ˛0 can be chosen small enough to ensure that for ˛ 2 .�˛0; ˛0/ the spectrum of
L1;m;˛ in L2

m.G/ is positive, except at most the first two eigenvalues.

Proof. Using the structure of the spectrum of the operator L0
1 given in Theorem 10.5.i i/�

.iv/, we can separate the spectrum �.L0
1/ in L2

k
.G/ into two parts �0 D f�0

1; 0g, �0
1 < 0,

and �1 by a closed curve � (for example, a circle), such that �0 belongs to the inner
domain of � and �1 to the outer domain of � (note that �1 � .�;C1/ for � > 0).
Next, Lemma 10.1 and the analytic perturbations theory imply that � � �.L1;m;˛/ for
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sufficiently small j˛j, and �.L1;m;˛/ is likewise separated by� into two parts, such that the
part of �.L1;m;˛/ inside� consists of a finite number of eigenvalues with total multiplicity
(algebraic) two. Therefore, we obtain from the Kato-Rellich Theorem (see (Reed and
Simon 1978, Theorem XII.8)) the existence of two analytic functions �m;Fm defined in
a neighborhood of zero such that the items .i/, .i i/ and .i i i/ hold.

Now we investigate how the perturbed second eigenvalue moves depending on the
sign of ˛.

Proposition 10.3. There exists 0 < ˛1 < ˛0 such that �k.˛/ < 0 for any ˛ 2 .�˛1; 0/,
and �m.˛/ > 0 for any ˛ 2 .0; ˛1/. Thus, in L2

m.G/ for ˛ small, we have n.L1;m;˛/ D 2
as ˛ < 0, and n.L1;m;˛/ D 1 as ˛ > 0.

Proof. From Taylor’s theorem we have the following expansions

�m.˛/ D �0;m˛ CO.˛2/ and Fm.˛/ D e̊
0;m C ˛F0;m CO.˛2/; (10.21)

where �0;m D �0
m.0/ 2 R and F0;m D @˛Fm.˛/j˛D0 2 L2

k
.G/. The desired result will

follow if we show that �0;m > 0. We compute for L1;m;˛ D L1;˛ , hL1;˛Fm.˛/; e̊0;mi in
two different ways.

Note that for ˚m D ˚˛
m defined by (7.6) we have

˚m.˛/ D ˚0 C ˛G0;m CO.˛2/;

G0;m D @˛˚m.˛/j˛D0 D
2

.p�1/.N �2m/!

 
'0

0
1
; :::; '0

0
m
;�'0

0
mC1

; :::;�'0
0

N

!
:

(10.22)

From (10.33) we obtain

hL1;˛Fm.˛/; e̊0;mi D �0;m˛jj e̊0;mjj
2
2 CO.˛2/: (10.23)

By L0
1
e̊

0;m D 0 and (10.33) we get

L1;˛
e̊

0;k D p
�
.˚0/

p�1
� .˚m/

p�1
� e̊

0;k

D �˛p.p � 1/.˚0/
p�2G0;m

e̊
0;m CO.˛2/:

(10.24)

The operations in the last equality are componentwise. Equations (10.36), (10.34), ande̊
0;m 2 D˛ induce

hL1;˛Fm.˛/; e̊0;mi D hFm.˛/;L1;˛
e̊

0;mi

D �h e̊0;m; ˛p.p � 1/.˚0/
p�2G0;m

e̊
0;mi CO.˛2/

D �2˛pN �m
m!

1̂

0

.'0
0/

3'
p�2
0 dx CO.˛2/:

(10.25)
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Finally, combining (10.37) and (10.35), we obtain

�0;m D �
2p.N �m/

m!jj e̊0;mjj22

1̂

0

.'0
0/

3'
p�2
0 dx CO.˛/:

It follows that �0;m is positive for sufficiently small j˛j (due to negativity of '0
0 on RC),

which in view of (10.33) ends the proof.

Now we can count the number of negative eigenvalues of L1;m;˛ in L2
m.G/ for any ˛,

using a classical continuation argument based on the Riesz projection (see Appendix C).

Proposition 10.4. Let m 2
˚
1; :::;

�
N �1

2

�	
and ! > ˛2

.N �2m/2 . Then the following asser-
tions hold.

.i/ If ˛ > 0, then n.L1;m;˛jL2
m.G// D 1.

.i i/ If ˛ < 0, then n.L1;m;˛jL2
m.G// D 2.

Proof. We consider the case ˛ < 0. Recall that ker.L1;m;˛/ D f0g by Proposition 10.1.
Define ˛1 by

˛1 D inffz̨ < 0 W L1;m;˛ has exactly two negative eigenvalues
for all ˛ 2 .z̨; 0/g:

(10.26)

Proposition 10.3 implies that ˛1 is well defined and ˛1 2 Œ�1; 0/. We claim that
˛1 D �1. Suppose that ˛1 > �1. Let M D n.L1;m;˛1

/ and � be a closed curve
(for example, a circle or a rectangle) such that 0 2 � � �.L1;m;˛1

/, and all the negative
eigenvalues of L1;m;˛1

belong to the inner domain of � . The existence of such � can be
deduced from the lower semi-boundedness of the quadratic form associated to L1;m;˛1

.
Next, fromLemma 10.1 it follows that there is � > 0 such that for ˛ 2 Œ˛1��; ˛1C��

we have � � �.L1;m;˛/ and for � 2 � , ˛ ! .L1;m;˛ � �/�1 is analytic. Therefore, the
existence of an analytic family of Riesz-projections ˛ ! P.˛/ given by

P.˛/ D �
1

2�i

‰
�

.L1;m;˛ � �/�1d�

implies that (see Lemma C.3 in Appendix C)

dim.RanP.˛// D dim.RanP.˛1// D M; for all ˛ 2 Œ˛1 � �; ˛1 C ��:

Next, by definition of ˛1, L1;m;˛1C� has two negative eigenvalues and M D 2, hence
L1;m;˛ has two negative eigenvalues for ˛ 2 .˛1 � �; 0/, which contradicts with the
definition of ˛1. Therefore, ˛1 D �1.
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10.2.3 Slope analysis for m ¤ 0

In this subsection we evaluate p.!/ defined in section 9.1.

Proposition 10.5. Let ˛ ¤ 0,m 2
˚
1; :::;

�
N �1

2

�	
, and ! > ˛2

.N �2m/2 . Let also Jm.!/ D

@! jj˚˛
mjj22. Then the following assertions hold

.i/ Let ˛ < 0, then

1/ for 1 < p ⩽ 5, we have Jm.!/ > 0;

2/ for p > 5, there exists !�
m such that Jm.!

�
m/ D 0, and Jm.!/ > 0 for

! 2

�
˛2

.N �2m/2 ; !
�
m

�
, while Jm.!/ < 0 for ! 2 .!�

m;1/.

.i i/ Let ˛ > 0, then

1/ for 1 < p ⩽ 3, we have Jm.!/ > 0;

2/ for 3 < p < 5, there exists O!m such that Jm. O!m/ D 0; and Jm.!/ < 0 for
! 2

�
˛2

.N �2m/2 ; O!m

�
, while Jm.!/ > 0 for ! 2 . O!m;1/;

3/ for p ⩾ 5, we have Jm.!/ < 0.

Proof. Recall that ˚˛
m D .'˛

m;j /
N
j D1, where '

˛
m;j is defined by (7.6). Changing variables

we have

1̂

0

.'˛
m;j .x//

2dx D G.!/

8̂̂̂̂
<̂̂
ˆ̂̂̂:

1́

�˛

.2m�N /
p

!

.1 � t2/
2

p�1
�1
dt; j D 1; :::; mI

1́

˛

.2m�N /
p

!

.1 � t2/
2

p�1
�1
dt; j D mC 1; :::; N:

with G.!/ D

�
pC1

2

� 2
p�1 2

p�1
!

2
p�1

�
1
2 . Therefore, we obtain

jj˚˛
mjj

2
D G.!/P.!/ (10.27)

with

P.!/ D m

1ˆ
�˛

.2m�N /
p

!

.1�t2/
2

p�1
�1
dtC.N �m/

1ˆ
˛

.2m�N /
p

!

.1�t2/
2

p�1
�1
dt: (10.28)
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Thus we get,

Jm.!/ D C!
7�3p

2.p�1/ 5�p
p�1

P.!/ � C!
7�3p

2.p�1/ p̨
!

�
1 �

˛2

.N �2m/2!

�3�p
p�1

D C!
7�3p

2.p�1/ eJm.!/;

(10.29)

where C D
1

p�1

�
pC1

2

� 2
p�1

> 0 and

eJm.!/ D
5�p
p�1

P.!/ � p̨
!

�
1 �

˛2

.N �2m/2!

�3�p
p�1

:

Thus,

eJ 0
m.!/ D �

˛

!3=2

3�p
p�1

�
1 �

˛2

.N �2m/2!

�3�p
p�1

h
1C

˛2

.N �2m/2!�˛2

i
: (10.30)

.i/ Let ˛ < 0. It is immediate that Jm.!/ > 0 for 1 < p ⩽ 5 which yields 1/.
Consider the case p > 5. It is easily seen that

lim
!!

˛2

.N �2m/2

eJm.!/ D 1; lim
!!1

eJm.!/ D
5�p
p�1

N

1ˆ

0

.1 � t2/
3�p
p�1 dt < 0:

Moreover, from (10.52) it follows that eJ 0
m.!/ < 0 for ! > ˛2

.N �2m/2 and consequently

Jm.!/ is strictly decreasing. Therefore, there exists a unique !�
m > ˛2

.N �2m/2 such that

eJm.!
�
m/ D Jm.!

�
m/ D 0;

consequently Jm.!/ > 0 for ! 2

�
˛2

.N �2m/2 ; !
�
m

�
and Jm.!/ < 0 for ! 2 .!�

m;1/, and
the proof of .i/ � 2/ is completed.

.i i/ Let ˛ > 0. It is easily seen that eJm.!/ < 0 for p ⩾ 5, thus, 3/ holds. Let
1 < p < 5. It can be easily verified that

lim
!!C1

eJm.!/ D
5 � p

p � 1
N

ˆ 1

0

.1 � t2/
3�p
p�1 dt > 0; (10.31)

and

lim
!! ˛2

.N �2m/2

eJm.!/ D

(
5�p
p�1

.N � k/
´ 1

�1
.1 � t2/

3�p
p�1 dt > 0; p 2 .1; 3�,

�1; p 2 .3; 5/.
(10.32)
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Let 1 < p ⩽ 3, using the fact that eJ 0
m.!/ < 0 we get from (10.31)-(10.32) the inequality

Jm.!/ > 0, and .i i/�1/ holds. Let 3 < p < 5, then eJ 0
m.!/ > 0, therefore, from (10.31)-

(10.32) it follows that there exists O!m > ˛2

.N �2m/2 such that eJm. O!m/ D Jm. O!m/ D 0,

moreover, Jm.!/ < 0 for . ˛2

.N �2m/2 ; O!m/, and Jm.!/ > 0 for . O!m;1/, i.e. .i i/ � 2/ is
proved.

10.2.4 Proof of Theorem 10.2

In this subsection we proof our main Theorem 10.2 via the framework established in
section 8.1 above.

Proof. From Theorem 6.1 we obtain the local well-posed in E and Em of the Cauchy
problem for (10.1) in the case of a ı-interaction at the vertex � D 0.

.i/ Let ˛ < 0. Due to Theorem 10.4, we have n.H/ D 2 in L2
m.G/. Therefore, by

Proposition 10.10.i/ we obtain

n.H˛
m/ � p.!/ D 1

for 1 < p ⩽ 5; ! > ˛2

.N �2m/2 , and for p > 5, ! 2 . ˛2

.N �2m/2 ; !
�
m/: Thus, from Theorem

10.1 we get the assertions .i/ � 1/ and .i/ � 2/ in Em. Since Em � E , we get the results
in E .

.i i/ Let ˛ > 0. Due to Theorem 10.4, we have n.H/ D 1 in L2
m.G/. Therefore, by

Proposition 10.10.i i/ we obtain

n.H/ � p.!/ D 1

for p ⩾ 5; ! > ˛2

.N �2m/2 and 3 < p < 5; ! 2 . ˛2

.N �2m/2 ; O!m/. Therefore, we obtain
instability of ei!t˚˛

m in Em and consequently in E . From the other hand, for 1 < p ⩽
3; ! > ˛2

.N �2m/2 and 3 < p < 5; ! 2 . O!m;1/, we have

n.H/ � p.!/ D 0;

which yields stability of ei!t˚˛
m in Em. Thus, .i i/ is proved. This finishes the proof.

Remark 10.3. From Remark 10.1 we recall that when n.H/ � p.!/ is odd, we obtain
initially from (Grillakis, Shatah, and W. Strauss 1990) only spectral instability of ei!t˚˛

m.
To conclude orbital instability from spectral instability we use from Theorem 6.1 that the
mapping data-solution is of class C 2 for p > 2.
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10.2.5 Morse index for L1;m;˛ in (10.11) with m D 0

The main result of this subsection associated to the tail and bump profiles ˚˛
0 D

.'0;˛/
N
j D1 defined in (10.12) is the following.

Proposition 10.6. Let m 2
˚
1; :::; ŒN �1

2
�
	
, ˛ ¤ 0 and ! > ˛2

N 2 . Then for L1;0;˛ D L1;˛

.i/ for ˛ > 0, n.L1;˛/ D 2 in L2
m.G/, i.e., n.L1;˛jL2

.
G// D 2,

.i i/ for ˛ < 0, n.L1;˛/ D 1 in L2
m.G/, i.e., n.L1;˛jL2

m.G// D 1.

Proof. The proof of Proposition 10.6 follows the same strategy as in the prove of Propo-
sition 10.4. We note that Theorem 10.5, Theorem 10.6, Lemma 10.1 and Proposition 10.2
remain true. Thus, there exist ˛0 > 0 and two analytic functions � W .�˛0; ˛0/ ! R and
F W .�˛0; ˛0/ ! L2

m.G/ such that

.i/ �.0/ D 0 and F.0/ D e̊
0;m, where e̊0;m is defined by (10.17).

.i i/ For all ˛ 2 .�˛0; ˛0/, �.˛/ is the simple isolated second eigenvalue of L1;˛ in
L2

m.G/, and F.˛/ is the associated eigenvector for �.˛/.

.i i i/ ˛0 can be chosen small enough to ensure that for ˛ 2 .�˛0; ˛0/ the spectrum of
L1;˛ in L2

m.G/ is positive, except at most the first two eigenvalues.

Thus, it is enough to investigate how the perturbed second eigenvalue �.˛/ moves
depending on the sign of ˛. Next we will see that in the spaceL2

m.G/ for ˛ small, we have
n.L1;˛/ D 1 as ˛ < 0, and n.L1;˛/ D 2 as ˛ > 0. Indeed, from Taylor’s theorem we
have the following expansions

�.˛/ D �0˛ CO.˛2/ and F.˛/ D e̊
0;m C ˛F0 C O.˛2/; (10.33)

where �0 D �0.0/ 2 R, F0 D @˛F.˛/j˛D0 2 L2
m.G/, and e̊0;m is defined by (10.17).

The desired result will follow if we show that �0 < 0. We compute hL1;˛F.˛/; e̊0;mi in
two different ways.

Inwhat follows, wewill use the following decomposition for K.˛/ � ˚˛
0 D .'0;˛/

N
j D1

defined by (10.12) around ˛ D 0

K.˛/ D ˚0 C ˛G0 C O.˛2/ (10.34)

where
G0 D @˛.K.˛/j˛D0 D

�2
.p�1/N!

�
'0

0

�N
j D1

:

From (10.33) we obtain

hL1;˛F.˛/; e̊0;mi D �0˛jj e̊0;mjj
2

CO.˛2/: (10.35)
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By L1;0
e̊

0;m D 0 and (10.33), we get

L1;˛
e̊

0;m D p
�
.˚0/

p�1
� .˚˛

0 /
p�1

� e̊
0;m (10.36)

D �˛p.p � 1/.˚0/
p�2G0

e̊
0;m C O.˛2/:

The operations in the last equality are componentwise. Equations (10.36) and (10.34)
induce

hL1;˛F.˛/; e̊0;mi D �h e̊0;m; ˛p.p � 1/.˚0/
p�2G0

e̊
0;mi CO.˛2/ (10.37)

D
2˛p.N �m/

m!

ˆ 1

0

.'0
0/

3'
p�2
0 dx CO.˛2/:

Finally, combining (10.37) and (10.35), we obtain for m 2 f1; :::; N � 1g

�0 D
2p.N �m/

m!jj e̊0;kjj2

ˆ 1

0

.'0
0/

3'
p�2
0 dx CO.˛/:

It follows that �0 is negative for sufficiently small j˛j (due to the negativity of '0
0 on RC).

Thus by using an argument based on the Riesz projection we obtain the statements
n.L1;˛jL2

m.G// D 2 for any ˛ > 0 and also n.L1;˛jL2
m.G// D 1 for any ˛ < 0.

The item .i i/ in Proposition 10.6 can be obtained without an perturbation analysis and
to be generalized via the extension theory for symmetric operators. That is the objective
of the following.

Proposition 10.7. Let ˛ < 0 and ! > ˛2

N 2 . Then n.L1;˛/ D 1 in L2.G/.

Proof. We need to repeat the arguments of the proof of Theorem 10.5-.i i i/ (i.e. L0
1 has

to be replaced by L1;˛ , and ˚0 by ˚˛
0 ). Namely, .L1;˛;D˛;ı/ has to be considered as the

family of self-adjoint extensions of the non-negative symmetric operator

L0
0 D

��
�

d2

dx2 C ! � p.'0;˛/
p�1

�
ıi;j

�
;

D.L0
0/ D

n
V 2 H 2.G/ W v1.0/ D ::: D vN .0/ D 0;

NP
j D1

v0
j .0/ D 0

o
;

with deficiency indices n˙.L0
0/ D 1. Note that since ˛ < 0, we have '0

0;˛.x/ < 0 for
x ⩾ 0 and so the following basic equality is well defined for all x ⩾ 0,

� v00
C !v � p'

p�1
0;˛ v D

�1

'0
0;˛

d

dx

"
.'0

0;˛/
2 d

dx

 
v

'0
0;˛

!#
: (10.38)

Therefore, for V D .vj /
N
iD1 2 D.L0

0/ the equality

hL0
0V;Vi D

NX
j D1

1̂

0

.'0
0;˛/

2

ˇ̌̌̌
ˇ ddx

 
vj

'0
0;˛

!ˇ̌̌̌
ˇ
2

dx ⩾ 0;
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it is immediate.
By Theorem 3.11 follows that n.L1;˛/ ⩽ 1. Taking into account that ˚˛

0 2 D.L1;˛/,

hL1;˛˚
˛
0 ; ˚

˛
0 i D �.p � 1/jj˚˛

0 jj
pC1
pC1 < 0;

we arrive at n.L1;˛/ D 1 in L2.G/. This finishes the proof.

Remark 10.4. The extension symmetric approach in the proof of Proposition 10.7, by
using the symmetric operator .L0

0;D.L0
0//, it is not clear that can be used in the case of

bump profiles (˛ > 0/. Although equality (10.38) is still right, at least for x > 0 and
x ¤ z0 with '0

0;˛.z0/ D 0, it is not obvious that the quadratic form hL0
0V;Vi continues

being non-negative.

10.2.6 Slope analysis for m D 0

The proof of the following Proposition follows the same ideas as the casem ¤ 0 (see
Angulo and Goloshchapova (2018)).

Proposition 10.8. Let ! > ˛2

N 2 and J.!/ D @! jj˚˛
0 jj2. Then the following assertions

hold.

.i/ Let ˛ < 0, then
1/ for 1 < p ⩽ 5, we have J.!/ > 0;

2/ for p > 5, there exists!1 such that J.!1/ D 0, and J.!/ > 0 for! 2

�
˛2

N 2 ; !1

�
,

while J.!/ < 0 for ! 2 .!1;1/.

.i i/ Let ˛ > 0, then
1/ for 1 < p ⩽ 3, we have J.!/ > 0;
2/ for 3 < p < 5, there exists !2 such that J.!2/ D 0, and J.!/ < 0 for ! 2�

˛2

N 2 ; !2

�
, while J.!/ > 0 for ! 2 .!2;1/;

3/ for p ⩾ 5, we have J.!/ < 0.

10.2.7 Proof of Theorem 10.3
In this subsection we proof Theorem 10.3 via the framework established in section 8.1

above.

Proof. (1) For ˛ > 0, from Proposition 10.6-.i/, Proposition 10.1, and Proposition 10.8
-.i i/, we obtain

n.HjL2
m.G// � p.!/ D 1
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as p 2 .1; 3�, ! > ˛2

N 2 , and p 2 .3; 5/, ! > !2. Thus, from Theorem 10.1 we get orbital
instability of ei!t˚˛

0 in Em.G/ and consequently in E.G/.
(2) For ˛ < 0, from Proposition 10.6-.i i/, Proposition 10.1, Proposition 10.8 -.i/, we

obtain the orbital stability ei!t˚˛
0 for 1 < p ≦ 5 and any ! > ˛2

N 2 and for p > 5 and
! 2 . ˛2

N 2 ; !1/. Moreover, applying the approach by Henry, Perez, and Wreszinski (1982)
(see Remark 10.1 and Theorem 6.1) we may deduce the orbital instability of ei!t˚˛

0 from
the spectral one for p > 5 and ! > !1.

This finishes the proof.

10.3 Stability theory for the NLS-ı0 on star graphs

In this section we study the orbital stability of standing wave U.t; x/ D ei!t˚.x/

of the Schrödinger model (10.1) for the case of the self-adjoint operator A D Hı0

�
(see

Theorem 3.7) acting as

.Hı0

� V/.x/ D .�v00
j .x//

N
j D1; x > 0;

on the domainD.Hı0

�
/ D D�;ı0 , where

D�;ı0 WD

n
V 2 H 2.G/ W v0

1.0/ D ::: D v0
N .0/;

NX
j D1

vj .0/ D �v0
1.0/

o
: (10.39)

In particular, we study the orbital stability of standing wave with the particular N -
tail profile ˚�;ı0 D .'�;j /

N
j D1 under the conditions '�;1 D ::: D '�;N � '�;ı0 and

N'�;j .0/ D �'0
�;j
.0/. Thus we need to have the profile

'�;ı0.x/ D

h .p C 1/!

2
sech2

� .p � 1/
p
!

2
x C tanh�1

�
�N

�
p
!

��i 1
p�1

; (10.40)

with ! > N 2

�2 and � < 0. Moreover, ˚�;ı0 2 D�;ı0 and satisfies the stationary equation

Hı0

� ˚ C !˚ � j˚ j
p�1˚ D 0:

We will investigate orbital stability of U.t; x/ D ei!t˚�;ı0 in the energy space X D

H 1.G/ inside the framework established in section 8.1.
Next, it consider the following two self-adjoint matrix operators

L1;� D

��
�
d2

dx2
C ! � p.'�;ı0/p�1

�
ıi;j

�
;

L2;� D

��
�
d2

dx2
C ! � .'�;ı0/p�1

�
ıi;j

�
;

(10.41)
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with D.L1;�/ D D.L2;�/ D D�;ı0 . Here ıi;j is the Kronecker symbol. These opera-
tors are associated in a standard way with the second derivative of the following action
functional

S�.V/ D
1
2
jjV0

jj
2

�
1

pC1
jjVjj

pC1
pC1 C

1
2�

ˇ̌̌ NX
j D1

vj .0/
ˇ̌̌2

C
!
2

jjVjj
2;

where V D .vj /
N
j D1 2 H 1.G/. Namely,

.S�/
00.˚�;ı0/.U;V/ D hL1;�U1;V1i C hL2;�U2;V2i

with U D U1 C iU2 and V D V1 C iV2. Next, we consider the form .S�/
00.˚�;ı0/ as a

linear operator

H� D

�
L1;� 0
0 L2;�

�
: (10.42)

The energy functionalE� defined by (6.3) belongs toC 2.H 1.G/;R/ and so the analog
of stability/instability Theorem 10.1 is true for ei!t˚�;ı0 .

The following is the orbital stability/instability properties of the continuous tail profiles
˚�;ı0 .

Theorem 10.7. Let � < 0, and ! > N 2

�2 . Let also ˚�;ı0 be defined by (10.40), and the
spaceH 1

eq.G/ be defined by

H 1
eq.G/ D f.vj /

N
j D1 2 H 1.G/ W v1.x/ D ::: D vN .x/; x > 0g:

Then the following assertions hold.

.i/ Let 1 < p ⩽ 5.

1/ If ! < N 2

�2

pC1
p�1

, then eit!˚�;ı0 is orbitally stable inH 1.G/.

2/ If ! > N 2

�2

pC1
p�1

and N is even, then eit!˚�;ı0 is orbitally unstable inH 1.G/.

.i i/ Let p > 5 and ! ¤
N 2

�2

pC1
p�1

. Then there exists !� > N 2

�2 such that eit!˚�;ı0 is
orbitally unstable inH 1.G/ for! > !�, and eit!˚�;ı0 is orbitally stable inH 1

eq.G/
for ! < !�.

The relative position of !� and N 2

�2

pC1
p�1

is discussed in Remark 10.6. In the case
N D 2 the above result coincides with Proposition 6.9(1) (partially) and Theorem 6.11 in
(Adami and Noja 2013).



150 10. (In)Stability for the NLS equation on Star Graphs

10.3.1 Spectrum of operators Li;�, i D 1; 2, in (10.41)
Next we give the description of the spectrum of the operators L1;� and L2;� defined

in (10.41).

Proposition 10.9. Let � < 0 and ! > N 2

�2 , then the following results hold.

.i/ ker.L2;�/ D spanf˚�;ı0g, and L2;� ⩾ 0.

.i i/ If ! < N 2

�2

pC1
p�1

, then ker.L1;�/ D f0g, and n.L1;�/ D 1.

.i i i/ If ! D
N 2

�2

pC1
p�1

, then n.L1;�/ D 1, and the kernel of L1;� is given by ker.L1;�/ D

spanf O̊
�;1; ::; O̊

�;N �1g, where

O̊
�;j D .0; ::; 0; '0

�;ı0

j
;�'0

�;ı0

jC1
; 0; ::; 0/: (10.43)

.iv/ If ! > N 2

�2

pC1
p�1

, then ker.L1;�/ D f0g, and n.L1;�/ ⩽ N . Moreover, for N even in
the space

L2
N
2

.G/ D fV D .vj /
N
j D1 2 L2.G/ W v1.x/ D ::: D vN .x/; x > 0g;

we have n.L1;�jL2
N
2

.G// D 2.

.v/ The rest of the spectrum of L1;� and L2;� is positive and bounded away from zero.

Proof. .i/ It is clear that˚�;ı0 2 ker.L2;�/. To show the equality ker.L2;�/ D spanf˚�;ı0g

let us note that any V D .vj /
N
j D1 2 H 2.G/ satisfies the following identity

� v00
j C !vj � .'�;ı0/p�1vj D

�1

'�;ı0

d

dx

h
'2

�;ı0

d

dx

� vj

'�;ı0

�i
; x > 0: (10.44)

Thus, for V 2 D�;ı0 , we obtain from (10.44), (10.39), and (10.40)

hL2;�V;Vi D

NX
j D1

ˆ 1

0

'2
�;ı0

h d
dx

� vj

'�;ı0

�i2

dx CR�;N ; (10.45)

where

R�;N D
1

�

h NX
j D1

vj .0/
i2

�
N

�

NX
j D1

v2
j .0/: (10.46)

The term R�;N if positive for � < 0 by Jensen’s inequality applied to f .x/ D x2. Thus,
hL2;�V;Vi ≧ 0 for V 2 D�;ı0 \ Œspanf˚�;ı0g�? which proves .i/.
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.i i/ Concerning the kernel of L1;�, we recall that the only L2.RC/-solution of the
equation

�v00
j C !vj � p.'�;ı0/p�1vj D 0

is given by vj D '0
�;ı0 (up to a factor). Thus, any element of ker.L1;�/ has the form

V D .vj /
N
j D1 D .cj'

0
�;ı0/

N
j D1; cj 2 R:

If v0
1.0/ D ::: D v0

N .0/ ¤ 0, then by (10.39) we get c1 D ::: D cN ¤ 0, and conse-
quently N'0

�;ı0.0/ D �'00
�;ı0.0/. Therefore, ! D

N 2

�2 , which is impossible. Otherwise,
the condition v0

j .0/ D 0 implies that '00
�;ı0.0/ D 0, which is equivalent to the identity

! D
N 2

�2

p C 1

p � 1
:

Thus, we get that c1 D ::: D cN D 0 and V � 0 for ! ¤
N 2

�2

pC1
p�1

.
The proof of the equality n.L1;�/ D 1 for ! < N 2

�2

pC1
p�1

is similar to the one in the
case of the operator L1;0 defined by (10.15). Namely, denoting

l� D

��
�
d2

dx2
C ! � p.'�;ı0/p�1

�
ıi;j

�
; (10.47)

we define the following symmetric operator L0
0 D l� with

D.L0
0/ D

n
V 2 H 2.G/ W v0

1.0/ D ::: D v0
N .0/ D 0;

NX
j D1

vj .0/ D 0
o
:

From Theorem 3.7 follows that L1;� is the family of self-adjoint extension of L0
0. Let us

show that the operator L0
0 is non-negative. First, note that any V D .vj /

N
j D1 2 H 2.G/

satisfies the following identity

�v00
j C !vj � p.'�;ı0/p�1vj D

�1

'0
�;ı0

d

dx

h
.'0

�;ı0/
2 d

dx

� vj

'0
�;ı0

�i
; x > 0:

Using the above equality and integrating by parts, we get for V 2 D.L0
0/

hL0
0V;Vi D

NX
j D1

ˆ 1

0

.'0
�;ı0/

2
h d
dx

� vj

'0
�;ı0

�i2

dx �

NX
j D1

v2
j .0/

'00
�;ı0.0/

'0
�;ı0.0/

:

Taking into account that

� v2
j .0/

'00
�;ı0.0/

'0
�;ı0.0/

D v2
j .0/

�!

2N

�
p � 1 � .p C 1/

N 2

�2!

�
; (10.48)
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we get non-negativity of L0
0 for ! ⩽ N 2

�2

pC1
p�1

. By extension theory follows that n.L1;�/ ≦
1. Moreover, due to

hL1;�˚�;ı0 ; ˚�;ı0i D �.p � 1/jj˚�;ı0 jj
pC1
pC1 < 0;

we finally arrive at n.L1;�/ D 1, and .i i/ is proved.
.i i i/ From the proof of item .i i/we induce that n.L1;�/ D 1, and the kernel of L1;� is

nonempty as! D
N 2

�2

pC1
p�1

. Moreover, we know that any element of the kernel has the form
V D .vj /

N
j D1 D .cj'

0
�;ı0/

N
j D1; cj 2 R, and it is necessary that v0

1.0/ D ::: D v0
N .0/ D 0.

Hence, the condition

�v0
1.0/ D

NX
j D1

vj .0/ D 0 (10.49)

gives rise to .N�1/-dimensional kernel of L1;�. Since the functions O̊
�;j , 1 ⩽ j ⩽ N�1,

defined in (10.43) are linearly independent and satisfy the condition (10.49), they form the
basis in ker.L1;�/, and .i i i/ is proved.

.iv/The identity ker.L1;�/ D f0gwas shown in .i i/. To show the inequalityn.L1;�/ ⩽
N we introduce the following minimal symmetric operator Lmin D l� with

D.Lmin/ D

�
V 2 H 2.G/ W

v0
1.0/ D ::: D v0

N .0/ D 0;
v1.0/ D ::: D vN .0/ D 0

�
; (10.50)

where l� is defined in (10.47). The operator L1;� is self-adjoint extension of Lmin. From the
formula (10.48) it follows that Lmin is a non-negative operator. It is obvious that L�

min D l�,
D.L�

min/ D H 2.G/: Then, due to the von Neumann formula (for Lmin acting on complex-
valued functions)

D.L�
min/ D D.Lmin/˚ spanfV1

i ; ::;V
N
i g ˚ spanfV1

�i ; ::;V
N
�i g;

where
Vj

˙i D .0; :::; ei
p

˙ix

j
; 0; :::; 0/; Im.

p
˙i/ > 0;

and consequently n˙.Lmin/ D N . By extension theory, n.L1;�/ ⩽ N .
Let N be even. It is easily seen that n˙.Lmin/ D 2 in L2

N
2

.G/. Indeed,

D.L�
min/ D D.Lmin/˚ spanfeV1

i ;
eV2

i g ˚ spanfeV1
�i ;
eV2

�i g;

where eV1
˙i D .ei

p
˙ix

1
; :::; ei

p
˙ix

N=2
; 0
N=2C1

; :::; 0
N
/;

and eV2
˙i D .0

1
; :::; 0

N=2
; ei

p
˙ix

N=2C1
; :::; ei

p
˙ix

N
/:
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By extension theory, we get n.L1;�/ ⩽ 2 in L2
N
2

.G/.
Next, we introduce the following quadratic form F1;� associated with the operator L1;�

F1;�.V/ D jjV0
jj

2
C !jjVjj

2
� p

NX
j D1

ˆ 1

0

.'�;ı0/p�1
jvj j

2dx C
1
�

ˇ̌̌ NX
j D1

vj .0/
ˇ̌̌2
;

withD.F1;�/ D H 1.G/. Let

˚�
� D .'0

�;ı0

1
; :::; '0

�;ı0

N=2
;�'0

�;ı0

N=2C1
; :::;�'0

�;ı0

N
/;

then integrating by parts we obtain

F1;�.˚
�
� / D N

ˆ 1

0

'0
�;ı0

�
�'000

�;ı0 C !'0
�;ı0 � p.'�;ı0/p�1'0

�;ı0

�
dx

�N'0
�;ı0.0/'

00
�;ı0.0/

D
N 2

2�
!
h�

.pC1/!
2

� �
1 �

N 2

�2!

�i 2
p�1

�
p � 1 � .p C 1/ N 2

�2!

�
;

which is negative for ! > N 2

�2

pC1
p�1

. Since hL1;�˚�;ı0 ; ˚�;ı0i < 0, we get by orthogonality
of ˚�

�
and ˚�;ı0

F1;�.s˚�;ı0 C r˚�
� / D jsj2F �

1;!.˚�;ı0/C jr j2F �
1;!.˚

�
� / < 0:

Thus, we obtain thatF1;� is negative on two-dimensional subspaceM D spanf˚�;ı0 ; ˚�
�

g.
Therefore, by minimax principle, we get n.L1;�/ ⩾ 2. The assertion .iv/ is proved. The
proof of item .v/ is standard and relies on Weyl’s theorem. This finishes the proof of the
Proposition.

10.3.2 Slope analysis

Next we study the sign of @! jj˚�;ı0 jj2.

Proposition 10.10. Let ! > N 2

�2 , � < 0, and J.!/ D @! jj˚�;ı0 jj2.

.i/ If 1 < p ⩽ 5, then J.!/ > 0.

.i i/ Ifp > 5, then there exists!� such that J.!�/ D 0, and J.!/ > 0 for! 2 .N 2

�2 ; !
�/,

while J.!/ < 0 for ! 2 .!�;1/.
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Proof. Recall that ˚�;ı0 D .'�;ı0/Nj D1, where '�;ı0 is defined by (10.40), we have via
change of variables

ˆ 1

0

.'�;ı0.x//2dx D

�
p C 1

2

� 2
p�1 2!

2
p�1

�
1
2

p � 1

ˆ 1

N

j�j
p

!

.1 � t2/
2

p�1
�1
dt:

From the last equality, we get

J.!/ D C!
7�3p

2.p�1/ J1.!/; C D
N

p�1

�
p C 1

2

� 2
p�1

; (10.51)

where
J1.!/ D

5�p
p�1

ˆ 1

N

j�j
p

!

.1 � t2/
3�p
p�1 dt C

N

j�j
p

!
.1 �

N 2

�2!
/

3�p
p�1 :

Thus,

J 0
1.!/ D

N

j�j!3=2

3�p
p�1

h�
1 �

N 2

�2!

�3�p
p�1

C
N 2

�2!

�
1 �

N 2

�2!

��
2.p�2/

p�1
i
: (10.52)

It is immediate that J.!/ > 0 for 1 < p ⩽ 5. Consider the case p > 5. It is easily seen

lim
!!C1

J1.!/ D
5 � p

p � 1

ˆ 1

0

.1 � t2/
3�p
p�1 dt < 0; lim

!! N 2

�2

J1.!/ D 1:

Moreover, from (10.52) it follows that J 0
1.!/ < 0 for ! > N 2

�2 , and consequently J1.!/

is strictly decreasing. Therefore, there exists a unique !� > N 2

�2 such that J1.!
�/ D

J.!�/ D 0, consequently J.!/ > 0 for ! 2 .N 2

�2 ; !
�/, and J.!/ < 0 for ! 2 .!�;1/.

10.3.3 Proof of Theorem 10.7
In this subsection we proof Theorem 10.7 via the framework established in section

10.1 above.

Proof. .i/ 1/ Combining Theorem 6.3, Theorem 10.1 (adapted to the case of the NLS-ı0

equation), Proposition 10.9 (items .i/, .i i/ and .v/), and Proposition 10.10-.i/, we get
stability of ei!t˚�;ı0 inH 1.G/.

2/ Combining Theorem 10.1, Proposition 10.9 (items .i/, .iv/ and .v/), and Proposi-
tion 10.10-.i/, we get orbital instability of ei!t˚�;ı0 in H 1

N
2

.G/ (compare with Remark
10.1-.i i/). We note that well-posedness of the Cauchy problem associated with equation
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(4.3) in H 1
N
2

.G/ follows from the uniqueness of the solution to the Cauchy problem in

H 1.G/ and the fact that the group e�itHı0

� preserves the spaceH 1
N
2

.G/. Finally, instability
in the smaller spaceH 1

N
2

.G/ induces instability in allH 1.G/.

.i i/ Relative position of !� and ! D
N 2

�2

pC1
p�1

is not clear (see Remark 10.6), which
complicates the analysis in the framework of Theorem 10.1. But we can overcome this
difficulty restricting the operator L1;� onto the space L2

eq.G/. Moreover, we introduce
H 1

eq.G/ D H 1.G/\L2
eq.G/. We note thatH 1

eq.G/ is also preserved by the group e�itHı0

�

(see (Angulo and Goloshchapova 2018)) .
Recall that L1;� is the self-adjoint extension of theminimal symmetric operator Lmin de-

fined by (10.50). It is easily seen that the operator LminjL2
eq.G/ satisfiesD˙.LminjL2

eq.G// D

spanf.ei
p

˙ix/Nj D1g. The last equality, implies by extension theory and relation

hL1;�˚�;ı0 ; ˚�;ı0i < 0;

with ˚�;ı0 2 L2
eq.G/, that n.L1;�jL2

eq.G// D 1.

Without loss of generality we can assume that !� ¤
N 2

�2

pC1
p�1

: All our forthcoming
conclusions about orbital stability are based on Theorem 10.1 for the spaces H 1.G/ and
H 1

eq.G/, Remark 10.1, Theorem 6.3, Proposition 10.9, and Proposition 10.10. Consider 2
cases.

1. Suppose that !� < N 2

�2

pC1
p�1

.
Let ! < !� < N 2

�2

pC1
p�1

, then n.L1;�/ D 1 in L2.G/ and we have @! jj˚�;ı0 jj2 > 0.
Therefore, ei!t˚�;ı0 is orbitally stable inH 1.G/, and hence inH 1

eq.G/.
If !� < ! < N 2

�2

pC1
p�1

, then n.L1;�/ D 1 in L2.G/ and @! jj˚�;ı0 jj2 < 0, which
induces orbital instability of ei!t˚�;ı0 inH 1.G/.

Let ! > N 2

�2

pC1
p�1

> !�. Then n.L1;�jL2
eq.G// D 1 and also @! jj˚�;ı0 jj2 < 0, which

induces orbital instability of ei!t˚�;ı0 inH 1
eq.G/ and consequently inH 1.G/.

2. Suppose that !� > N 2

�2

pC1
p�1

.
If ! < N 2

�2

pC1
p�1

< !�, then n.L1;�/ D 1 in L2.G/ and @! jj˚�;ı0 jj2 > 0, consequently
ei!t˚�;ı0 is orbitally stable inH 1.G/, and therefore inH 1

eq.G/.
If N 2

�2

pC1
p�1

< ! < !�, then n.L1;�jL2
eq.G// D 1 and @! jj˚�;ı0 jj2 > 0, which induces

stability of ei!t˚�;ı0 inH 1
eq.G/ .

Let ! > !� > N 2

�2

pC1
p�1

, then n.L1;�jL2
eq.G// D 1 and @! jj˚�;ı0 jj2 < 0, which induces

orbital instability of ei!t˚�;ı0 inH 1
eq.G/ and consequently inH 1.G/.

Summarizing all the cases, we get for ! > !� nonlinear instability of ei!t˚�;ı0 in
H 1.G/, and for ! < !� stability of ei!t˚�;ı0 at least inH 1

eq.G/. This finishes the proof.
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Remark 10.5. .i/ It is worth mentioning that the orbital instability result follows easily
for 2 < p < 5 from the spectral instability using the fact that the mapping data-solution
for (4.3) is of class C 2 (see Theorem 6.3 and Remark 10.1-.i i i/).

.i i/ Observe that for p > 5 the orbital instability results are obtained via classical
approach by Grillakis, Shatah, and W. Strauss (1987) without using spectral instability.
Otherwise, the orbital instability can be deduced from the spectral one since for p > 5 the
mapping data-solution for (4.3) is of class C 2.

Remark 10.6. Note that the integral appearing in (10.51) (via change of variables) is
related to the incomplete Beta function

B
�
yI
1

2
; b
�

D

ˆ y

0

x
�

1
2 .1 � x/b�1dx;

with b D
2

p�1
. Using basic numerical simulations, one can show that for p D 6; 7; :::,

relation !� > N 2

�2

pC1
p�1

holds. By the continuity of the function J as a function of p, we
get the relation !� > N 2

�2

pC1
p�1

in the neighborhood of every integer p > 5.
We conjecture that !� > N 2

�2

pC1
p�1

holds for any p > 5. This conjecture by Theorem
10.1 implies the following stability properties of ei!t˚�;ı0 in the case p > 5:

.i/ if ! 2 .N 2

�2 ;
N 2

�2

pC1
p�1

/, then ei!t˚�;ı0 is stable inH 1.G/;

.i i/ if ! 2 .N 2

�2

pC1
p�1

; !�/ and N is even, then ei!t˚�;ı0 is unstable inH 1.G/.

.i i i/ In the case ! D !� and p > 5 we conjecture due to (Ohta 2011, Corollary 2) that
the standing wave ei!t˚�;ı0 is unstable.

10.4 Stability theory for the NLS-log-ı on a star graph
In this section we consider the following NLS equation with logarithmic nonlinearity

on star graph G (NLS-log-ı ),

i@tU � Hı
˛U C ULogjUj

2
D 0; (10.53)

with the ı-interaction operator Hı
˛ defined in (10.2).

We are interested here in the stability properties of the standing wave ei!t	˛;ı 2 D˛;ı

where 	˛;ı D . ˛;ı/
N
j D1 is of Gaussian type

 ˛;ı.x/ D e
!C1

2 e
�

.x�
˛
N

/2

2 ; ˛ ¤ 0; ! 2 R: (10.54)

Our main result is the following.
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Theorem 10.8. Let ! 2 R, and 	˛;ı D . ˛;ı/
N
j D1 be defined by (10.54). Then the

standing wave ei!t	˛;ı is orbitally stable in W 1
E .G/ for any ˛ < 0, and ei!t	˛;ı is

spectrally unstable for any ˛ > 0.

The strategy of the proof of Theorem 10.8 is analogous to the one in the previous case
of the NLS model (10.1) with power nonlinearity. In particular, we will use the adapted
(weaker) version of the stability/instability Theorem 10.1 (to the specific Gaussian profile
	˛;ı and the space W 1

E .G/).
Consider the following two harmonic oscillator self-adjoint matrix operators with do-

mainD.T1;˛/ D D.T2;˛/ D Dlog
˛;ı

defined by

T1;˛ D

��
�
d2

dx2
C .x �

˛
N
/2 � 3

�
ıi;j

�
;

T2;˛ D

��
�
d2

dx2
C .x �

˛
N
/2 � 1

�
ıi;j

�
;

Dlog
˛;ı

W D

n
V 2 W 2.G/ W v1.0/ D ::: D vN .0/;

NX
j D1

v0
j .0/ D ˛v1.0/

o
;

(10.55)

where ıi;j is theKronecker symbol. These operators are associatedwithH˛;log WD .S˛;log/
00.	˛;ı/,

where
S˛;log.V/ D E˛;Log.V/C

! C 1

2
kVk

2

and in a standard way,

H˛;log D

�
T1;˛ 0
0 T2;˛

�
:

Noting that for any!, @! jj	˛;ı jj2 > 0,E˛;log 2 C.W 1
E .G/;R/ (seeAngulo andGoloshchapova

(2018, Proposition 2.3)), and combining Grillakis, Shatah, and W. Strauss (1987, Theo-
rem 3.5) with Grillakis, Shatah, and W. Strauss (1990, Theorem 5.1), we can formulate
the stability/instability theorem for the NLS-log-ı equation.

Theorem 10.9. Let ˛ ¤ 0, and n.H˛;log/ be the number of negative eigenvalues of H˛;log.
Suppose also that

1/ ker.jT2;˛/ D spanf	˛;ıg,
2/ ker.T1;˛/ D f0g,
3/ the negative spectrum of T1;˛ and T2;˛ consists of a finite number of negative

eigenvalues (counting multiplicities),
4/ the rest of the spectrum of T2;˛ and T1;˛ is positive and bounded away from zero.

Then the following assertions hold.

.i/ If n.H˛;log/ D 1, then the standing wave ei!t	˛;ı is orbitally stable in W 1
E .G/.

.i i/ If n.H˛;log/ D 2 in L2
k
.G/, then the standing wave ei!t	˛;ı is spectrally unstable.
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Remark 10.7. .i/ By saying ei!t	˛;ı is spectrally unstable we mean that the spectrum
of the linear part

A˛;log D

�
0 T2;˛

�T1;˛ 0

�
of the linearization of the NLS-log-ı equation around 	˛;ı contains an eigenvalue with
positive real part.

.i i/ In item .i i/ of Theorem 10.9 we affirm only spectral instability since we can’t ap-
ply neither Ohta (2011, Corollary 3 and 4) (sincewe don’t know ifE˛;log 2 C 2.W 1

E .G/;R/),
nor Henry, Perez, and Wreszinski (1982, Theorem 2 Remark, Section 2) (since we don’t
know if the mapping data-solution associated to the NLS-log-ı equation is at least of class
C 2 around	˛;ı ) to prove orbital instability (see Remark 10.1 above). We recall that global
well-posedness Theorem 6.4 was not obtained via the Banach Contraction Principle.

10.4.1 Spectrum of operators Ti;˛, i D 1; 2, in (10.55)
Next we study the spectral properties of T1;˛ and T2;˛ . To investigate the spectrum

of the operator T1;˛ we will use the perturbation theory analogously to the previous case
of the NLS-ı equation with power nonlinearity. In particular, define the following self-
adjoint Schrödinger operator on L2.G/ with Kirchhoff condition at � D 0

T1;0 D

��
�
d2

dx2
C x2

� 3
�
ıi;j

�
; (10.56)

D.T1;0/ D

n
V 2 W 2.G/ W v1.0/ D ::: D vN .0/;

NX
j D1

v0
j .0/ D 0

o
:

As above T1;˛ “tends” to T1;0 for ˛ ! 0. In the next Theorem we describe the spectral
properties of T1;0.

Theorem 10.10. Let T1;0 be defined by (10.56) and k 2 f1; :::; N � 1g. Then the follow-
ing assertions hold

.i/ ker.T1;0/ D spanf O	0;1; :::; O	0;N �1g, where

O	0;j D .0; :::; 0;  0
0
j
;� 0

0
jC1

; 0; :::; 0/;  0.x/ D e
�

x2

2 :

.i i/ In the space L2
k
.G/ we have ker.T1;0/ D spanfe	0;kg, where

e	0;k D

�
N �k

k
 0

0
1

; :::; N �k
k
 0

0
k

;� 0
0

kC1
; :::;� 0

0
N

�
; (10.57)

i.e. ker.T1;0jL2
k

.G// D spanfe	0;kg.
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.i i i/ The operator T1;0 has one simple negative eigenvalue, i.e. we have n.T1;0/ D 1.
Moreover, operator T1;0 has one simple negative eigenvalue in L2

k
.G/, i.e. we have

n.T1;0jL2
k

.G// D 1.

.iv/ The spectrum of T1;0 is discrete.

Proof. The proof of items .i/-.i i/ repeats the one of Theorem 10.5 .i/-.i i/.
.i i i/We will follow the ideas of the proof of item .i i i/ of Theorem 10.5 and Lemma

4.11 in (Angulo and Goloshchapova 2017b) (see Chapter 3). Denote

t0 D

��
�
d2

dx2
C x2

� 3
�
ıi;j

�
:

First, one needs to show that the operator T0 acting as T0 D t0 on

D.T0/ D

n
V 2 W 2.G/ W v1.0/ D ::: D vN .0/ D 0;

NX
j D1

v0
j .0/ D 0

o
:

is non-negative. The proof follows from the identity

�v00
j C .x2

� 3/vj D
�1

 0
0

d

dx

h
. 0

0/
2 d

dx

� vj

 0
0

�i
; x > 0;

for any V D .vj /
N
j D1 2 W 2.G/.

Next we need to prove that n˙.T0/ D 1. We use the ideas of the proof of Angulo
and Goloshchapova (2017b, Lemma 4.11). First, we establish the scale of Hilbert spaces
associated with the self-adjoint non-negative operator T D t0 C 3I defined on

D.T/ D

n
V 2 W 2.G/ W v1.0/ D ::: D vN .0/;

NX
j D1

v0
j .0/ D 0

o
:

Define for s ⩾ 0 the space

Hs.T/ D

n
V 2 L2.G/ W kVks;2 D

.T C I /s=2V
 < 1

o
:

The space Hs.T/ with norm k � ks;2 is complete. The dual space of Hs.T/ is denoted by
H�s.T/ D Hs.T/0. The norm in the space H�s.T/ is defined by the formula

kVk�s;2 D k.T C I /�s=2Vk:

The spaces Hs.T/ form the following chain

::: � H2.T/ � H1.T/ � L2.G/ D H0.T/ � H�1.T/ � H�2.T/ � :::
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The norm in the space H1.T/ can be calculated as follows

kVk
2
1;2 D ..T C I /1=2V; .T C I /1=2V/

D

NX
j D1

ˆ 1

0

�
jv0

j .x/j
2

C jvj .x/j
2

C x2
jvj .x/j

2
�
dx:

Therefore, we have the embedding H1.T/ ,! H 1.G/ and, by the Sobolev embedding,
H1.T/ ,! L1.G/. From the former remark we obtain that the functional ı1 W H1.T/ ! C
acting as ı1.V/ D v1.0/ belongs to H1.T/0 D H�1.T/, and consequently ı1 2 H�2.T/.
Therefore, it follows that the restriction OT0 of the operator T onto the domain

D. OT0/ D fV 2 D.T/ W ı1.V/ D v1.0/ D 0g D D.T0/

is a densely defined symmetric operator with equal deficiency indices n˙. OT0/ D 1. By
extension theory we obtain that the operators OT0 and T0 have equal deficiency indices.
Therefore, n.T1;0/ ⩽ 1. Since T1;0	0 D �2	0; where 	0 D . 0/

N
j D1, we get n.T1;0/ D

1. As 	0 2 L2
k
.G/ for any k, we get n.T1;0jL2

k
.G// D 1.

.iv/With slight modifications we can repeat the proof of Berezin and Shubin (1991,
Theorem 3.1, Chapter II) to show that the spectrum of T1;0 is discrete by lim

x!C1
.x2 �3/ D

C1; i.e.
�.T1;0/ D �p.T1;0/ D f�0;j gj 2N :

In particular, we have the following distribution of the eigenvalues

�0;1 < �0;2 < � � � < �0;j < � � �;

with �0;j ! C1 as j ! C1.

Proposition 10.11. Let k 2 f1; :::; N � 1g, ˛ ¤ 0, and 	˛;ı be defined by (10.54). Then

.i/ ker.T2;˛/ D spanf	˛;ıg and T2;˛ ⩾ 0,

.i i/ ker.T1;˛/ D f0g,

.i i i/ for ˛ > 0, n.T1;˛/ D 2 in L2
k
.G/, i.e. n.T1;˛jL2

k
.G// D 2,

.iv/ for ˛ < 0, n.T1;˛/ D 1 in L2.G/,

.v/ the spectrum of the operators T1;˛ and T2;˛ in L2.G/ is discrete.

Proof. .i/We only need to note that any V D .vj /
N
j D1 2 W 2.G/ satisfies the following

identity

�v00
j C ..x �

˛
N
/2 � 1/vj D

�1

 ˛;ı

d

dx

h
 2

˛;ı

d

dx

� vj

 ˛;ı

�i
; x > 0:
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.i i/ The proof is standard. It is sufficient to note that any vector from the kernel of
T1;˛ has the form V D .vj /

N
j D1; where vj D cj 

0
˛;ı

cj 2 R.
.i i i/The proof of this item is analogous to the one of the item .i i i/ of Proposition 10.4.

It suffices to note that for the operator T1;˛ the coefficient�0 in the decomposition (10.33)
is negative. Indeed, (see the proof of Proposition 4.17 in (Angulo and Goloshchapova
2017b))

�0 D �
2.N � k/

kjje	0;kjj2

ˆ 1

0

x. 0
0/

2dx CO.˛/;

where e	0;k is defined by (10.57).
.iv/ To show the equality in the whole space L2.G/, we need to repeat the arguments

of the proof of Theorem 10.10-.i i i/ (i.e. T1;0 has to be replaced by T1;˛ , and 	0 by 	˛;ı ).
.v/ The proof follows from (Berezin and Shubin 1991, Chapter II, Theorem 3.1).

Proof. [Proof of Theorem 10.8.] Combining Theorem 6.4, Theorem 10.9, Proposition
10.11, we get orbital stability of ei!t	˛;ı in W 1

E .G/ for ˛ < 0 and spectral instability of
ei!t	˛;ı for ˛ > 0.



A Distributions

In this Appendix, we will give some basic notions about distributions.

Definition A.1. Let X � Rn. A linear form u W Cc.Rn/ ! C is called a distribution, if
for every compact set K � X , there is a real number C ⩾ 0 and a nonnegative integer
N such that

jhu; �ij ⩽ C
X

j˛j⩽N

sup @˛� (A.1)

for all � 2 C1
c .X/ with supp� � X . The vector space of distributions on X is denoted

by D0.X/.

Inequalities such as (A.1) are called semi-norm estimates.
The vector space structure of D0.X/ is defined in the natural way:

huC v; �i D hu; �i C hv; �i; u; v 2 D0.X/; � 2 C1
c .X/

hcu; �i D chu; �i; u 2 D0.X/; c 2 C; � 2 C1
c .X/

(A.2)

A simple, but important example of a distribution is the following.

Example A.1. Let X � Rn be an open set, and let f 2 C 0.X/. We have that

hf; �i D

ˆ
X

f �dx (A.3)

is a distribution.



163

The fact of f be a distribution follows fromˇ̌̌̌ˆ
X

f �dx

ˇ̌̌̌
⩽ sup j�j

ˆ
K

jf jdx; � 2 C1
c .K/;

where K � X is a compact set and

C1
c .K/ D f� W � 2 C1

c .Rn/ ; supp� � Kg :

Remark A.1. Note that the function locally integrable are also distributions.

Another basic example is the Dirac distribution.

Example A.2. LetX an open set ofRn and y a point ofX , then the ıy 2 D0.X/ is defined
by

hıy ; �i D �.y/; � 2 C1
c .X/: (A.4)

Now, we define the notion of convergence to zero in C1
c .X/.

Definition A.2. Let X � Rn an open set. A sequence f�j gj 2N in C1
c .X/ is said to

converge (or tend) to zero in C1
c .X/ if

(i) the supports of the �j are contained in a fixed compact subset K of X ;

(ii) for each multi-index ˛, the @˛� converge to zero uniformly as j ! 1.

Definition A.3. LetX � Rn be an open set, and let u 2 D0.X/. The support of u, written
as supp u, is the complement of the set

fx 2 X I u D 0 on a neighbourhood of xg:

Note that this is a closed set of X . For example, the support of ı0 is the origin. It
follow that ı D 0 in Rn n f0g.

Proposition A.1. Let u 2 D0 and � 2 C1
c .X/. If the supports of u and � are disjoints,

then hu; �i D 0:

Now, we define the notion of convergence of distributions.

Definition A.4. Let X � Rn an open set, and let fungn2N be a sequence of distributions
on X . The sequence is said to converge in D0.X/ to u in D0.X/ if

lim
n!C1

huj ; �i D hu; �i for all � 2 C1
c .X/: (A.5)

The following classical example of convergence of functions in D0 is a direct conse-
quence of dominated convergence theorem.
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Example A.3. If ffj gj 2N is a sequence which converges almost everywhere to a function
f , and there is a function g 2 L1

loc.X/ such that jfj j ⩽ g for all j , then f 2 L1
loc.X/

and fj ! f in D0.X/ as j ! 1.

RemarkA.2. Note that this includes the simple case of a sequence of continuous functions
which converges uniformly on compact sets.

Now, we define the derivative of distributions.
If u 2 C 1.X/, then the distribution which is equal to the derivative @xi

u, where
i D 1; 2; :::; n, is˝

@xi
u; �

˛
D

ˆ
�@xi

udx D �

ˆ
u@xi

�dx; � 2 C1
c .X/;

by an integration. One can write this as

h@iu; �i D � hu; @i�i ; i D 1; : : : ; n; � 2 C1
c .X/: (A.6)

Note that, the expression (A.6) makes sense for any u 2 D0.X/ and it is not difficult to
show that @xi

u is a distribution if u is a distribution.

Definition A.5. Let u 2 D0.X/. The distributions @xi
u defined by (A.6), are called the

first order derivatives of u.

We empathize that a distribution has derivatives of all orders. For one can iterate (A.6)
to obtain

h@˛u; �i D .�1/j˛j
hu; @˛�i ; � 2 C1

c .X/

.

Example A.4. Take X D R. The Heavside functionH is given by

H.x/ D

(
1; if x > 0;
0; if x ⩽ 0:

(A.7)

To compute his derivative, one has

h@H; �i D �hH; @�i D �

ˆ 1

0

@x�.x/dx D �.0/; � 2 C1
c .R/:

Hence, @xH D ı.

A.1 Tempered distributions
Now, we give the definition of a special class of distributions.
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Definition A.6. The space of tempered distributions S 0.Rn/ is the subspace of D0.Rn/
consisting of distributions which extend to continuous linear forms on the Schwartz space
S.Rn/.

We shall define Fourier transform on S 0.Rn/.

Definition A.7. The Fourier transform of u 2 S 0.Rn/ is the distribution Ou 2 S 0.Rn/
given by

h Ou; �i D hu; O�i; � 2 S.Rn/: (A.8)

For Re ˛ > 0, the tempered distribution t˛�1
C

� .˛/
is defined as a locally integrable function

by *
t˛�1
C

� .˛/
; f

+
WD

1

� .˛/

ˆ C1

0

t˛�1f .t/dt;

where � denotes the classical gamma function (see Stein and Shakarchi 2003).

Example A.5. The simplest example is the Fourier transform of Dirac distribution on Rn.
Indeed an easy calculation gives

h Oı; �i D hı; O�i D O�.0/ D h1; �i; � 2 S 0.Rn/ .Rn/ :

For more details about the tempered distributions we refer the reader (Friedlander
1998).

A.2 A distribution obtained by an analytical continuation
Now, we will define a distribution, by analytic continuation, that was used to study the

KdV equation on a Y junction on the Chapter 5.
Take X D R and define a function x 7! xC by setting

xC D

(
x; if x > 0
0; if x ⩽ 0:

(A.9)

If � 2 C and Re � > 0, then x 7! x��1
C is locally integrable and so determines a

distribution, D
x��1

C ; �
E

D

ˆ 1

0

x��1�.x/dx; � 2 C1
c .R/: (A.10)

By using a theorem of Lebesgue integral we can differentiate with respect to � under
the integral sign. The second member of A.10 is C 1 and satisfies the Cauchy-Riemann
equations, hence is analytic on CC D f� 2 C W Re� > 0g. Thus (A.10) gives an analytic
function from CC to D0.R/.
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We easily have
@x�

C D �x��1
C ; when Re � > 0 (A.11)

. Let us now define the distribution x��1 by setting

x��1
C D

1

�.�C 1/ : : : .�C k � 1/
@kx�Ck�1

C :

where k is a nonnegative integer chosen so that Re k C � > 0. Explicitly, one hasD
x��1

C ; �
E

D
.�1/k

�.�C 1/ : : : .�C k � 1/

ˆ 1

0

x�Ck�1@k�.x/dx;

for � 2 C1
c .R/.

Note that, by partial integration this coincides with (A.10) when Re � > 0.
The gamma function has the same poles that the distribution x��1

C , and its residues at
the point � D �k is .�1/k=kŠ (see Stein and Shakarchi 2003). Define E� 2 D0 by

E� D x��1
C =� .�/; � 2 ˝I E�k D @kı; k D 0; 1; : : :

Then � 7! E� is analytic in ˝ and continuous in C. An elementary argument shows
that E� is analytic on C (see Stein and Shakarchi 2003). Note that one has, by (A.11)

@xE� D E��1: (A.12)

Can be proved that E� 2 S 0.R/ for � 2 C and your Fourier transform is given by

bE� D e� 1
=

2i��.� � i0/��:

A.3 Riemann-Liouville fractional integral
The method used on Chapter 5 for constructing solutions of certain Cauchy problems

for the KdV equation on star graphs exploits properties of a fractional integration operator
whose properties are described in this section.

For Re ˛ > 0, integration by parts implies that

t˛�1
C

� .˛/
D @k

t

 
t˛Ck�1
C

� .˛ C k/

!
for all k 2 N. This expression allows to extend the definition, in the sense of distributions,
of t˛�1

C

� .˛/
to all ˛ 2 C.
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The integration of an appropriate contour yields us 
t˛�1
C

� .˛/

!b
.�/ D e� 1

2 �˛.� � i0/�˛; (A.13)

where .� � i0/�˛ is the distributional limit.

Definition A.8. If f 2 C1
0 .RC/, we define

I˛f D
t˛�1
C

� .˛/
� f:

Thus, for Re ˛ > 0,

I˛f .t/ D
1

� .˛/

ˆ t

0

.t � s/˛�1f .s/ds

and notice that

I0f D f; I1f .t/ D

ˆ t

0

f .s/ds; I�1f D f 0 and I˛Iˇ D I˛Cˇ :

The following results state important properties of the Riemann-Liouville fractional
integral operator . The proof of them can be found in (Holmer 2006).

Lemma A.1. If f 2 C1
0 .RC/, then I˛f 2 C1

0 .RC/ for all ˛ 2 C.

Lemma A.2. If 0 ⩽ ˛ < 1, s 2 R and ' 2 C1
0 .R/, then we have

kI�˛hkH s
0

.RC/ ⩽ ckhk
H

sC˛
0

.RC/
(A.14)

and

k'I˛hkH s
0

.RC/ ⩽ c'khkH s�˛
0

.RC/: (A.15)

For more details on the distribution t˛�1
C

� .˛/
we refer the book (Friedlander 1998).



B Some Function
Spaces

In this appendix, we give the principal definitions and properties of the functions
spaces used in this book.

B.1 Sobolev spaces

We start by defining the L2-based Sobolev spaces on the positive half-line.

Definition B.1. For s ⩾ 0 we say that � 2 H s.RC/ if exists z� 2 H s.R/ such that
� D z�jRC. In this case we set k�kH s.RC/ WD inf

z�

kz�kH s.R/. For s ⩾ 0 define

H s
0 .R

C/ D

n
� 2 H s.RC/I supp.�/ � Œ0;C1/

o
:

For s < 0, define H s.RC/ and H s
0 .R

C/ as the dual space of H�s
0 .RC/ and H�s.RC/,

respectively.

Now, in a similar we define the Sobolev spaces posed on a star graphs given by two
positive half-lines and a negative half-line, that was used in Chapter 5.

Definition B.2. We define the usual Sobolev spaces for functions defined on the junction
Y as

H s.Y/ D H s.R�/ �H s.RC/ �H s.RC/: (B.1)
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Also define

C1
0 .RC/ D

n
� 2 C1.R/I supp.�/ � Œ0;C1/

o
andC1

0;c.R
C/ as thosemembers ofC1

0 .RC/with compact support. We recall thatC1
0;c.R

C/

is dense in H s
0 .R

C/ for all s 2 R. A definition for H s.R�/ and H s
0 .R

�/ can be given
analogous to that forH s.RC/ andH s

0 .R
C/.

The following results summarize useful properties of the Sobolev spaces on the half-
line. For the proofs we refer the reader (Colliander and Kenig 2002).

Lemma B.1. For all f 2 H s.R/ with �
1
2
< s < 1

2
we have

k�.0;C1/f kH s.R/ ≲ kf kH s.R/:

Lemma B.2. If 1
2
< s < 3

2
the following statements are valid:

(a) H s
0 .R

C/ D
˚
f 2 H s.RC/If .0/ D 0

	
;

(b) If f 2 H s.RC/ with f .0/ D 0, then k�.0;C1/f kH s
0

.RC/ ≲ kf kH s.RC/.

Lemma B.3. If f 2 H s
0 .R

C/ with s 2 R, we then have

k f kH s
0

.RC/ ≲ kf kH s
0

.RC/:

Remark B.1. In Lemmas B.1, B.2 and B.3 all the constants c only depend on s and  .

Fore more details about the Sobolev spaces on the half-line, we refer the reader the
work of Colliander and Kenig (2002).

B.2 Bourgain spaces
We next briefly review the main ingredients of the Bourgain method (Bourgain 1993)

in its simplest form, which will be sufficient for our purpose (see (Ginibre 1996) for a more
detailed pedagogical account), in order to locate precisely the estimates that are required
on the nonlinear interaction. We consider the case of a single equation

iut D �.�ir/uC f .u/; (B.2)

where � is a real function. The Cauchy problem for (B.2) with initial data u.0/ D u0 is
rewritten in a standard way as the integral equation

u.t/ D U.t/u0 � i

ˆ t

0

U
�
t � t 0

�
f
�
u
�
t 0
��
dt 0

� U.t/u0 � iU �R f .u/;

(B.3)
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where U.t/ D expŒ�i t�.�ir/� is the unitary group that solves the underlying linear
equation and �R denotes the retarded convolution in time. One wants to use function
space norms defined in terms of the space time Fourier transform of u while solving the
Cauchy problem locally in time in some interval Œ�T; T �. For that purpose, it is convenient
to introduce a time cut off in (B.3). Let  1 2 C1.R;RC/ be even, with 0 ⩽  ⩽ 1 and

 1.t/ D

(
1; if jt j ⩽ 1

0; if jt j > 2:
(B.4)

We also, define  T .t/ D  1.t=T /, for 0 < T ⩽ 1.
One replaces the equation (B.3) by the cut off equation

u.t/ D  1.t/U.t/u0 � i T .t/

ˆ t

0

U
�
t � t 0

�
f
�
u
�
t 0
��
dt 0

�  1.t/U.t/u0 � i T .t/U: �R f .u/;

(B.5)

Solving the equation (B.5) for all t 2 R solves the equation (B.3) locally in time for
jt j ⩽ T , so that T will be the time of local resolution of (B.3). The basic spaces X where
to solve the equation (B.5) are defined as spaces of functions u such that U.t/u belongs
to some classical (in the present case Sobolev) spaceH

kukX D kU.�t /ukH : (B.6)

The immediate effect of the choice (B.6) is to eliminate the free evolution U.t/u0 from
the linear estimates. Clearly,

k 1.t/U.t/u0kX D k 1u0kH : (B.7)

In the present case, we shall primarily take for H the simplest Sobolev spaces H D

H s;b . The corresponding spaces X defined by (B.6) will be denoted X s;b . In that case
the equality (B.7) becomes 1U.t/u0IX s;b

 D

 1u0IH s;b
 D

 1IH b
 ku0IH s

k (B.8)

While the estimate of the nonlinear part is given by the following lemma.

Lemma B.4. Let �
1
2
< b0 ⩽ 0 ⩽ b ⩽ b0 C 1 and T 2 Œ0; 1�. Then for F 2 X s;b0

.�/ we
have that  1.t/W�.t/!0


Xs;b.�/

⩽ C k!0kH � T .t/
´ t

0
W� .t � t 0/ F .t 0; �/ dt 0


Xs;b.�/

⩽ CT 1�bCb0

kF kXs;b.�/

(B.9)

Finally, we fix the notation in context of KdV equations. Denote byX s;b the so called
Bourgain spaces associated to linear KdV equation; more precisely, X WD X s;b is the
completion of S 0.R2/ with respect to the norm

kwkXs;b.�/ D kh�is
h� � �3

i
b

Ow.�; �/kL2
� L2

�
:



C Spectrum and
the Riesz

Projection

In this Appendix we introduce the basic definitions of the spectrum and resolvent for
linear operators. The Riesz projection is defined and its relation with the decomposition
of the spectrum is also established.

C.1 The spectrum
Let .X; k � k/ be a Banach space on C and A a linear operator on X with domain

D.A/ � X , A W D.A/ � X ! X . Associated with A we have two linear subspaces;

a) The image (or range) of A:

Ran.A/ D fy 2 X W y D Ax; for some x 2 D.A/g:

Sometimes we use Ran.A/ D Im.A/.

b) The kernel of A: ker.A/ D fx 2 D.A/ W Ax D 0g.

Let Y � X . We denote by IY the identity function on Y .

Definition C.1. A linear operator B W Ran.A/ ! D.A/ is called the inverse of A if
BA D ID.A/ and AB D IRan.A/.

Remark C.1. The operator B in the above definition is denoted by A�1.
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Theorem C.1. A linear operator A has an inverse if and only if ker.A/ D f0g.

Proof. SupposeKer.A/ D f0g. Then for every y 2 Ran.A/ there is a unique x 2 D.A/
such that Ax D y. Therefore we can define a operator A�1 W Ran.A/ ! D.A/ by
A�1y � x, whereAx D y. It is easy to see thatA�1 is well defined and linear. Moreover,
since A�1y D A�1.Ax/ D x for all x 2 D.A/ we have A�1A D ID.A/. Lastly, since
for y 2 Ran.A/, AA�1y D Ax D y, we obtain AA�1 D IRan.A/.

Now, suppose that A�1 W Ran.A/ ! D.A/ exists. Then for x 2 ker.A/ we have
x D A�1.Ax/ D 0. Hence, ker.A/ D f0g. It finishes the Theorem.

The last Theorem shows one condition for the existence of the inverse A�1 of A as a
well defined function, and for our interest it is few information. More precisely, we would
like that A�1 is a bounded linear operator on X , namely, Ran.A/ D X and there exists
K > 0 such that

kA�1f k ≦ Kkf k; for all f 2 D.A�1/ D Ran.A/ D X: (C.1)

Definition C.2. A linear operator A W D.A/ � X ! X is invertible if A has an bounded
inverse defined on X .

Remark C.2. If A is invertible, then A�1 is unique.

Example C.1. Let X D C.Œ0; 1�/ D ff W Œ0; 1� ! C W f is continuousg with the norm
kf k D supx2Œ0;1�jf .x/j. Then is easy to see that .X; k � k/ is a Banach space. We define
the linear operator A W X ! X by

.Af /.t/ D

ˆ t

0

f .s/ds; t 2 Œ0; 1�:

Then we have the following properties;

1) A has an inverse: let f 2 X such that Af D 0, then the Fundamental Theorem of
the Calculus implies that f .t/ D 0 for all t 2 Œ0; 1�. Hence, ker.A/ D f0g.

2) Determination of A�1: Let g 2 Ran.A/, then there exists a unique f 2 X such
that

.Af /.t/ D

ˆ t

0

f .s/ds D g.t/; for t 2 Œ0; 1�:

Then, since f is integrable we obtain that g is absolutely continuous and g0.t/ D

f .t/ for all t 2 Œ0; 1�. Moreover, g.0/ D 0. Therefore, we have8̂̂<̂
:̂
.A�1g/.t/ D

dg

dt
.t/; for t 2 Œ0; 1�;

D.A�1/ D fg 2 X W g is absolutely continuous;
g0

2 X and g.0/ D 0g:

(C.2)
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3) A is not invertible: Suppose thatA�1 defined in (C.2) can be extended as a bounded
linear operator on X and satisfying (C.1). Next, we consider the sequence gn.t/ D

tn, n D 1; 2; 3; � � �, and t 2 Œ0; 1�. Then we obtain that gn 2 D.A�1/ with kgnk D 1
for all n ≧ 1, and

kA�1gnk D kg0
nk D n ≦ K:

It which is a contradiction.

By using the operator A in the example above, we consider the following eigenvalue
problem for � 2 C: �

Af D �f;

f 2 X � f0g:
(C.3)

Next we show that the operator A has not eigenvalues. Suppose � D 0, then the equation
Af D 0 has the unique solution f � 0. Now, for � ¤ 0 we obtain the linear differential
equation of first order �f 0.t/ D f .t/, for t 2 Œ0; 1�, it which has the general solution
f .t/ D ce

1
�

t . Hence, since f .0/ D 0 we obtain that f .t/ � 0.
By considering the property of the operator A � �IX , for � 2 C, to be invertible, we

obtain one decomposition disjoint of C in two sets that characterize many deep properties
of the operator A.

Definition C.3. Let A be a linear operator on X with domainD.A/.

1) The spectrum of A, �.A/, is the set of all points � 2 C such that A � �IX is not
invertible.

2) The resolvent set of A, �.A/, is the set of all points � 2 C such that A � �IX is
invertible. If � 2 �.A/, the inverse of A��IX is called the resolvent of A in � and
it is denoted by

RA.�/ D .A � �IX /
�1:

Remark C.3. By Definition C.3 we have: C D �.A/ [ � and �.A/ \ �.A/ D ;. In the
following we will denote the identity operator on X , IX , only by I .

Definition C.4. Let O be an open subset of C and L.X/ be the set of bounded operators
on X . A mapping � 2 O ! B.�/ 2 L.X/ is called analytic (in norm) in �0 2 O, if there
are operators Bn 2 L.X/ and ı > 0 such that

B.�/ D

1X
nD0

Bn.� � �0/
n; for � 2 O and j� � �0j < ı:

Remark C.4. By using the uniform boundedness principle (or Banach-Steinhaus theo-
rem) and the Cauchy integral formula, the Definition C.4 has the following equivalence
statements for X being a Hilbert space with inner product h�; �i:

a) the mapping � 2 O ! B.�/ 2 L.X/ is analytic in �0,
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b) the mapping � ! B.�/u 2 X is analytic in �0 for all u 2 X ,

c) the mapping � ! hB.�/u; vi is analytic in �0 for all u; v 2 X .

The proof of the following classical result can be found in Reed and Simon (1980).

LemmaC.1. Let T 2 L.X/with kT k D supkykD1kT .y/k < 1. Then, I�T is invertible
and its inverse is given by the following absolutely convergent Neumann series

.I � T /�1
D

1X
nD0

T n:

In other words, limN !1

PN
kD0 T

k converges in norm to .I � T /�1.

Theorem C.2. Let A be a linear operator on X with domainD.A/. Then,

1) �.A/ is a open set of C.

2) �.A/ is a closed set of C.

3) If �.A/ ¤ ;, the mapping � 2 �.A/ ! RA.�/ is analytic.

Proof. 1) Let �0 2 �.A/ and � < 1
kR.�0/k

. Then the open disk D.�0I �/ is contained in
�.A/. Indeed, for � 2 D.�0I �/, the relation

A � �I D ŒI �R.�0/.� � �0/�.A � �0I / (C.4)

and Lemma C.5 imply that � 2 �.A/. Therefore, �.A/ is an open set of C.
2) It follows immediately from item 1).
3) Let �0 2 �.A/ and � 2 D.�0I �/, with � being chosen as in the proof of item 1).

Then relation (C.4) and Lemma C.5 imply

R.�/ D R.�0/

1X
kD0

.A � �0/
�k.� � �0/

k
D

1X
kD0

.A � �0/
�k�1.� � �0/

k :

It finishes the proof.

Remark C.5. a) The spectrum of a linear bounded operator A W X ! X , �.A/, is
not empty and compact. Moreover, �.A/ � fz 2 C W jzj ≦ kAkg. Indeed, suppose
�.A/ D ;. Then the mapping � 2 �.A/ D C ! R.�/ is entire. Next, we consider
� such that j�j > kAk. Then from the following relation

R.�/ D �
1

�

1X
kD0

.��1A/k ;
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we have that
kR.�/k ≦ 1

j�j � kAk
:

Therefore, limj�j!1 kR.�/k D 0 and so kR.�/k ≦ M for all � 2 C. Then from
the vectorial Liouville Theorem (TheoremC.12 we have thatR.�/ D 0 for all �. But
our argument above shows that for � sufficiently large we have � 2 �.A/. Therefore
�.A/ ¤ ;.

b) The spectrum of a unbounded linear operator A W D.A/ � X ! X can be empty
or all C. Indeed, it consider X D C.Œ0; 1�/ and the following two linear operators
A1 and A2:

� D.A1/ D ff 2 C.Œ0; 1�/ W f 0 2 C.Œ0; 1�/g; A1f D f 0,
� D.A2/ D ff 2 C.Œ0; 1�/ W f 0 2 D.A1/; f .0/ D 0g with A2f D f 0.

Then following a similar argument as in Example 4.1.1 above, we have that A1

and A2 are unbounded operators on X . Now, since e�t 2 ker.A1 � �/ we obtain
immediately that �.A1/ D C. Next we show that �.A2/ D ; and �.A2/ D C.
Indeed, it follows from Example 4.1.1 that for all � we have ker.� � A2/ D f0g.
Next, we show that � � A2 has a bounded inverse com domain all X . For that, let
g 2 X and we determine f 2 D.A2/ such that .� � A2/f D g. The classical
theory of edo’s shows that f has the formula

f .t/ D e�tf .0/ �

ˆ t

0

e�.t�s/g.s/ds; t 2 Œ0; 1�:

Then, for f .0/ D 0 we have that f 2 D.A2/ and � � A2 has an inverse given for
all g 2 X by

.� � A2/
�1g.t/ D �

ˆ t

0

e�.t�s/g.s/ds; t 2 Œ0; 1�:

Now we show that .� � A2/
�1 W X ! D.A2/ is bounded: for g 2 X we obtain

easily that
k.� � A2/

�1gk ≦ supt2Œ0;1�e
j<.�/j

kgk:

Therefore, �.A2/ D C.

Next we establish some basic properties of the resolvent RA.�/ D .A � �/�1, � 2

�.A/ (see Reed and Simon (1980)).

Theorem C.3. For �; � 2 �.A/ we have:

1) R.�/R.�/ D R.�/R.�/.
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2) The first identity of the resolvent:

R.�/ �R.�/ D .� � �/R.�/R.�/:

3) The second identity of the resolvent: for � 2 �.B/

RA.�/ �RB.�/ D RA.�/.A � B/RB.�/ D RB.�/.B � A/RA.�/:

There are three reasons for A � � not to be invertible,

a) ker.A � �/ ¤ f0g;

b) ker.A � �/ D f0g and Ran.A � �/ is dense. Then A � � has a inverse densely
defined but it is not bounded.

c) ker.A��/ D f0g and Ran.A��/ is not dense. In this case, .A��/�1 exists and
it can be bounded on Ran.A� �/, but it is not densely defined and so it can not be
uniquely extended to a bounded operator on X .

Definition C.5 (Classification of the spectrum). Let A W D.A/ ! X be a linear opera-
tor. Then,

1) If � 2 �.A/ satisfies that ker.A � �/ ¤ f0g, then � is called an eigenvalue of A,
and every u 2 ker.A��/, u ¤ 0, it is called an eigenvector ofA for � and satisfies
Au D �u. The dimension of the linear subspace ker.A� �/, dim.ker.A� �// ,is
called the geometric multiplicity of �.

2) The discrete spectrum of A, �d .A/, is the set of all eigenvalues of A with finite
(algebraic) multiplicity and that are isolated points of �.A/.

3) The essential spectrum of A, �ess.A/, is defined as the complement of �d .A/ in
�.A/; �ess.A/ D �.A/ � �d .A/. Therefore, �.A/ D �d .A/ [ �ess.A/.

Remark C.6. If dim.X/ < 1, the only reason for A�� not to be invertible is that A��
is not injector. Then, �.A/ D �d .A/. We recall that the algebraic multiplicity of �, �.�/,
is the multiplicity of � as being a root of the characteristic equation F.�/ D det.A� �/.
It is well known that the geometric multiplicity of �, m.�/ D dim.ker.A � �//, satisfies
m.�/ ≦ �.�/.

C.2 Linear operators on Hilbert spaces
The existence of a inner product on a Hilbert space have many consequences for the

structure of linear operators defined on it. One of the most important is the existence of the
adjoint operator defined on the same Hilbert space. We recall that on a Banach space the
adjoint operator is defined on its dual, it which in general is different of the initial space.
By the Representation Theorem of Riesz, the dual space of a Hilbert space is identified
with itself.
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Definition C.6. Let .H; h�; �i/ a Hilbert space. ForM being a closed subspace ofH , we
define the orthogonal complement ofM , denoted byM?, as the set

M?
D fx 2 H W hx;mi D 0; for all m 2 M g:

Remark C.7. M? can be defined ifM is not a closed subspace.

The proof of the following Proposition is immediate.

Proposition C.1. LetM be a closed subspace ofH . Then,

1) M? is a closed subspace ofH (therefore it is a Hilbert space).

2) M \M? D f0g.

3) M?? D M .

Remark C.8. ifM is not a closed subspace we still have thatM? is a closed subspace
and we haveM?? D M . Therefore, a subspaceM � H is dense inH ifM? D f0g.

Theorem C.4 (The Projection Theorem). LetM � H a closed subspace. Then, H is
the direct sum of M and M?, H D M ˚ M?. Therefore, every x 2 H has a unique
decomposition in the form

x D y C z; y 2 M; z 2 M?:

Proof. Let x 2 H andwe consider y 2 M the unique vector such that d.x;M/ D kx�yk.
Then we have that z � x � y satisfies z 2 M?. Indeed, for t 2 R andm 2 M we obtain
the relation

d2.x;M/ ≦ kx � .y C tm/k2
D kzk2

C t2kmk
2

� 2t<hz;mi:

Then for all t 2 R we obtain, t2kmk � 2t<hz;mi ≧ 0. Therefore, hz;mi D 0, otherwise,
for m ¤ 0 and t D

<hz;mi

kmk2 we have

.<hz;mi/2

kmk2
� 2

.<hz;mi/2

kmk2
D �

.<hz;mi/2

kmk2
< 0:

C.2.1 Adjoint operators on Hilbert spaces
Let A 2 L.H/. For y 2 H we define the linear functional fy W H ! C by fy.x/ D

hAx; yi. Then, we have the following;

a) f is bounded: By Cauchy-Schwartz, jfy.x/j ≦ kAxkkyk ≦ kAkkxkkyk. Then

kfyk D sup
kxkD1

jfy.x/j ≦ kAkkyk:



178 C. Spectrum and the Riesz Projection

b) By Riesz representation theorem there is a unique y� 2 H such that for x 2 H

hAx; yi D fy.x/ D hx; y�
i:

Moreover, kfyk D ky�k.

c) We define the operator A� W H ! H by A�y D y�. Hence, for x 2 H we have

hAx; yi D hx;A�yi:

Moreover, A� is linear and satisfies kA�yk ≦ kAkkyk. Therefore, A� 2 L.H/
with kA�k ≦ kAk.

d) The relation kAk D supkxkDkykD1 jhAx; yij, it will imply that kAk ⩽ kA�k. There-
fore, kAk D kA�k.

From the items above we have the following definition.

Definition C.7. Let A 2 L.H/. Then the bounded linear operator A� W H ! H defined
by the relation

hAx; yi D hx;A�yi; for x; y 2 H;

it is called the adjoint operator associated to A.

The proof of the following Proposition is immediate.

Proposition C.2. Let A;B 2 L.H/. Then we have,

1) .˛AC B/� D ˛A� C B�, for ˛ 2 C.

2) A�� D A, .AB/� D B�A�.

3) ker.A/ D .ImA�/? ..ker.A//? D ImA�/, ker.A�/ D .ImA/? ..ker.A�//? D

ImA.

Definition C.8. A 2 L.H/ is called self-adjoint if A D A�.

From Proposition C.2 we have immediate the following theorem.

Theorem C.5. Let A 2 L.H/ be self-adjoint. Then ker.A/? D ImA. Therefore, H D

ker.A/˚ ImA.

There is a very important class of self-adjoint operators in the spectral theory of linear
operators, the orthogonal projections.

Definition C.9. Let M � H a closed subspace. A operator P W H ! H is called the
orthogonal projection onM if

P.mC y/ D m; for all m 2 M and y 2 M?:
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The proof of the following proposition is immediate from Definition C.9.

Proposition C.3. Let M � H be a non-trivial closed subspace and P W H ! H the
orthogonal projection onM . Then,

1) P is a bounded linear operator with kP k D 1.

2) ImP D M , kerP D M?, and Pm D m for all m 2 M .

3) I � P is the orthogonal projection onM? with K.I � P / D M .

4) For x 2 H , we have Px D y where y is the unique vector satisfying d.x;M/ D

kx � yk.

Definition C.10. P 2 L.H/ is called a projection if P 2 D P .

TheoremC.6. P 2 L.H/ is a orthogonal projection if and only ifP 2 D P andP � D P .

Proof. Suppose P being a orthogonal projection on a closed subspace M � H . Then
for x D m C y 2 H D M ˚ M?, we have P.Px/ D Pm D Px, hence P 2 D P .
Moreover, for z D m1 C y1 2 H D M ˚M? we have

hPx; yi D hm; y1i D hmC y; P zi D hx; P zi;

and so P � D P .
Suppose P 2 D P and P � D P . LetM D ImP . SinceM D ker.I � P / we have

thatM is closed. ThenM? D .ImP /? D ker.P �/ D ker.P /. Next we see that P is
a orthogonal projection onM . Let m 2 M and y 2 M?, then

P.mC y/ D P.m/C P.y/ D P.m/ D m

since for m D P.r/ we have P.m/ D P 2.r/ D P.r/ D m. It finishes the Theorem.

The proof of the following Theorem is immediate.

Theorem C.7. Let P be a projection onH . Then,

1) ImP D ker.I � P /. Therefore, ImP is closed.

2) All v 2 H has a unique decomposition in the form

v D x C y; x 2 kerP and Py D y:

Therefore, H has the decomposition (not necessary orthogonal) H D kerP ˚

ImP .
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C.2.2 Adjoint of unbounded operators
In this subsectionwe define the adjoint operator of an unbounded operatorA W D.A/ �

H ! H . We start with the definition of a closed operator.

Definition C.11. Let .X; k � k/ be a Banach space and A a linear operator on X with
domainD.A/ � X . A is called a closed operator if

� for fxngn2N � D.A/ such that xn ! x, and

� Axn ! y,

we have that x 2 D.A/ and Ax D y.

Remark C.9. a) If A 2 L.H/ then A is closed.

b) If A W D.A/ � X ! X is invertible then A is closed.

c) The graph of A, G.A/, is defined as the following linear subspace of X �X

G.A/ D f.x; Ax/ W x 2 D.A/g:

Then it is easy to show that A is closed if and only if G.A/ is closed in X �X .

d) For x 2 D.A/ we define the norm (called the graph-norm on A)

kxkA D .kxk
2

C kAxk
2/1=2:

Then, if A is closed we have that .D.A/; k � kA/ is a Banach space and so we have
that A W .D.A/; k � kA/ ! X is a bounded linear operator. The basic importance of
the graph-norm, k � kA, on D.A/ is that well known results for bounded operators
can be established to the case of closed operators. For instance, from the closed
graph theorem we obtain the following deep result: if A W D.A/ � H ! H is
a closed linear operator with ker.A/ D f0g and ImA D H then A is invertible,
namely, A�1 W H ! D.A/ is bounded.

Example C.2. The operator A2f D f 0 defined in Remark C.5 satisfies �.A2/ D ;.
Hence A2 is invertible and therefore it is a closed operator.

Definition C.12. Let .H; h�; �i/ be a Hilbert space and A W D.A/ � H ! H a linear
operator with domainD.A/ dense in X . The adjoint of A, A�, is defined by�

D.A�/ D fy 2 H W 9z 2 H such that hAx; yi D hx; zi; 8x 2 D.A/g;

A�y D z
(C.5)

Remark C.10. z in Definition C.12 is unique satisfying hAx; yi D hx; zi for all x 2

D.A/.
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The proof of the following properties of A� are immediate.

Proposition C.4. We have the following properties of A�.

1) A� is a closed operator.

2) If A is invertible then A� is invertible with .A�/�1 D .A�1/�.

3) .ImA/? D ker.A�/.

4) H has the following orthogonal decomposition,

H D ker.A�/˚ ImA:

Definition C.13. A linear operator A W D.A/ � H ! H densely defined, it is called
self-adjoint if A� D A. In other words, D.A/ D D.A�/ and hAx; yi D hx;Ayi, for
x; y 2 D.A/.

Remark C.11. For A self-adjoint we have:

a) A is closed.

b) Let A be to be invertible. Then A�1 is self-adjoint.

c) .ImA/? D ker.A/. Therefore,H D ker.A/˚ ImA.

d) R.�IA/� D R.�IA/.

The next Theorem gives a characterization of the spectrum of unbounded self-adjoint
operator. Initially we give the following definition.

DefinitionC.14. LetA be a linear operatorA W D.A/ � H ! H . The residual spectrum
of A is defined as

�res.A/ D f� 2 C W ker.A � �/ D f0g; and Im.A � �/ is not denseg:

Theorem C.8. Let A be a self-adjoint operator. Then,

1) All eigenvalues of A are real.

2) �.A/ � R.

3) �res.A/ D ;.

4) Eigenfunctions associated to different eigenvalues are orthogonal.
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Proof. The proof of item 1/ is immediate. Next, we only establish Item 2/ because Items
3/ and 4/ follows immediately from it. So, we will see that for z D �C i�, with � ¤ 0,
we obtain z 2 �.A/. The following inequality

k.A � z/uk
2

D k.A � �/uk
2

C �2
kuk

2 ≧ �2
kuk

2; � 2 D.A/;

show that A� z is one-to-one, Im.A� z/ is closed and .A� z/�1 W Im.A� z/ ! D.A/
is bounded. Next we show that Im.A� z/ D H . Indeed, suppose that it is not true, then
by Theorem C.4 there exists f ¤ 0 such that f 2 Im.A� z/?. Hence, for all x 2 D.A/
follows that

hAx; f i D hx; zf i

and therefore f 2 D.A�/ D D.A/ and Af D zf . Hence item 1/ implies that � D 0.
This contradiction shows that z 2 �.A/ and the proof is complete.

Corollary C.1. 1) If A D A� and there existsM > 0 such that

k.A � �/xk ≧Mkuk for all x 2 D.A/;

then � 2 �.A/. Moreover, the discD.�IM/ is contained in �.A/.

2) If A D A� then for z 2 C, with Imz ¤ 0, we have kR.zIA/k ≦ 1
jImzj

.

The proof of the following theorem can be found in Reed and Simon (1980).

Theorem C.9. For A D A� and � 2 �.A/ we have

kR.�IA/k ≦ 1

dist.�I �.A//
D sup

n 1

j� � �j
W � 2 �.A/

o
:

C.3 Riesz projection
We start with some results of the classical complex analysis for the case of vector-

valued mappings (with values in a Banach space), more exactly, the vectorial version of
the Cauchy and Liouville Theorems.

The proof of the following existence theorem can be prove by following the same ideas
as in the classical complex theory (see Theorem 1.4 in (Conway 1978)).

Theorem C.10. Let .Z; k � k/ be a Banach space and  W Œa; b� ! C a simple closed path
by part with G./ D f.t/ W t 2 Œa; b�g � � and g W � ! Z continuous. Then there
exist I 2 Z such that for all � > 0 there is a ı > 0 such that for P D ft0 D a < t1 <
� � � < tm D bg being a partition of Œa; b� with kP k D maxfjtk � tk�1j W 1 ≦ k ≦ mg < ı
we have I �

mX
kD1

g..sk//Œ.tk/ � .tk�1/�
 < �
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for every chosen of sk 2 Œtk�1; tk �.
I is called the Riemann-Stieltjes integral of g on � and it is denoted by

I D

ˆ
�

g.�/d�:

Remark C.12. a) The value of I in Theorem C.10 is independent of the path  such
that G./ D � .

b) By definition, I is the uniform limit on all chose of partitions P of Œa; b� and on all
chosen si . Moreover,

I D

ˆ
�

g.�/d� D lim
m!1

mX
iD1

g.�i /�i D

ˆ b

a

g..t//d.t/

D

ˆ b

a

g..t// 0.t/dt

c) For F W Z ! C a bounded linear functional, we have

F.

ˆ
�

g.�/d�/ D

ˆ
�

F.g.�//d�:

d) Let Z D L.X/ with X a Hilbert space and g W � ! Z continuous. Then, we have
in this case that I in Theorem C.10 is a bounded linear operator such that for all
x 2 X

Ix D

�ˆ
�

g.�/d�
�
x D

ˆ
�

g.�/xd�:

Moreover, for Xi Banach spaces and A W X1 ! X and B W X ! X2 bounded
linear operators, we have

BIA D

ˆ
�

Bg.�/Ad�:

Theorem C.11 (Vectorial Cauchy Integral Theorem). Let ˝ be a non-empty set in C
and g W ˝ ! Z an analytic mapping. Then, for � being a simple closed path such that
� and its inner domain are contained in ˝ we have that

´
�
g.�/d� D 0.

Proof. Let y �
´

�
g.�/d� and f W Z ! C a bounded linear functional. Then f ı g W

˝ ! C is an analytic mapping. Hence by the classical Cauchy Integral Theorem

f .y/ D

ˆ
�

f .g.�//d� D 0:

Therefore, the Hahn-Banach theorem implies that y D 0.
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Theorem C.12 (Vectorial Liouville Theorem). Let g W C ! Z be an analytic mapping
such that kg.�/k ≦M for all � 2 C. Then, the mapping g is constant.

Proof. Let f W Z ! C be a bounded linear functional. Then f ıg W C ! C is an analytic
mapping such that j.f ı g/.z/j ≦ kf kkg.z/k ≦ kf kM for all z 2 C see Stein and
Shakarchi 2003. Therefore, from the classical Liouville Theorem we have f .g.z// � z0

for all z 2 C (see Stein and Shakarchi 2003). Let y0 2 Z such that f .y0/ D z0, then
f .g.z/ � y0/ D 0. Therefore, the Hahn-Banach theorem implies that g.z/ D y0 for all
z 2 C.

Riesz-projections

Theorem C.13 (Riesz Projection). Let A be a closed linear operator on a Hilbert space
H . Let � 2 �.A/ an isolated point such that for � > 0 we have D.�I �/ \ �.A/ D f�g.
Let �� D @D.�I �/ D f� 2 C W j� � �j D �g such that �� \ �.A/ D ;. Then,

1) For all r such that 0 < r < �

P� D �
1

2�i

‰
�r

.A � �/�1d�

there exists and it is independent of r .

2) P 2
�

D P�. Hence P� is a projection (it is not necessarily orthogonal).

3) The subspaces G� D ImP� and F� D kerP� satisfy:

i) G� and F� are closed complementary subspaces (they are not necessarily or-
thogonal),

H D G� ˚ F�; G� \ F� D f0g:

ii) G� and F� are A-invariant:�
G� � D.A/ and AG� � G�;

F� \D.A/ is dense in F�; and AŒF� \D.A/� � F�:

iii) AjG�
W G� ! G� is bounded.

iv) �.AjG�
/ D f�g and �.AjF�\D.A// D �.A/ � f�g.

4) G� D ImP� � ker.A � �/.

5) If A is self-adjoint, then P� is a orthogonal projection on ker.A � �/ ŒImP� D

ker.A � �/�.

Remark C.13. P� defined in Theorem C.13 is called the Riesz projection for A and �
(see Hislop and Sigal (1996), Reed and Simon (1978)).
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Proof. 2/. Let s 2 .r; �/, then from the first resolvent identity (Theorem C.3), from the
continuity of the mapping .�; �/ 2 �r ��s ! .���/�1R.�/ and from the index theorem
of a curve with respect to a point, we have

P 2
� D

1

.2�i/2

‰
�r

‰
�s

R.�/R.�/d�d�

D �
1

2�i

‰
�r

R.�/
� 1

2�i

‰
�s

d�

� � �

�
d� �

1

.2�i/2

‰
�s

R.�/
�‰

�r

d�

� � �

�
d�

D �
1

2�i

‰
�r

R.�/d� D P�:

1/. Let ı 2 .0; r/ and we consider for x 2 H the element

P�;ıx � y D �
1

2�i

‰
�ı

R.�/xd�:

Next, let ˝ be a open set contained in D.�I �/ � f�g such that �ı ; �r � ˝. For f
a bounded linear functional on H , we define the mapping G W ˝ ! C by G.�/ D

f .R.�/x/. Therefore, since G is analytic it follows from the Cauchy Integral Theorem
that ‰

�r

f .R.�/x/d� D

‰
�ı

f .R.�/x/d�:

Hence we obtain that f .P�;rx/ D f .y/, for all f 2 H�. Therefore,P�;rx D y D P�;ıx
for all x 2 H , and so P�;r D P�;ı .

3/ Since P� is a projection we have immediately that G� and F� are closed comple-
mentary subspaces. Now we see that G� � D.A/ and AG� � G�. Let  2 G�, then
since  D P� it follows from the closedness of A that that  2 D.A/ and

A D �
1

2�i

‰
�r

AR.�/ d� D �
1

2�i

‰
�r

Œ C �R.�/ �d�; (C.6)

where we are used the relation AR.�/ D I C �R.�/. Now, since A and its resolvent
R.�/ commute we obtain from (C.6) that for all  2 G�, A D AP� D P�A . We
note that the later analysis show also that P� and A commute on D.A/, namely, for all
x 2 D.A/ we have AP�x D P�Ax.

The prove that F� \D.A/ is dense in F� is immediately. Next, for  2 F� \D.A/
we see that A 2 F�. Indeed, the equality

.I � P�/A D A � AP� D A ;

implies that P�A D 0.
3/ � i i i/We obtain from (C.6) that for  2 G�

kA k ≦ 1

2�

‰
�r

Œk k CMk k�jd�j D
1

2�
.1CM/`.�r /k k;
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where M D max�2�r
j�jkR.�/k < 1 because of �r being compact and the mapping

� 2 �r ! j�jkR.�/k continuous.
3/� iv/ Let � … �r and define the following bounded linear operator S.�/ W H ! H

by

S.�/ D �
1

2�i

‰
�r

1

� � �
R.�/d�: (C.7)

Similarly as the prove of item 3/ we obtain that for all x 2 H , S.�/x 2 D.A/. Next we
prove that G� and F� are invariant by S.�/. Indeed, since R./P� D P�R./ for all
 2 �.A/ we have that S.�/ commute with P�. Therefore we obtain that S.�/G� � G�

and S.�/F� � F�. In fact, for  2 G� we have P�S.�/ D S.�/P� D S.�/ , and
for  2 F� we obtain .I � P�/S.�/ D S.�/ and so P�S.�/ D 0.

Now, since A and its resolvent commute we obtain from the relation S.�/.A � �/ D

.A � �/S.�/ that

S.�/.A � �/ D �
1

2�i

�‰
�r

1

� � �
d�
�
I C

1

2�i

‰
�r

R.�/d�: (C.8)

Therefore,

S.�/.A � �/ D .A � �/S.�/ D

�
I � P�; for � inside of �r

� P�; for � outside of �r :
(C.9)

Next we see that �.AjG�
/ � f�g � �0. Suppose that � 2 �.AjG�

/ and � ¤ �. Then for
r small enough we can choose � outside of �r and so for x 2 G� we have

.A � �/S.�/x D S.�/.A � �/x D �x:

Now, sinceS.�/G� � G� we obtain thatA�� W G� ! G� is one to one and onto and so by
the closed graph theoremA�� is invertible and .A��jG�

/�1 D S.�/jG�
. Therefore � 2

�.AjG�
/which is a contradiction. Similarly, we show that �.AjF�\D.A// � �.A/�f�g �

�1. By denoting N� D F� \D.A/ we show now that �.A/ � �.AjG�
/ [ �.AjN�

/. Let
� 2 �.A/ and suppose that � … Œ�.AjG�

/[�.AjN�
/. Thenwe have thatA�� W G� ! G�

and A � � W N� ! F� are one to one and onto. Since H D G� ˚ F� then A � � W

D.A/ ! H is one to one and onto and so� 2 �.A/. The later analysis shows that �.A/ �

�.AjG�
/ [ �.AjN�

/ � �0 [ �1 D �.A/. Then �.A/ D �0 [ �1 D �.AjG�
/ [ �.AjN�

/,
where we obtain that �0 D �.AjG�

/ and �1 D �.A/ � f�g D �.AjF�\D.A//.
4/ Let  2 ker.A � �/, then for all � 2 �r we have that .A � �/ D .� � �/ 

implies that R.�/ D
1

���
 . Next we see that P� D  . Indeed,

P� D �
1

2�i

‰
�r

R.�/ d� D �
1

2�i

‰
�r

1

� � �
 d� D  :

5/ Let r > 0 and� D �Crei� , with � 2 Œ0; 2�� and � 2 R. Initially, we have thatP�

is a orthogonal projection (P �
�

D P�). Indeed, since A is self-adjoint we have for x 2 H
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that the relation
P�x D �

1

2�

ˆ �

��

R.�C rei� /rei�xd�;

implies immediately

P �
� x D �

1

2�

ˆ �

��

R.�C re�i� /re�i�xd�;

and so the change of variable � ! �� implies that P�x D P �
�
x. Next we show that

ImP� � ker.A � �/, namely, .A � �/P� D 0. Indeed, by using the relation .A �

�/R.�/ D I C .� � �/R.�/ we obtain

.A � �/P� D �
1

2�i

‰
�r

ŒI C .� � �/R.�/�d� D �
1

2�i

‰
�r

.� � �/R.�/d�:

Next, we consider B� D D.�I r/ � f�g and the analytic mapping f .�/ D .� � �/R.�/
for � 2 B�. Then for all � 2 �r follows from (C.9) that

j� � �jkR.�/k ≦ j� � �j

d.�; �.A//
:

So, by choosing r small enough such that � is the nearest point from �.A/ to �r , we obtain
d.�; �.A// ≧ d.�r ; �.A// D r , that for all � 2 �r . Hence,

j� � �j

d.�; �.A//
≦ j� � �j

d.�r ; �.A//
D 1:

Then, we obtain that f W B� ! H is uniformly bounded and therefore the Riemann
removable singularities theorem (extended to the vectorial case) implies that f can be ex-
tended to a analytic function onD.�I r/. Hence, The Vectorial Cauchy Integral Theorem
implies that ‰

�r

f .�/d� D 0:

This complete the proof of the theorem.

Definition C.15. Let A be a closed linear operator A W D.A/ � H ! H .

1) A point � 2 �.A/ is called discrete (or an eigenvalue of A of finite type) if

� � is a isolated point of �.A/ and,
� The Riesz projectionP� determined by� is finite dimensional: dim.ImP�/ <

1.

2) If dim.ImP�/ D 1, � is called a simple or non-degenerate eigenvalue for A.
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3) The discrete spectrum of A, �d .A/, is the set of all eigenvalues of A of finite type.

Remark C.14. a) The number dim.ImP�/ is called the algebraic multiplicity of �.
The vectors in ImP� are called generalized eigenvectors ofA, in the sense that there
is � > 0, the algebraic multiplicity of �, such that .A � �/n D 0 for  2 ImP�.

b) The number dim.ker.A � �// is called the geometric multiplicity of �

c) SinceG� D ImP� is finite dimensional and f�g D �.AjG�
/ (by Theorem C.13) we

obtain that � is an eigenvalue of A.

d) If G� D 1 then G� D Œ �. Moreover, by c/ there exists f ¤ 0 such that f 2

ker.A � �/ � G�. Then f D  ,  2 C. Therefore Œ � � ker.A � �/ � Œ �.
Hence, in this case we obtain that ImP� D ker.A � �/.

The next theorem give us a good tool for locating some part of the discrete spectrum
of a closed operator.

Theorem C.14. Let A be a closed linear operator such that �r D f� 2 C W j� � �j D

rg � �.A/. Then,

1) The bounded linear operator

P D �
1

2�i

‰
�r

.A � �/�1d�

it is a projection.

2) If n D dim.ImP / < 1, then A has at most n points of its spectrum in f� 2 C W

j� � �j < rg and each is discrete.

3) If n D 1, there is exactly one spectral point in f� 2 C W j� � �j < rg and it is
nondegenerate.

Proof. 1/ The proof of Theorem C.13-2/ carries through without change to prove that P
is a projection and the proof of 3/ implies that G D ImP and F D kerP are closed
complementary invariant subspaces.

2/ Let A1 D AjG W G ! G. Then A1 has eigenvalues �1; �2; � � �; �k (k ≦ n). Now,
for A2 D AjF \D.A/, we see that if � satisfies j� � �j < r then � … �.A2/. Indeed, let
S.�/ be the bounded linear operator defined in (C.8), then S.�/F � F and from (C.9)
we have S.�/.A � �/ D .A � �/S.�/ D I � P . Hence for x 2 F \ D.A/, we have
S.�/.A � �/x D x and for x 2 F , .A � �/S.�/x D x. Then, A � � W F \D.A/ ! F
is one-to-one and onto. Therefore, A � � is invertible and so � … �.A2/.

Now, since H D G ˚ F we obtain from the later analysis that � 2 �.A/ for � such
that j� � �j < r if and only if � 2 �.A1/.
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Next we show that �1; �2; � � �; �k belong to the open disc D.�I r/. Indeed, since �i

are eigenvalues of A we have that �i … �r . By considering  i 2 G � f0g such that
A D �i , we obtain from the relation .A � �/ D .�i � �/ for every � 2 �r , that

 i D P D �
1

2�i

‰
�r

.A � �/�1 d� D
1

2�i

�‰
�r

1

� � �i

d�
�
 i :

Therefore, since  i ¤ 0 we need to have that �i 2 D.�I r/. Hence, from the analysis
above we obtain �.A/ \ D.�I r/ D f�1; �2; � � �; �kg.k≦n/ D �.A1/ \ D.�I r/, and so
A has at most n points of its spectrum in D.�I r/. Now we see that each �i .i ≦ n/ is
discrete. Let �� D @D.�i I �/ � D.�I r/ and define

P�i
D �

1

2�i

‰
��

.A � /�1d:

Then, from the index theorem of a curve with respect to a point, we obtain P�i
P D

PP�i
D P�i

and so ImP�i
� ImP and so dim.ImP�i

/ ≦ dim.ImP /.
3/ It follows immediately from 2/.

We finish this Appendix with two “innocent results” from linear algebra, it which have
deep consequences in perturbation theory.

Lemma C.2. LetM and N be two subspaces ofH with dimM > dimN . Then there is
x 2 M such that x?N .

Proof. By considering a subspace of M , if necessary, we can assume that dimM and
dimN are finite. We consider orthonormal bases fxi g

m
iD1 and fyj gn

j D1, m > n, for M
and N . Let x D

Pm
iD1 aixi , and we solve homogeneous linear system

hx; yj i D

mX
iD1

ai hxi ; yj i D 0; for j D 1; :::; n:

Since the matrix A D Œhxi ; yj i� is an n�mmatrix with n < m, the homogeneous system
of linear equations AX D 0 has a non-trivial solution X D .a1; a2; :::; am/

t . Therefore,
there is x 2 M � f0g such that hx; yj i D 0, for j D 1; :::; n.

Lemma C.3. Let P;Q W H ! H be projections. If dim.ImP / ¤ dim.ImQ/, then
kP �Qk ≧ 1.

Proof. Suppose dim.ImP / < dim.ImQ/. Let F D Ker.P / and E D ImQ. Then,
from Theorems C.7 and C.4 we have the relations

H D F ˚ ImP; and H D F ˚ F?:
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Therefore, there is a linear isomorphism' W F? ! ImP . Then, we deduce that dim.F?/ D

dim.ImP / < dim.E/. Hence, from Lemma C.2 there is x 2 E\F?? D E\F , x ¤ 0.
Then the relationsQx D x and Px D 0 imply

k.P �Q/xk D kxk:

Hence kP �Qk ≧ 1.



Bibliography

R. Adami, C. Cacciapuoti, D. Finco, and D. Noja (2014a). “Constrained energy minimiza-
tion and orbital stability for the NLS equation on a star graph”. Ann. Inst. H. Poincaré
Anal. Non Linéaire 31.6, pp. 1289–1310. MR: 3280068.

— (2014b). “Variational properties and orbital stability of standing waves for NLS equa-
tion on a star graph”. J. Differential Equations 257.10, pp. 3738–3777. MR: 3260240
(cit. on pp. 80, 128, 131).

— (2014c). “Variational properties and orbital stability of standing waves for NLS equa-
tion on a star graph”. J. Differential Equations 257.10, pp. 3738–3777. MR: 3260240
(cit. on pp. 5, 36, 78).

— (2016). “Stable standing waves for a NLS on star graphs as local minimizers of the
constrained energy”. J. Differential Equations 260.10, pp. 7397–7415. MR: 3473445
(cit. on pp. 5, 36).

R. Adami andD.Noja (2013). “Stability and symmetry-breaking bifurcation for the ground
states of a NLS with a ı0 interaction”. Comm. Math. Phys. 318.1, pp. 247–289. MR:
3017068 (cit. on pp. 3, 82, 149).

S. Albeverio and P.Kurasov (2000). Singular perturbations of differential operators. Vol. 271.
London Mathematical Society Lecture Note Series. Solvable Schrödinger type oper-
ators. Cambridge University Press, Cambridge, pp. xiv+429. MR: 1752110 (cit. on
p. 40).

S. Albeverio, F. Gesztesy, R. Høegh-Krohn, and H. Holden (1988). Solvable models in
quantum mechanics. Texts and Monographs in Physics. Springer-Verlag, New York,
pp. xiv+452. MR: 926273 (cit. on pp. 40, 75).

M. A. Alejo, C. Muñoz, and L. Vega (2013). “The Gardner equation and the L2-stability
of theN -soliton solution of the Korteweg-de Vries equation”. Trans. Amer. Math. Soc.
365.1, pp. 195–212. MR: 2984057 (cit. on p. 93).

http://dx.doi.org/10.1016/j.anihpc.2013.09.003
http://dx.doi.org/10.1016/j.anihpc.2013.09.003
http://www.ams.org/mathscinet-getitem?mr=MR3280068
http://dx.doi.org/10.1016/j.jde.2014.07.008
http://dx.doi.org/10.1016/j.jde.2014.07.008
http://www.ams.org/mathscinet-getitem?mr=MR3260240
http://dx.doi.org/10.1016/j.jde.2014.07.008
http://dx.doi.org/10.1016/j.jde.2014.07.008
http://www.ams.org/mathscinet-getitem?mr=MR3260240
http://dx.doi.org/10.1016/j.jde.2016.01.029
http://dx.doi.org/10.1016/j.jde.2016.01.029
http://www.ams.org/mathscinet-getitem?mr=MR3473445
http://dx.doi.org/10.1007/s00220-012-1597-6
http://dx.doi.org/10.1007/s00220-012-1597-6
http://www.ams.org/mathscinet-getitem?mr=MR3017068
http://dx.doi.org/10.1017/CBO9780511758904
http://www.ams.org/mathscinet-getitem?mr=MR1752110
http://dx.doi.org/10.1007/978-3-642-88201-2
http://dx.doi.org/10.1007/978-3-642-88201-2
http://www.ams.org/mathscinet-getitem?mr=MR926273
http://dx.doi.org/10.1090/S0002-9947-2012-05548-6
http://dx.doi.org/10.1090/S0002-9947-2012-05548-6
http://www.ams.org/mathscinet-getitem?mr=MR2984057


192 Bibliography

F. Ali Mehmeti, J. von Below, and S. Nicaise, eds. (2001). Partial differential equations
on multistructures. Vol. 219. Lecture Notes in Pure and Applied Mathematics. Marcel
Dekker, Inc., New York, pp. xviii+248. MR: 1824576 (cit. on p. 3).

J. Angulo and M. Cavalcante (2019). “Linear instability of stationary solutions for the
Korteweg-de Vries equation on a star graph”. In preparation (cit. on pp. 7, 115, 124).

J. Angulo and R. Plaza (2019). “Linear instability of stationary solutions for the sine-
Gordon equation on a star graph” (cit. on p. 88).

J. Angulo (2009). Nonlinear dispersive equations. Vol. 156. Mathematical Surveys and
Monographs. Existence and stability of solitary and periodic travelling wave solutions.
American Mathematical Society, Providence, RI, pp. xii+256. MR: 2567568 (cit. on
p. 93).

J. Angulo and N. Goloshchapova (2017a). “On the orbital instability of excited states for
the NLS equation with the ı-interaction on a star graph”. To appear in DCDS-A. arXiv:
1711.08377 (cit. on pp. 5, 120, 125, 128).

— (2017b). “Stability of standingwaves for NLS-log equationwith ı-interaction”.NoDEA
Nonlinear Differential Equations Appl. 24.3, Art. 27, 23. MR: 3654133 (cit. on pp. 75,
76, 159, 161).

— (2018). “Extension theory approach in the stability of the standing waves for the NLS
equation with point interactions on a star graph”. Adv. Differential Equations 23.11-12,
pp. 793–846. MR: 3857871 (cit. on pp. 5, 36, 72, 76, 120, 122, 126, 128, 136, 147,
155, 157).

J. Angulo, O. Lopes, and A. Neves (2008). “Instability of travelling waves for weakly
coupled KdV systems”. Nonlinear Anal. 69.5-6, pp. 1870–1887. MR: 2424555 (cit.
on p. 130).

J. Angulo and F. Natali (2016). “On the instability of periodic waves for dispersive equa-
tions”. Differential Integral Equations 29.9-10, pp. 837–874. MR: 3513583 (cit. on
p. 130).

J. Angulo and G. Ponce (2013). “The non-linear Schrödinger equation with a periodic ı-
interaction”. Bull. Braz. Math. Soc. (N.S.) 44.3, pp. 497–551. MR: 3124748 (cit. on
p. 126).

A. H. Ardila (2017). “Logarithmic NLS equation on star graphs: existence and stability of
standing waves”.Differential Integral Equations 30.9-10, pp. 735–762. MR: 3656485
(cit. on pp. 75, 82, 83, 128).

V. Banica and L. I. Ignat (2014). “Dispersion for the Schrödinger equation on the line with
multiple Dirac delta potentials and on delta trees”. Anal. PDE 7.4, pp. 903–927. MR:
3254348 (cit. on p. 128).

J. Behrndt and A. Luger (2010). “On the number of negative eigenvalues of the Laplacian
on a metric graph”. J. Phys. A 43.47, pp. 474006, 11. MR: 2738101 (cit. on pp. 26,
33).

F. A. Berezin and M. A. Shubin (1991). The Schrödinger equation. Vol. 66. Mathemat-
ics and its Applications (Soviet Series). Translated from the 1983 Russian edition by
Yu. Rajabov, D. A. Leı̆tes and N. A. Sakharova and revised by Shubin, With contri-

http://dx.doi.org/10.1201/9780203902196
http://dx.doi.org/10.1201/9780203902196
http://www.ams.org/mathscinet-getitem?mr=MR1824576
http://dx.doi.org/10.1090/surv/156
http://www.ams.org/mathscinet-getitem?mr=MR2567568
http://arxiv.org/abs/1711.08377
http://arxiv.org/abs/1711.08377
http://arxiv.org/abs/1711.08377
http://dx.doi.org/10.1007/s00030-017-0451-0
http://www.ams.org/mathscinet-getitem?mr=MR3654133
https://projecteuclid.org/euclid.ade/1537840834
https://projecteuclid.org/euclid.ade/1537840834
http://www.ams.org/mathscinet-getitem?mr=MR3857871
http://dx.doi.org/10.1016/j.na.2007.07.039
http://dx.doi.org/10.1016/j.na.2007.07.039
http://www.ams.org/mathscinet-getitem?mr=MR2424555
http://projecteuclid.org/euclid.die/1465912606
http://projecteuclid.org/euclid.die/1465912606
http://www.ams.org/mathscinet-getitem?mr=MR3513583
http://dx.doi.org/10.1007/s00574-013-0024-8
http://dx.doi.org/10.1007/s00574-013-0024-8
http://www.ams.org/mathscinet-getitem?mr=MR3124748
http://projecteuclid.org/euclid.die/1495850425
http://projecteuclid.org/euclid.die/1495850425
http://www.ams.org/mathscinet-getitem?mr=MR3656485
http://dx.doi.org/10.2140/apde.2014.7.903
http://dx.doi.org/10.2140/apde.2014.7.903
http://www.ams.org/mathscinet-getitem?mr=MR3254348
http://dx.doi.org/10.1088/1751-8113/43/47/474006
http://dx.doi.org/10.1088/1751-8113/43/47/474006
http://www.ams.org/mathscinet-getitem?mr=MR2738101
http://dx.doi.org/10.1007/978-94-011-3154-4


Bibliography 193

butions by G. L. Litvinov and Leı̆tes. Kluwer Academic Publishers Group, Dordrecht,
pp. xviii+555. MR: 1186643 (cit. on pp. 119, 120, 134, 160, 161).

G. Berkolaiko, R. Carlson, S. A. Fulling, and P. Kuchment, eds. (2006). Quantum graphs
and their applications. Vol. 415. ContemporaryMathematics. AmericanMathematical
Society, Providence, RI, pp. x+307. MR: 2279143 (cit. on p. 3).

G. Berkolaiko and P. Kuchment (2013). Introduction to quantum graphs. Vol. 186. Math-
ematical Surveys and Monographs. American Mathematical Society, Providence, RI,
pp. xiv+270. MR: 3013208 (cit. on pp. 3, 8, 32, 128).

J. Blank, P. Exner, and M. Havlı́ček (1994). Hilbert space operators in quantum physics.
AIP Series in Computational and Applied Mathematical Physics. American Institute
of Physics, New York, pp. xiv+594. MR: 1275370 (cit. on p. 3).

J. L. Bona, P. E. Souganidis, andW. A. Strauss (1987). “Stability and instability of solitary
waves of Korteweg-de Vries type”. Proc. Roy. Soc. London Ser. A 411.1841, pp. 395–
412. MR: 897729 (cit. on pp. 93, 106).

J. L. Bona and R. C. Cascaval (2008). “Nonlinear dispersive waves on trees”. Can. Appl.
Math. Q. 16.1, pp. 1–18. MR: 2500096 (cit. on p. 4).

J. L. Bona, S. M. Sun, and B.-Y. Zhang (2002). “A non-homogeneous boundary-value
problem for the Korteweg-de Vries equation in a quarter plane”. Trans. Amer. Math.
Soc. 354.2, pp. 427–490. MR: 1862556 (cit. on p. 91).

— (2006). “Boundary smoothing properties of the Korteweg-de Vries equation in a quar-
ter plane and applications”. Dyn. Partial Differ. Equ. 3.1, pp. 1–69. MR: 2221746
(cit. on p. 91).

J. L. Bona and R. Winther (1989). “The Korteweg-de Vries equation in a quarter plane,
continuous dependence results”.Differential Integral Equations 2.2, pp. 228–250.MR:
984190 (cit. on p. 90).

J. Bona and R. Winther (1983). “The Korteweg-de Vries equation, posed in a quarter-
plane”. SIAM J. Math. Anal. 14.6, pp. 1056–1106. MR: 718811 (cit. on p. 90).

J. Bourgain (1993). “Fourier transform restriction phenomena for certain lattice subsets
and applications to nonlinear evolution equations. I. Schrödinger equations”. Geom.
Funct. Anal. 3.2, pp. 107–156. MR: 1209299 (cit. on pp. 50, 169).

V. A. Brazhnyi and V. V. Konotop (2004). “Theory of nonlinear matter waves in optical
lattices”. Modern Physics Letters B 18.14, pp. 627–651 (cit. on pp. 3, 128).

R. Burioni, D. Cassi, M. Rasetti, P. Sodano, and A. Vezzani (Nov. 2001). “Bose-Einstein
condensation on inhomogeneous complex networks”. Journal of Physics B: Atomic,
Molecular and Optical Physics 34.23, pp. 4697–4710 (cit. on pp. 3, 128).

C. Cacciapuoti, D. Finco, and D. Noja (2017). “Ground state and orbital stability for the
NLS equation on a general starlike graphwith potentials”.Nonlinearity 30.8, pp. 3271–
3303. MR: 3685669 (cit. on p. 128).

X.D. Cao andB.A.Malomed (1995). “Soliton-defect collisions in the nonlinear Schrödinger
equation”. Phys. Lett. A 206.3-4, pp. 177–182. MR: 1369717 (cit. on pp. 3, 128).

M. Cavalcante and C. Muñoz (2019). “Stability of KdV Solitons on the half line”. To
appear in Revista Iberoamericana Matemática.

http://www.ams.org/mathscinet-getitem?mr=MR1186643
http://dx.doi.org/10.1090/conm/415
http://dx.doi.org/10.1090/conm/415
http://www.ams.org/mathscinet-getitem?mr=MR2279143
http://www.ams.org/mathscinet-getitem?mr=MR3013208
http://www.ams.org/mathscinet-getitem?mr=MR1275370
http://www.ams.org/mathscinet-getitem?mr=MR897729
http://www.ams.org/mathscinet-getitem?mr=MR2500096
http://dx.doi.org/10.1090/S0002-9947-01-02885-9
http://dx.doi.org/10.1090/S0002-9947-01-02885-9
http://www.ams.org/mathscinet-getitem?mr=MR1862556
http://dx.doi.org/10.4310/DPDE.2006.v3.n1.a1
http://dx.doi.org/10.4310/DPDE.2006.v3.n1.a1
http://www.ams.org/mathscinet-getitem?mr=MR2221746
http://www.ams.org/mathscinet-getitem?mr=MR984190
http://dx.doi.org/10.1137/0514085
http://dx.doi.org/10.1137/0514085
http://www.ams.org/mathscinet-getitem?mr=MR718811
http://dx.doi.org/10.1007/BF01896020
http://dx.doi.org/10.1007/BF01896020
http://www.ams.org/mathscinet-getitem?mr=MR1209299
http://dx.doi.org/10.1142/S0217984904007190
http://dx.doi.org/10.1142/S0217984904007190
http://dx.doi.org/10.1088/0953-4075/34/23/314
http://dx.doi.org/10.1088/0953-4075/34/23/314
http://dx.doi.org/10.1088/1361-6544/aa7cc3
http://dx.doi.org/10.1088/1361-6544/aa7cc3
http://www.ams.org/mathscinet-getitem?mr=MR3685669
http://dx.doi.org/10.1016/0375-9601(95)00611-6
http://dx.doi.org/10.1016/0375-9601(95)00611-6
http://www.ams.org/mathscinet-getitem?mr=MR1369717


194 Bibliography

M. Cavalcante (2017). “The initial boundary value problem for some quadratic nonlin-
ear Schrödinger equations on the half-line”. Differential Integral Equations 30.7-8,
pp. 521–554. MR: 3646462 (cit. on pp. 50, 51, 57, 91).

— (2018). “The Korteweg–de Vries equation on a metric star graph”. Z. Angew. Math.
Phys. 69.5, Art. 124, 22. MR: 3853146 (cit. on pp. 6, 49).

M. Cavalcante and A. J. Corcho (2019). “The initial-boundary value problem for the
Schrödinger–Korteweg–de Vries system on the half-line”. Communications in Con-
temporary Mathematics 0.0, p. 1850066 (cit. on pp. 50, 57).

T. Cazenave (2003). Semilinear Schrödinger equations. Vol. 10. Courant Lecture Notes in
Mathematics. New York University, Courant Institute of Mathematical Sciences, New
York; American Mathematical Society, Providence, RI, pp. xiv+323. MR: 2002047
(cit. on pp. 72, 76).

G. Chuiko, O. Dvornik, S. Shyian, and Y. Baganov (2016). “A new age-related model for
blood stroke volume”. Computers in Biology and Medicine 79, pp. 144–148 (cit. on
p. 6).

J. E. Colliander and C. E. Kenig (2002). “The generalized Korteweg-de Vries equation on
the half line”. Comm. Partial Differential Equations 27.11-12, pp. 2187–2266. MR:
1944029 (cit. on pp. 50, 52, 53, 91, 169).

J. B. Conway (1978). Functions of one complex variable. Second. Vol. 11. Graduate Texts
inMathematics. Springer-Verlag, NewYork-Berlin, pp. xiii+317.MR: 503901 (cit. on
p. 182).

E. Crépeau and M. Sorine (2007). “A reduced model of pulsatile flow in an arterial com-
partment”. Chaos Solitons Fractals 34.2, pp. 594–605. MR: 2327436 (cit. on p. 6).

B. Deconinck, N. E. Sheils, and D. A. Smith (2016). “The linear KdV equation with an
interface”. Comm. Math. Phys. 347.2, pp. 489–509. MR: 3545514 (cit. on p. 90).

N. Dunford and J. T. Schwartz (1988). Linear operators. Part I. Wiley Classics Library.
General theory, With the assistance of William G. Bade and Robert G. Bartle, Reprint
of the 1958 original, A Wiley-Interscience Publication. John Wiley & Sons, Inc., New
York, pp. xiv+858. MR: 1009162 (cit. on p. 68).

A.V. Faminskii (2004). “An initial boundary-value problem in a half-strip for theKorteweg-
de Vries equation in fractional-order Sobolev spaces”. Comm. Partial Differential
Equations 29.11-12, pp. 1653–1695. MR: 2105984 (cit. on pp. 91, 94).

— (2007). “Global well-posedness of two initial-boundary-value problems for theKorteweg-
de Vries equation”. Differential Integral Equations 20.6, pp. 601–642. MR: 2319458
(cit. on p. 91).

A. V. Faminskiı̆ (1988). “A mixed problem in a semistrip for the Korteweg-de Vries equa-
tion and its generalizations”. Trudy Moskov. Mat. Obshch. 51, pp. 54–94, 258. MR:
983632 (cit. on p. 91).

F. Fidaleo (2015). “Harmonic analysis on inhomogeneous amenable networks and the
Bose-Einstein condensation”. J. Stat. Phys. 160.3, pp. 715–759. MR: 3366099 (cit.
on pp. 3, 128).

http://projecteuclid.org/euclid.die/1493863393
http://projecteuclid.org/euclid.die/1493863393
http://www.ams.org/mathscinet-getitem?mr=MR3646462
http://dx.doi.org/10.1007/s00033-018-1018-6
http://www.ams.org/mathscinet-getitem?mr=MR3853146
http://dx.doi.org/10.1142/S0219199718500669
http://dx.doi.org/10.1142/S0219199718500669
http://dx.doi.org/10.1090/cln/010
http://www.ams.org/mathscinet-getitem?mr=MR2002047
http://dx.doi.org/https://doi.org/10.1016/j.compbiomed.2016.10.013
http://dx.doi.org/https://doi.org/10.1016/j.compbiomed.2016.10.013
http://dx.doi.org/10.1081/PDE-120016157
http://dx.doi.org/10.1081/PDE-120016157
http://www.ams.org/mathscinet-getitem?mr=MR1944029
http://www.ams.org/mathscinet-getitem?mr=MR503901
http://dx.doi.org/10.1016/j.chaos.2006.03.096
http://dx.doi.org/10.1016/j.chaos.2006.03.096
http://www.ams.org/mathscinet-getitem?mr=MR2327436
http://dx.doi.org/10.1007/s00220-016-2690-z
http://dx.doi.org/10.1007/s00220-016-2690-z
http://www.ams.org/mathscinet-getitem?mr=MR3545514
http://www.ams.org/mathscinet-getitem?mr=MR1009162
http://dx.doi.org/10.1081/PDE-200040191
http://dx.doi.org/10.1081/PDE-200040191
http://www.ams.org/mathscinet-getitem?mr=MR2105984
http://www.ams.org/mathscinet-getitem?mr=MR2319458
http://www.ams.org/mathscinet-getitem?mr=MR983632
http://dx.doi.org/10.1007/s10955-015-1263-4
http://dx.doi.org/10.1007/s10955-015-1263-4
http://www.ams.org/mathscinet-getitem?mr=MR3366099


Bibliography 195

A. S. Fokas (1997). “A unified transform method for solving linear and certain nonlinear
PDEs”. Proc. Roy. Soc. London Ser. A 453.1962, pp. 1411–1443. MR: 1469927 (cit.
on p. 91).

A. S. Fokas and A. R. Its (1994). “An initial-boundary value problem for the Korteweg-de
Vries equation”.Math. Comput. Simulation 37.4-5. Solitons, nonlinear wave equations
and computation (New Brunswick, NJ, 1992), pp. 293–321. MR: 1308105 (cit. on
p. 91).

A. S. Fokas and J. Lenells (2010). “Explicit soliton asymptotics for the Korteweg-de Vries
equation on the half-line”. Nonlinearity 23.4, pp. 937–976. MR: 2608593 (cit. on
p. 92).

A. S. Fokas, A. A. Himonas, and D. Mantzavinos (2016). “The Korteweg–de Vries equa-
tion on the half-line”. Nonlinearity 29.2, pp. 489–527. MR: 3461607 (cit. on p. 91).

F. G. Friedlander (1998). Introduction to the theory of distributions. Second. With addi-
tional material by M. Joshi. Cambridge University Press, Cambridge, pp. x+175. MR:
1721032 (cit. on pp. 165, 167).

R. Fukuizumi and L. Jeanjean (2008). “Stability of standingwaves for a nonlinear Schrödinger
equation with a repulsive Dirac delta potential”. Discrete Contin. Dyn. Syst. 21.1,
pp. 121–136. MR: 2379459 (cit. on p. 126).

R. Fukuizumi, M. Ohta, and T. Ozawa (2008). “Nonlinear Schrödinger equation with
a point defect”. Ann. Inst. H. Poincaré Anal. Non Linéaire 25.5, pp. 837–845. MR:
2457813 (cit. on p. 126).

J. Ginibre (1996). “Le problème de Cauchy pour des EDP semi-linéaires périodiques
en variables d’espace (d’après Bourgain)”. Astérisque 237. Séminaire Bourbaki, Vol.
1994/95, Exp. No. 796, 4, 163–187. MR: 1423623 (cit. on p. 169).

R. H. Goodman, P. J. Holmes, and M. I. Weinstein (2004). “Strong NLS soliton-defect
interactions”. Phys. D 192.3-4, pp. 215–248. MR: 2065079 (cit. on p. 126).

A. Grecu and L. I. Ignat (2019). “The Schrödinger equation on a star-shaped graph under
general coupling conditions”. J. Phys. A 52.3, pp. 035202, 26. MR: 3899706 (cit. on
p. 68).

M. Grillakis, J. Shatah, and W. Strauss (1987). “Stability theory of solitary waves in the
presence of symmetry. I”. J. Funct. Anal. 74.1, pp. 160–197. MR: 901236 (cit. on
pp. 93, 156, 157).

— (1990). “Stability theory of solitary waves in the presence of symmetry. II”. J. Funct.
Anal. 94.2, pp. 308–348. MR: 1081647 (cit. on pp. 111, 117, 128–130, 144, 157).

D. B. Henry, J. F. Perez, and W. F. Wreszinski (1982). “Stability theory for solitary-
wave solutions of scalar field equations”. Comm. Math. Phys. 85.3, pp. 351–361. MR:
678151 (cit. on pp. 130, 148, 158).

P. D. Hislop and I. M. Sigal (1996). Introduction to spectral theory. Vol. 113. Applied
Mathematical Sciences. With applications to Schrödinger operators. Springer-Verlag,
New York, pp. x+337. MR: 1361167 (cit. on p. 184).

J. Holmer (2005). “The initial-boundary-value problem for the 1D nonlinear Schrödinger
equation on the half-line”. Differential Integral Equations 18.6, pp. 647–668. MR:
2136703 (cit. on pp. 50, 51).

http://dx.doi.org/10.1098/rspa.1997.0077
http://dx.doi.org/10.1098/rspa.1997.0077
http://www.ams.org/mathscinet-getitem?mr=MR1469927
http://dx.doi.org/10.1016/0378-4754(94)00021-2
http://dx.doi.org/10.1016/0378-4754(94)00021-2
http://www.ams.org/mathscinet-getitem?mr=MR1308105
http://dx.doi.org/10.1088/0951-7715/23/4/010
http://dx.doi.org/10.1088/0951-7715/23/4/010
http://www.ams.org/mathscinet-getitem?mr=MR2608593
http://dx.doi.org/10.1088/0951-7715/29/2/489
http://dx.doi.org/10.1088/0951-7715/29/2/489
http://www.ams.org/mathscinet-getitem?mr=MR3461607
http://www.ams.org/mathscinet-getitem?mr=MR1721032
http://dx.doi.org/10.3934/dcds.2008.21.121
http://dx.doi.org/10.3934/dcds.2008.21.121
http://www.ams.org/mathscinet-getitem?mr=MR2379459
http://dx.doi.org/10.1016/j.anihpc.2007.03.004
http://dx.doi.org/10.1016/j.anihpc.2007.03.004
http://www.ams.org/mathscinet-getitem?mr=MR2457813
http://www.ams.org/mathscinet-getitem?mr=MR1423623
http://dx.doi.org/10.1016/j.physd.2004.01.021
http://dx.doi.org/10.1016/j.physd.2004.01.021
http://www.ams.org/mathscinet-getitem?mr=MR2065079
http://www.ams.org/mathscinet-getitem?mr=MR3899706
http://dx.doi.org/10.1016/0022-1236(87)90044-9
http://dx.doi.org/10.1016/0022-1236(87)90044-9
http://www.ams.org/mathscinet-getitem?mr=MR901236
http://dx.doi.org/10.1016/0022-1236(90)90016-E
http://www.ams.org/mathscinet-getitem?mr=MR1081647
http://projecteuclid.org/euclid.cmp/1103921482
http://projecteuclid.org/euclid.cmp/1103921482
http://www.ams.org/mathscinet-getitem?mr=MR678151
http://dx.doi.org/10.1007/978-1-4612-0741-2
http://www.ams.org/mathscinet-getitem?mr=MR1361167
http://www.ams.org/mathscinet-getitem?mr=MR2136703


196 Bibliography

J. Holmer (2006). “The initial-boundary value problem for the Korteweg-de Vries equa-
tion”. Comm. Partial Differential Equations 31.7-9, pp. 1151–1190. MR: 2254610
(cit. on pp. 50–52, 54–57, 90, 91, 167).

T. Kato (1966). Perturbation theory for linear operators. Die Grundlehren der mathe-
matischen Wissenschaften, Band 132. Springer-Verlag New York, Inc., New York,
pp. xix+592. MR: 0203473 (cit. on pp. 121, 138, 139).

C. E. Kenig, G. Ponce, and L. Vega (1993). “The Cauchy problem for the Korteweg-de
Vries equation in Sobolev spaces of negative indices”. Duke Math. J. 71.1, pp. 1–21.
MR: 1230283 (cit. on pp. 50, 90).

V. G. Kogan, J. R. Clem, and J. R. Kirtley (Apr. 2000). “Josephson vortices at tricrystal
boundaries”. Phys. Rev. B 61 (13), pp. 9122–9129 (cit. on p. 3).

D. J. Korteweg and G. de Vries (1895). “On the change of form of long waves advancing
in a rectangular canal, and on a new type of long stationary waves”. Philos. Mag. (5)
39.240, pp. 422–443. MR: 3363408 (cit. on p. 6).

V. Kostrykin and R. Schrader (2006). “Laplacians on metric graphs: eigenvalues, resol-
vents and semigroups”. In: Quantum graphs and their applications. Vol. 415. Con-
temp. Math. Amer. Math. Soc., Providence, RI, pp. 201–225. MR: 2277618 (cit. on
p. 31).

M. A. Krasnosel’skiı̆ (1964). Positive solutions of operator equations. Translated from the
Russian by Richard E. Flaherty; edited by Leo F. Boron. P. Noordhoff Ltd. Groningen,
p. 381. MR: 0181881 (cit. on p. 115).

P. Kuchment (2004). “Quantum graphs. I. Some basic structures”. Waves Random Media
14.1. Special section on quantum graphs, S107–S128. MR: 2042548 (cit. on pp. 3,
128).

S. Le Coz, R. Fukuizumi, G. Fibich, B. Ksherim, and Y. Sivan (2008). “Instability of
bound states of a nonlinear Schrödinger equation with a Dirac potential”. Phys. D
237.8, pp. 1103–1128. MR: 2450497 (cit. on pp. 120, 126).

F. Linares and G. Ponce (2009). Introduction to nonlinear dispersive equations. Universi-
text. Springer, New York, pp. xii+256. MR: 2492151 (cit. on p. 72).

O. Lopes (2002). “A linearized instability result for solitary waves”.Discrete Contin. Dyn.
Syst. 8.1, pp. 115–119. MR: 1877830 (cit. on p. 115).

Y. Martel, F. Merle, and T.-P. Tsai (2002). “Stability and asymptotic stability in the energy
space of the sum of N solitons for subcritical gKdV equations”. Comm. Math. Phys.
231.2, pp. 347–373. MR: 1946336 (cit. on pp. 93, 100).

D. Mugnolo, ed. (2015). Mathematical technology of networks. Vol. 128. Springer Pro-
ceedings in Mathematics & Statistics. Springer, Cham, pp. viii+205. MR: 3375150
(cit. on pp. 3, 128).

D.Mugnolo, D.Noja, andC. Seifert (2018). “Airy-type evolution equations on star graphs”.
Anal. PDE 11.7, pp. 1625–1652. MR: 3810468 (cit. on pp. 37–39, 109).

D.Mugnolo and J.-F. Rault (2014). “Construction of exact travellingwaves for the Benjamin-
Bona-Mahony equation on networks”.Bull. Belg.Math. Soc. Simon Stevin 21.3, pp. 415–
436. MR: 3250770 (cit. on p. 4).

http://dx.doi.org/10.1080/03605300600718503
http://dx.doi.org/10.1080/03605300600718503
http://www.ams.org/mathscinet-getitem?mr=MR2254610
http://www.ams.org/mathscinet-getitem?mr=MR0203473
http://dx.doi.org/10.1215/S0012-7094-93-07101-3
http://dx.doi.org/10.1215/S0012-7094-93-07101-3
http://www.ams.org/mathscinet-getitem?mr=MR1230283
http://dx.doi.org/10.1103/PhysRevB.61.9122
http://dx.doi.org/10.1103/PhysRevB.61.9122
http://dx.doi.org/10.1080/14786449508620739
http://dx.doi.org/10.1080/14786449508620739
http://www.ams.org/mathscinet-getitem?mr=MR3363408
http://dx.doi.org/10.1090/conm/415/07870
http://dx.doi.org/10.1090/conm/415/07870
http://www.ams.org/mathscinet-getitem?mr=MR2277618
http://www.ams.org/mathscinet-getitem?mr=MR0181881
http://dx.doi.org/10.1088/0959-7174/14/1/014
http://www.ams.org/mathscinet-getitem?mr=MR2042548
http://dx.doi.org/10.1016/j.physd.2007.12.004
http://dx.doi.org/10.1016/j.physd.2007.12.004
http://www.ams.org/mathscinet-getitem?mr=MR2450497
http://www.ams.org/mathscinet-getitem?mr=MR2492151
http://dx.doi.org/10.3934/dcds.2002.8.115
http://www.ams.org/mathscinet-getitem?mr=MR1877830
http://dx.doi.org/10.1007/s00220-002-0723-2
http://dx.doi.org/10.1007/s00220-002-0723-2
http://www.ams.org/mathscinet-getitem?mr=MR1946336
http://dx.doi.org/10.1007/978-3-319-16619-3
http://www.ams.org/mathscinet-getitem?mr=MR3375150
http://dx.doi.org/10.2140/apde.2018.11.1625
http://www.ams.org/mathscinet-getitem?mr=MR3810468
http://projecteuclid.org/euclid.bbms/1407765881
http://projecteuclid.org/euclid.bbms/1407765881
http://www.ams.org/mathscinet-getitem?mr=MR3250770


Bibliography 197

C. Muñoz (2011). “Soliton dynamics for generalized KdV equations in a slowly varying
medium”. Anal. PDE 4.4, pp. 573–638. MR: 2872119 (cit. on pp. 93, 98).

— (2014). “Stability of integrable and nonintegrable structures”. Adv. Differential Equa-
tions 19.9-10, pp. 947–996. MR: 3261918 (cit. on pp. 93, 98, 106).

M. A. Naı̆mark (1969). Lineinye differentsial’nye operatory. Second edition, revised and
augmented, With an appendix by V. È. Ljance. Izdat. “Nauka”, Moscow, p. 526. MR:
0353061 (cit. on pp. 14, 25, 26).

D. Noja (2014). “Nonlinear Schrödinger equation on graphs: recent results and open prob-
lems”.Philos. Trans. R. Soc. Lond. Ser. AMath. Phys. Eng. Sci. 372.2007, pp. 20130002,
20. MR: 3151078 (cit. on pp. 3, 128).

M. Ohta (2011). “Instability of bound states for abstract nonlinear Schrödinger equations”.
J. Funct. Anal. 261.1, pp. 90–110. MR: 2785894 (cit. on pp. 73, 130, 156, 158).

A. Pazy (1983). Semigroups of linear operators and applications to partial differential
equations. Vol. 44. AppliedMathematical Sciences. Springer-Verlag, NewYork, pp. viii+279.
MR: 710486 (cit. on pp. 112, 114).

O. Post (2012). Spectral analysis on graph-like spaces. Vol. 2039. Lecture Notes in Math-
ematics. Springer, Heidelberg, pp. xvi+431. MR: 2934267 (cit. on p. 8).

M. Reed and B. Simon (1975).Methods of modern mathematical physics. II. Fourier anal-
ysis, self-adjointness. Academic Press [Harcourt Brace Jovanovich, Publishers], New
York-London, pp. xv+361. MR: 0493420 (cit. on p. 15).

— (1978).Methods of modern mathematical physics. IV. Analysis of operators. Academic
Press [Harcourt Brace Jovanovich, Publishers], New York-London, pp. xv+396. MR:
0493421 (cit. on pp. 28, 29, 120, 121, 134, 140, 184).

— (1980).Methods of modern mathematical physics. I. Second. Functional analysis. Aca-
demic Press, Inc. [Harcourt Brace Jovanovich, Publishers], New York, pp. xv+400.
MR: 751959 (cit. on pp. 174, 175, 182).

C. Schubert, C. Seifert, J. Voigt, and M. Waurick (2015). “Boundary systems and (skew-
)self-adjoint operators on infinite metric graphs”. Math. Nachr. 288.14-15, pp. 1776–
1785. MR: 3411988 (cit. on pp. 38, 109).

Z. Sobirov, D. Matrasulov, K. Sabirov, S. Sawada, and K. Nakamura (2010). “Integrable
nonlinear Schrödinger equation on simple networks: connection formula at vertices”.
Phys. Rev. E (3) 81.6, pp. 066602, 10. MR: 2736292 (cit. on p. 3).

Z. Sobirov, D. Babajanov, and D. Matrasulov (Feb. 2017). “Nonlinear standing waves on
planar branched systems: Shrinking into metric graph”. Nanosystems: Physics, Chem-
istry, Mathematics 8, pp. 29–37 (cit. on p. 3).

E. M. Stein and R. Shakarchi (2003). Complex analysis. Vol. 2. Princeton Lectures in
Analysis. Princeton University Press, Princeton, NJ, pp. xviii+379. MR: 1976398 (cit.
on pp. 165, 166, 184).

B. A. Ton (1977). “Initial boundary value problems for the Korteweg-de Vries equation”.
J. Differential Equations 25.3, pp. 288–309. MR: 0487097 (cit. on p. 90).

M. I. Weinstein (1986). “Lyapunov stability of ground states of nonlinear dispersive evolu-
tion equations”.Comm. Pure Appl. Math. 39.1, pp. 51–67. MR: 820338 (cit. on pp. 93,
98, 106).

http://dx.doi.org/10.2140/apde.2011.4.573
http://dx.doi.org/10.2140/apde.2011.4.573
http://www.ams.org/mathscinet-getitem?mr=MR2872119
http://projecteuclid.org/euclid.ade/1404230129
http://www.ams.org/mathscinet-getitem?mr=MR3261918
http://www.ams.org/mathscinet-getitem?mr=MR0353061
http://dx.doi.org/10.1098/rsta.2013.0002
http://dx.doi.org/10.1098/rsta.2013.0002
http://www.ams.org/mathscinet-getitem?mr=MR3151078
http://dx.doi.org/10.1016/j.jfa.2011.03.010
http://www.ams.org/mathscinet-getitem?mr=MR2785894
http://dx.doi.org/10.1007/978-1-4612-5561-1
http://dx.doi.org/10.1007/978-1-4612-5561-1
http://www.ams.org/mathscinet-getitem?mr=MR710486
http://dx.doi.org/10.1007/978-3-642-23840-6
http://www.ams.org/mathscinet-getitem?mr=MR2934267
http://www.ams.org/mathscinet-getitem?mr=MR0493420
http://www.ams.org/mathscinet-getitem?mr=MR0493421
http://www.ams.org/mathscinet-getitem?mr=MR751959
http://dx.doi.org/10.1002/mana.201500054
http://dx.doi.org/10.1002/mana.201500054
http://www.ams.org/mathscinet-getitem?mr=MR3411988
http://dx.doi.org/10.1103/PhysRevE.81.066602
http://dx.doi.org/10.1103/PhysRevE.81.066602
http://www.ams.org/mathscinet-getitem?mr=MR2736292
http://dx.doi.org/10.17586/2220-8054-2017-8-1-29-37
http://dx.doi.org/10.17586/2220-8054-2017-8-1-29-37
http://www.ams.org/mathscinet-getitem?mr=MR1976398
http://dx.doi.org/10.1016/0022-0396(77)90046-8
http://www.ams.org/mathscinet-getitem?mr=MR0487097
http://dx.doi.org/10.1002/cpa.3160390103
http://dx.doi.org/10.1002/cpa.3160390103
http://www.ams.org/mathscinet-getitem?mr=MR820338


198 Bibliography

N. J. Zabusky and G. C. J. (1971). “Shallow-water waves, the Korteweg-de Vries equation
and solitons”. J. Fluid Mech. 47, pp. 811–824 (cit. on p. 89).

https://doi.org/10.1017/S0022112071001393
https://doi.org/10.1017/S0022112071001393


Index

ı interection, 5, 17
ı0 interection, 5, 24, 32
Y junction, 45

balanced star-shaped metric graph, 9
Banach contraction principle, 74
Bourgain spaces, 51, 169
bump, 78, 86

deficiency indices, 13
deficiency subspaces, 13
Duhamel boundary forcing operator, 52

extension theory, 12

forced problem, 50

Gagliardo-Niremberg inequality, 11
growing mode solution, 110

half-soliton profile, 85, 92

KdV group, 51
KdV on the half-line, 89
kink-soliton profile, 87
Korteweg–de Vries, 83
Korteweg–de Vries equation, 37, 45
Krein Theory, 15

linear instability, 108, 111, 119

metric graph, 9
minimax, 30, 153
Morse index, 28, 30, 33, 111, 130

Neumann Theory, 15

orbital stability, 130, 131, 148, 161

point interactions, 17, 20, 22, 24, 26

quantum graph, 8, 9

Riemann-Liouville fractional
integration, 50, 167

Riesz projector, 121, 126, 171, 184

Schrödinger equation, 35
Schrödinger-log, 75
sine-Gordon, 43
Soliton, 3
soliton profile, 92
Soliton profiles, 77, 83
star graph, 9
Star-shaped metric graph, 9
Stationary solutions, 84, 86

tail, 78, 88
tempered distributions, 165

199



Títulos Publicados — 32º Colóquio Brasileiro de Matemática

Emergence of Chaotic Dynamics from Singularities – Pablo G. Barrientos, Santiago Ibáñez, Ale-
xandre A. Rodrigues e J. Ángel Rodríguez

Nonlinear Dispersive Equations on Star Graphs – Jaime Angulo Pava e Márcio Cavalcante de
Melo

Scale Calculus and M-Polyfolds An Introduction – Joa Weber

Real and Complex Gaussian Multiplicative Chaos – Hubert Lacoin

Rigidez em Grafos de Proteínas – Carlile Lavor

Gauge Theory in Higher Dimensions – Daniel G. Fadel e Henrique N. Sá Earp

Elementos da Teoria de Aprendizagem de Máquina Supervisionada – Vladimir Pestov

Función Gamma: Propriedades Clásicas e Introducción a su Dinâmica – Pablo Diaz e Rafael
Labarca

Introdução à Criptografia com Curvas Elípticas – Sally Andria, Rodrigo Gondim e Rodrigo Sa-
lomão

O Teorema dos Quatro Vértices e sua Recíproca – Mário Jorge Dias Carneiro e Ronaldo Alves
Garcia

Uma Introdução Matemática a Blockchains – Augusto Teixeira



1

C

M

Y

CM

MY

CY

CMY

K

C

M

Y

CM

MY

CY

CMY

K

ISBN 978-85-244-0429-0

9 788524 404290

impa

a Instituto de
Matemática
Pura e Aplicada

PANTONE 303 C

Nonlinear Dispersive
Equations on Star Graphs

Jaime Angulo Pava
Márcio Cavalcante de Melo

impa

a


	Introduction
	Metric and Quantum Graphs
	von Neumann and Krein Theory and its Applications
	Self-adjoint extensions of symmetric operators
	Statement of the problem
	Deficiency subspaces and deficiency indices of a symmetric operator
	Construction of the symmetric extensions of a given symmetric operator
	Self-adjoint extensions for point interactions
	Behavior of the spectrum of self-adjoint extensions of a symmetric operator
	Nevanlinna pairs and self-adjoint extensions of the Laplacian operator


	Basic Models
	Schrödinger models on star graphs
	Korteweg–de Vries on star graphs
	sine-Gordon equation on star graphs

	The Korteweg–de Vries Equation on a Y Junction
	Choices of boundary conditions
	The linear versions
	Linear group associated to the KdV equation
	The Duhamel boundary forcing operator associated to the linear KdV equation
	Applications of the operator V 
	The Duhamel boundary forcing operator classes associated to linear KdV equation

	The Duhamel inhomogeneous solution operator
	Proof of Theorem 5.1
	Proof of Corollary 5.1
	Proof of Corollary 5.2

	The Nonlinear Schrödinger Equation on Star Graphs
	Local well-posedness for the NLS-δ
	Local well-posedness for the NLS-δ'
	Global well-posedness for NLS-log-δ

	Existence of Soliton Profiles on Start Graphs
	Existence of standing waves for NLS models on start graphs
	Standing waves for NLS-δ model
	Standing waves for NLS-δ' model
	Standing waves for NLS-log-δ model

	Stationary solutions for the Korteweg–de Vries equation
	Stationary solutions for a δ-type interaction on two half-lines
	Stationary solutions for a δ-type interaction on a balanced star graph

	Stationary solutions for the sine-Gordon equation
	Stationary solutions for a δ-type interaction on the Y junction


	Stability of KdV Solitons on the Half-Line
	Unbounded initial boundary value problems
	Known results for the IBVPS (8.1) and (8.2)
	Main result
	Existence and continuity for the right half-line

	Mass and energy estimates
	Start of proof of Theorem 8.1: Extension to the entire line
	Modulation
	Extension to the whole line

	Almost conserved quantities
	End of proof of Theorem 8.1

	Instability for the KdV Equation on Star Graphs
	Linearized equation for KdV on a start graph
	Linear instability criterium
	One application of Theorem 9.1

	Linear instability of tail and bump on two half-lines
	Linear instability of tail and bump on balanced star graphs 

	(In)Stability for the NLS equation on Star Graphs
	Stability framework for the NLS on star graphs
	Stability theory for the NLS-δ on star graphs
	Kernel of operators Li,m,α, i=1,2, in (10.11)
	Morse index for L1,m,α in (10.11) with m≠0
	Slope analysis for m≠0
	Proof of Theorem 10.2
	Morse index for L1,m,α in (10.11) with m= 0
	Slope analysis for m= 0
	Proof of Theorem 10.3

	Stability theory for the NLS-δ' on star graphs
	Spectrum of operators Li,λ, i=1,2, in (10.41) 
	Slope analysis
	Proof of Theorem 10.7

	 Stability theory for the NLS-log-δ on a star graph
	Spectrum of operators Ti,α, i=1,2, in (10.55)


	Distributions
	Tempered distributions
	A distribution obtained by an analytical continuation
	Riemann-Liouville fractional integral

	Some Function Spaces
	Sobolev spaces
	Bourgain spaces

	 Spectrum and the Riesz Projection
	The spectrum
	Linear operators on Hilbert spaces
	Adjoint operators on Hilbert spaces
	Adjoint of unbounded operators

	Riesz projection

	Index

