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م وش ی وند ش و درآش
م وش فـرا یتـرا د مکـه وا
د وش ل یکـه رمجا
م وش تـرا و ی جامدرآ در

If I boil in the fire of my existence for a while,
that is because I want to forget you for a while,
to get a new soul and put away my wisdom,
and then you become the wine of my glass.

Quatrain № 1215 by Rumi (Jalal al-Din
Muhammad Balkhi) published in Kulliyat-e
Shams-e Tabrizi, with translation by the first
author, Hossein Movasati.

https://archive.org/details/KulliyatEShamsTabreziPersianAndArabic/mode/2up
https://archive.org/details/KulliyatEShamsTabreziPersianAndArabic/mode/2up
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Preface

The present book is a sequel to the first author’s book “A Course in Hodge The-
ory: With Emphasis on Multiple Integrals”. The first book focuses mainly on
affine hypersurfaces and the study of the Hodge locus through the Fermat vari-
ety and uses techniques from singularity theory, such as Brieskorn modules and
vanishing cycles. This book intends to tell us the Hodge theory of smooth pro-
jective varieties and their properties inside families. This is the study of Čech
cohomology, hypercohomology, Algebraic de Rham cohomology, Gauss–Manin
connection, infinitesimal variation of Hodge structures and Hodge loci. Despite
this, in order to do concrete computations, we will be back to our favorite example
of hypersurfaces. Both books intend to make Hodge theory as computational as
possible, either by hand or by computer. Together with other classical books in
Hodge theory such as Voisin’s two volume books, they can be used in a Graduate
course. It is mainly for students and researchers who want to study the Hodge
conjecture in families. We assume a basic knowledge in both Algebraic Topology
and Algebraic Geometry.

Hossein Movasati, Roberto Villaflor Loyola
May 2021, Rio de Janeiro, RJ, Brazil



1 Introduction

The first draft of the present book was the lecture notes of a second course in
Hodge theory presented by the first author in 2015 to the second author. These
notes were developed into the second author’s Ph.D. thesis and the present text is
the outcome of this collaboration.

1.1 Computational Hodge theory

In order to solve a mathematical problem one may generalize it until a solution
comes out by itself and this method is, for instance, present in Grothendieck’s
philosophy. A completely different approachmust be adopted if one has the feeling
that the Hodge conjecture is wrong. Instead of generalizations, one has to study so
many particular examples, and one has to compute somanywell-known theoretical
data, such that the counterexample comes out by itself. Once you are in the ocean
without compass, all directions might lead you to a land. If such a counterexample
is found then it would be like a Columbus’ egg and there will be an explosion of
other counterexamples. Even if the Hodge conjecture is true, the belief that it is
false makes us to take a more computational approach, and at least this makes
the Hodge theory accessible to broader class of mathematicians, and in particular
those who love computational mathematics, either by hand or by computer. The
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first author’s book Movasati (2021) is the first attempt in this direction. Since the
main focus of this book is smooth hypersurfaces, we feel that one has to prepare
the computational ground for arbitrary smooth projective varieties and the present
text is the output of this attempt.

1.2 Some missing details

In an attempt to make a piece of mathematics more computational, one might
think that all the credit belongs to theory makers and one does only hard exercises
of these theories, and therefore, this kind of mathematics might be banned from
publication in “prestigious journals”. The amount of time and effort needed for
this purpose is usually higher than if we wanted to contribute for producing more
theories. One may also find some missing details in the work of theory makers
which are as important as the main body of such theories. Here, we would like to
highlight one example. In a personal communication (November 09, 2018) with P.
Deligne, the first author posed the following question: “ I got motivated to write
this email after seeing your talk ‘what do we mean by equal’, and after getting
the feeling that in the foundation of Hodge theory not every detail is explained.
Let me explain this. For a smooth projective variety over C we know that there
is a concrete canonical isomorphism between the usual de Rham cohomology by
C1 forms and the algebraic de Rham cohomology. Therefore, all the concepts
in the topological side, such as cup product, cohomology class of cycles etc. can
be transported to the algebraic side and can be defined in a purely algebraic fash-
ion. However, my impression is that nobody has verified concretely that the alge-
braic objects are the exact transportation of the corresponding topological objects.
For instance, Grothendieck’s definition of a class of an algebraic cycle must corre-
sponds to the one defined by integration, but I do not see if it is written somewhere.
In particular, when the algebraic cycle is singular, the only rigorous proof that I
see is the resolution of singularities. Anyway, with my student Roberto Villaflor,
we are trying to write a book containing the maximum details, however, we are
stuck in this kind of issue. I would be grateful if you clarify this for us.” The
answer came few days later. “I have not thought about proving the compatibility
between Grothendieck’s definition of the class of a cycle and integration, because
I never used the latter. I like to use cohomology, not homology, and I like def-
initions which are uniform across cohomology theories (motivic philosophy)...”,
(P. Deligne, personal communication November 13, 2018). As an idiom says “the
devil is in the detail” and such missing details in the literature took more than 4
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years of both authors.

1.3 The organization of the text

The emphasis of the first book Movasati (ibid.) was mainly on hypersurfaces and
the study of the Hodge locus through the Fermat variety. This book intends to
tell us the Hodge theory of smooth projective varieties and their properties inside
families. This is the study of Čech cohomology, hypercohomology, Gauss–Manin
connection, infinitesimal variation of Hodge structures, Hodge loci etc. Despite
this, in order to do concrete computations, we will be back to our favorite example
of hypersurfaces. A synopsis of each chapter is explained below.

In Chapter 2 we present a minimum amount of material so that the reader gets
familiar with Čech cohomology. We need to represent elements of cohomologies
with concrete data and we do this using an acyclic covering. In Chapter 3 we aim
to define hypercohomology of a complex of sheaves relative to an acyclic cover-
ing, and hence, we describe elements of a hypercohomology with concrete data.
We discuss quasi-isomorphisms, filtrations etc., adapted for computations. This
chapter is presented for general sheaves, however, our main example for this is
the sheaf of differential forms. In Chapter 4 we prove the Atiyah–Hodge theorem
which says that the elements of the de Rham cohomology of an affine variety is
given by algebraic differential forms. This paves the road for the definition of al-
gebraic de Rham cohomology in the next chapter. Chapter 5 is fully dedicated to
algebraic de Rham cohomology and the fact that it is isomorphic to the classical
de Rham cohomology. We need to describe this isomorphism as explicitly as pos-
sible because we want to transport the integration of C1 forms to the algebraic
side, where integration becomes a purely algebraic operation. The objective of
this chapter is to collect all necessary material for computing the integration of el-
ements of algebraic de Rham cohomologies over algebraic cycles. In Chapter 6 we
capture the cohomology of affine varieties by using logarithmic differential forms.
This is needed in order to take residues. This is not possible using only Atiyah–
Hodge theorem. This theorem for the complement of smooth hypersurfaces turns
out to be the Griffiths theoremwhich also finds a basis of such de Rham cohomolo-
gies. This is explained in Chapter 7. These are used in order to integrate elements
of algebraic de Rham cohomology of hypersurfaces over complete intersection al-
gebraic cycles which is done in Chapter 8. Chapter 9 is devoted to the description
of Gauss–Manin connection of families of algebraic varieties. In this chapter we
work on the general context of arbitrary families of projective varieties, whereas
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Movasati (2021) focused on the computation of Gauss–Manin connection for tame
polynomials, and in particular families of hypersurfaces. One of the main theo-
rems proved in this chapter is Griffiths transversality. It relates the Gauss–Manin
connection to the underlying Hodge filtrations. We do not give concrete applica-
tions of the Gauss–Manin connection in Algebraic Geometry, however, its partial
data, namely the infinitesimal variation of Hodge structures (IVHS) has success-
ful applications. This includes the famous Noether–Lefschetz theorem which says
that a generic surface in the projective space of dimension three has Picard rank
one. Chapter 10 is dedicated to this topic. In Chapter 11 we observe that Hodge
cycles of smooth hypersurfaces give us Artinian Gorenstein rings, and in this way,
many topological problems can be reduced into commutative algebra problems.
This will be elaborated more in Chapter 12 in which we explain many well known
components of the Hodge locus for hypersurfaces.



2 Čech
cohomology

Il faut faisceautiser. (The motto of the french revolution in algebraic and complex
geometry, see Remmert (1995, page 6)).

2.1 Introduction

The first examples of cohomology theories were constructed in the first half of
20th century, being the first one of them the singular cohomology. Almost at the
same time, other cohomology theories, such as De Rham and Čech cohomology,
were constructed and intensively studied. In this chapter we aim to introduce Čech
cohomology, as an explicit construction of the so called sheaf cohomology.

Similarly to the case of singular cohomology, in most situations we only need
to know a bunch of properties of sheaf cohomology in order to compute it. Thus,
we might have wanted to give an abstract approach to sheaf cohomology (as we
did in Movasati (2021, Chapter 4) by giving the Eilenberg–Steenrod axioms for
singular cohomology). It turns out that the right abstract approach to introducing
sheaf cohomology is through category theory, as derived functors. Although that
approach has the advantage of providing natural proofs for several properties of
sheaf cohomology, in some occasions we need to have a concrete description of
these groups and their elements. For instance when we want to formulate obstruc-
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tions as elements of some sheaf cohomology group. Since we aremainly interested
in computing elements of the cohomology groups, we decided to introduce Čech
cohomology and prove directly from its constructive definition the main proper-
ties of sheaf cohomology. This may have enlarged a little the proofs of some
properties, but it has the advantage of saving us the trouble of introducing the lan-
guage of derived functors, making the exposition more elementary. We assume
that the reader is familiar with sheaves of abelian groups on topological spaces.
The interested reader can consult other books like Bott and Tu (1982, Section 10),
Voisin (2002, Section 4.3), Godement (1973) or Bredon (1997), for a categorical
and fairly more involved presentation of sheaf cohomology theory.

As this is a course of Hodge theory, we will be interested in sheaves related
to the complex structure of a complex manifold or variety. In what follows, we
list some of the main examples of sheaves we will study over a complex manifold.
Consider a complex manifold X , we denote by OX an the sheaf of holomorphic
functions on X , by ˝pX an the sheaf of holomorphic p-forms on X , by ˝p;qX the
sheaf of C1 .p; q/-forms on X , by ˝pX1 the sheaf of C1 p-forms on X , by
IY an the analytic ideal sheaf of a subvariety i W Y ,! X and by O�

X an the sheaf
of invertible holomorphic functions. Note that the group structure in all these
examples is given by addition, except for the last one in which it is given by mul-
tiplication. Note also that the sheaves of C1 forms, such as ˝p;qX and ˝pX1 ,
are C1

X -modules, where C1
X denotes the sheaf of C1 complex valued functions

defined on X . On the other hand, OX an , ˝pX an and IY an are OX an-modules, also
called analytic sheaves. Some important examples of short exact sequences of
sheaves are

0! Z
�2�i
���! OX an

exp
��! O�

X an ! 0; (2.1)
0! IY an ! OX an ! i�OY an ! 0: (2.2)

Later, in Chapter 4, we will introduce on a smooth complex algebraic variety X ,
the algebraic analogues of the analytic sheaves mentioned above. We will keep the
same notation for algebraic sheaves, dropping the superscriptX an which indicates
the analytic structure. We reserve the clean notation for algebraic sheaves, since
after we have introduced them, we will continue working almost exclusively with
them.

2.2 The first cohomology group
Before going to the general definition, let us explain the basic idea behind the
definition of the first cohomology group. Recall that a sheaf of abelian groups S
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on a topological space X is a collection of abelian groups

S.U /; U � X open,

called the sections of S defined over U , together with restriction maps of sections
such that every section is uniquely determined by its restrictions to any open cover
of its domain. The group S.X/ is called the set of global sections of S. Some other
equivalent notations for this are

S.X/ D � .X; S/ D H 0.X; S/:

For every point x 2 X , the stalk of S at x is denoted Sx and corresponds to the
group of germs of sections of S defined over some neighbourhood of x 2 X . A
short sequence of sheaves

0! S1 ! S2 ! S3 ! 0;

is exact if and only if it is exact at its stalks

0! S1;x ! S2;x ! S3;x ! 0;

for all x 2 X . It is not difficult to see that every exact sequence of sheaves of
abelian groups

0! S1 ! S2 ! S3 ! 0 (2.3)
induces an exact sequence in global sections

0! S1.X/! S2.X/! S3.X/; (2.4)

where the last map is not necessarily surjective. The sheaf cohomology groups
H i .X; S/ are groups completing (2.4) into a long exact sequence of the form

0! H 0.X; S1/! H 0.X; S2/! H 0.X; S3/! H 1.X; S1/! H 1.X; S2/!

H 1.X; S3/! H 2.X; S1/! H 2.X; S2/! � � �

with H 0.X; S/ D S.X/. For this reason, the elements of H 1.X; S1/ can be re-
garded as obstructions to the surjectivity of H 0.X; S2/ ! H 0.X; S3/. The idea
to construct these obstructions is as follows. Suppose there exists an open cover-
ing U D fUi ; i 2 I g of X such that the exact sequence (2.3) remains exact when
taking the sections defined over Ui and Ui \ Uj for every i; j 2 I . For instance,
we have

0! S1.Ui /! S2.Ui /! S3.Ui /! 0:
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Remark 2.1. In general such covering might not exist. In fact, the surjectivity of
S2;x ! S3;x does not imply the surjectivity of S2.U / ! S3.U / for some open
neighborhood U of x. However, this will be the case in most of the examples in
this book and (in particular for (2.1) and (2.2)).

For every f 2 S3.X/ we can take fi 2 S2.Ui /; i 2 I such that fi is mapped
to f jUi

under S2.Ui / ! S3.Ui /. This implies that the elements fj jUi \Uj
�

fi jUi \Uj
2 S2.Ui \ Uj / are mapped to zero in S3.Ui \ Uj / and so there are

elements fij 2 S1.Ui \ Uj / which are mapped to fj jUi \Uj
� fi jUi \Uj

. If we
consider a different choice zfi 2 S2.Ui /mapped to f jUi

under S2.Ui /! S3.Ui /,
then

gi WD fi � zfi 2 S2.Ui /

is mapped to zero in S3.Ui / and so there exists zgi 2 S1.Ui / that is mapped to gi .
In consequence

zgj jUi \Uj
� zgi jUi \Uj

� fij C zfij D 0; (2.5)

since it is mapped to zero in S2.Ui \ Uj /. This leads us to define the first coho-
mology group of U with coefficients in S1 as

H1.U ; S1/ WD f.fij ; i; j 2 I / W fij 2 S1.Ui\Uj /; fi i D 0; fijCfjkCfki D 0 in Ui\Uj\Ukg= �

modulo the equivalence relation given by (2.5), that is,

.fij ; i; j 2 I / � . zfij ; i; j 2 I /

if there exist zgi 2 S1.Ui / such that (2.5) holds.

2.3 Coverings and Čech cohomology

After introducing the first sheaf cohomology group relative to a covering, we turn
now to the general definition of the so called Čech cohomology groups. As usual,
these groups correspond to the cohomology groups associated to a complex of
abelian groups that is defined as follows.

Definition 2.1. Let X be a topological space, S be a sheaf of abelian groups on
X and U D fUi ; i 2 I g be a covering of X by open sets. Let Up be the set of
.p C 1/-tuples � D .Ui0 ; : : : ; Uip /; i0; : : : ; ip 2 I . Define for every � 2 Up

j� j WD Ui0���ip WD \
p
jD0Uij :
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A p-cochain f D .f� /�2Up is an element ofY
�2Up

H 0.j� j; S/:

Let � be an element in the permutation group of the set f0; 1; 2; : : : ; pg. It acts
on Up in a canonical way: for � D .Ui0 ; : : : ; Uip / the action of � is given by
�� WD .Ui�.0/

; : : : ; Ui�.p/
/. We say that a p-cochain f is skew-symmetric if

f�� D sign.�/f� 8� 2 Up:

These cochains form an abelian group denoted by

Cp.U ; S/ WD
(
f 2

Y
�2Up

H 0.j� j; S/ W f is skew-symmetric

)
:

For � 2 Up and j D 0; 1; : : : ; p denote by �j the element in Up�1 obtained
by removing the j -th entry of � . Since j� j � j�j j, the restriction maps from
H 0.j�j j; S/ toH 0.j� j; S/ are well-defined. We define the boundary map as

ı W
Y
�2Up

H 0.j� j; S/!
Y

�2UpC1

H 0.j� j; S/; .ıf /� WD

pC1X
jD0

.�1/jf�j
jj� j :

Proposition 2.1. The boundary map defines a map of skew-symmetric chains, i.e.

ı.Cp.U ; S// � CpC1.U ; S/:

We omit the proof of Proposition 2.1, which can be easily seen from the fol-
lowing simplification of our notation. From now on we identify � with i0i1 � � � ip
and write a p-cochain as f D .fi0i1���ip ; ij 2 I /. For simplicity we also write

.ıf /i0i1���ipC1
WD

pC1X
jD0

.�1/jf
i0i1���ij �1

Oij ij C1���ipC1
;

where Oij means that ij has been removed.

Proposition 2.2. The boundary map restricted to skew-symmetric chains defines
a complex of abelian groups, i.e.

ı ı ı D 0:
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Proof. Let f 2 Cp.U ; S/. We have

.ı2f /i0i1�ipC2
D

pC2X
jD0

.�1/j .ıf /
i0i1���Oij �ipC2

D

pC2X
jD0

0@j�1X
kD0

.�1/jCkf
i0i1���Oik ���Oij ���ipC2

C

C

pC2X
lDjC1

.�1/jCl�1f
i0i1���Oij ���Oil ���ipC2

1A
D
X
k<j

.�1/jCkf
i0i1���Oik ���Oij ���ipC2

C

C
X
j<l

.�1/jCl�1f
i0i1���Oij ���Oil ���ipC2

D 0:

Definition 2.2. The Čech cohomology of U with coefficients in the sheaf S cor-
responds to the cohomology associated to the following cochain complex

0! C 0.U ; S/ ı
! C 1.U ; S/ ı

! C 2.U ; S/ ı
! C 3.U ; S/ ı

! � � � : (2.6)

In other words, the p-th Čech cohomology group of U with coefficients in S is

Hp.U ; S/ WD
Kernel.Cp.U ; S/ ı

! CpC1.U ; S//

Image.Cp�1.U ; S/ ı
! Cp.U ; S//

:

The above definition depends on the covering U . We want to construct coho-
mology groups Hp.X; S/ depending only on X and S. In order to do this, we
analyze the behaviour of the Čech cohomology groups under refinements.

Definition 2.3. For two coverings Ui D fUi;j ; j 2 Iig; i D 1; 2 we write
U1 6 U2 and say that U1 is a refinement of U2, if there is a map from � W I1 ! I2
such that U1;i � U2;�.i/ for all i 2 I1.

The set of all open coverings of X together with the refinement relation is a
directed set, i.e. for two coverings U1 and U2 there is another covering U3 such
that U3 6 U1 and U3 6 U2.
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Every refinement U1 6 U2 induced by a map � W I1 ! I2 defines a cochain
map

˚ W Cp.U2; S/! Cp.U1; S/; ˚.s/i0���ip WD s�.i0/����.ip/jUi0���ip
:

Since this map commutes with the boundary map, it induces a map in Čech coho-
mology.

Proposition 2.3. The induced map in cohomology

˚ W Hp.U2; S/! Hp.U1; S/:

is independent of the considered refinement map � W I1 ! I2.

Proof. If  W I1 ! I2 is another refinement, the induced map

	 W Cp.U2; S/! Cp.U1; S/

is homotopic to ˚ . In fact, the homotopy H W CpC1.U2; S/ ! Cp.U1; S/ is
given by

H.s/i0���ip WD

pX
lD0

.�1/ls .i0/��� .il /�.il /����.ip/jUi0���ip
: (2.7)

It is left to the reader the verification of the equality ˚ �	 D ı ıH CH ı ı:

The previous proposition implies that for any topological space X , the p-th
Čech cohomology groups of a covering form a directed system of abelian groups
under refinements.

Definition 2.4. The p-th Čech cohomology group of X with coefficients in S is
the group

Hp.X; S/ WD dir limUH
p.U ; S/:

Recall that the direct limitHp.X; S/ can be realized as the union of allHp.U ; S/
for all coverings U , quotient by the following equivalence relation: two elements
˛ 2 Hp.U1; S/ and ˇ 2 Hp.U2; S/ are equivalent if there exists a covering
U3 6 U1 and U3 6 U2 such that ˛ and ˇ are mapped to the same element in
Hp.U3; S/.
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2.4 Acyclic sheaves
Usually, we do not deal with the direct limit of Definition 2.4. This is due to
the fact that most sheaves admit good coverings attaining the limit, the so called
acyclic coverings. In order to prove such a result we have to introduce first acyclic
sheaves.

Definition 2.5. A sheaf S of abelian groups on a topological space X is called
acyclic if

Hk.X; S/ D 0; k D 1; 2; : : :

Definition 2.6. LetA be a sheaf of rings over a topological spaceX . Every sheaf
F of A-modules is called fine if A satisfies the following condition: For every
locally finite open covering U D fUigi2I of X , there exists a partition of unity
fi 2 A.X/ with Supp fi � Ui and

P
i2I fi D 1 (where this last sum is well

defined locally and define a global section since A is a sheaf).

Example 2.1. The main examples of fine sheaves that we have in mind are the
following: Let X be a C1 manifold, and denote C1

X the sheaf of C1 functions
with real or complex values. Then all the C1

X -modules are fine, such as ˝iX1 of
C1 differential i -forms on X . If X is a complex manifold then the sheaves˝p;qX
of C1 differential .p; q/-forms on X are also fine.

Proposition 2.4. Let S be any fine sheaf over a topological space X . Then for
every locally finite open covering U of X and every k > 1

Hk.U ; S/ D 0:

In particular, every fine sheaf on a paracompact topological space is acyclic.

Proof. Let U D fUigi2I be the locally finite open covering of X . Then for every
k > 1 and � 2 C k.U ; S/ with ı� D 0 let us define � 2 C k�1.U ; S/ as

�i0���ik�1
WD
X
i2I

fi�i i0���ik�1
;

for some partition of unity ffigi2I subordinated to U . Then

.ı�/i0���ik D

kX
lD0

.�1/l
X
i2I

fi�i i0����il ���ik
D
X
2I

fi

kX
lD0

.�1/l�
i i0����il ���ik

D �i0���ik :

In other words � D ı� , and soHk.U ; S/ D 0, 8k > 1.
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Definition 2.7. A sheaf S is said to be flasque if for every pair of open sets V � U ,
the restriction map S.U /! S.V / is surjective.

Proposition 2.5. Let S be any flasque sheaf over a topological spaceX . Then for
every open covering U of X and every k > 1

Hk.U ; S/ D 0:

In particular, every flasque sheaf is acyclic.

Proof. Let S be a flasque sheaf and � 2 C k.U ; S/ such that ı� D 0. Let us define
� 2 C k�1.U ; S/. For simplicity let us assume that the covering U D fUigi2I
is finite (this assumption might be removed by a transfinite induction argument).
Inductively on the set of multi-indexes .i0; : : : ; ik/ with i0 < � � � < ik ordered
lexicographically, we define

�i1���ik WD

�
any element of S.Ui1���ik / if i1 D 0
any extension ofe� i1���ik if i1 > 0

;

wheree� i1���ik 2 S.[
i1�1
jD0Uj i1���ik / is locally defined as

z�i1���ik jUji1���ik
WD �j i1���ik �

kX
lD1

.�1/l�
j i1����il ik jUji1���ik

:

It is routine to check � 2 C k�1.U ; S/ is well defined and ı� D � .

Example 2.2. Let X be a topological space and G be any abelian group. The
skyscraper sheaf supported in a point x 2 X with values in G is the sheaf ix.G/
given by

ix.G/.U / WD

�
G if x 2 U
0 if x … U

with restrictions the identity or the zero map. This an example of flasque sheaf.

Example 2.3. Let G be any abelian group. The constant sheaf G is the sheaf
of locally constant functions from a topological space X to G. This sheaf is not
flasque in general. In fact, when X is an irreducible topological space, G will
be flasque (for instance if X is an irreducible algebraic variety with its Zariski
topology). But as we will see later, when X is a smooth manifold and G D R,
H i .X;R/ D H i

dR.X/ and so R is not acyclic in general.
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Example 2.4. Every sheaf S over a topological spaceX is a subsheaf of a flasque
sheaf. In fact, it is enough to define F as the sheaf of discontinuous sections of
S, i.e.

F.U / D
Y
x2U

Sx :

This construction was used by Godement in order to produce acyclic resolutions
of any sheaf of abelian groups, also calledGodement resolution. Such resolution
consists of a long exact sequence of sheaves

0! S0 ! S1 ! S2 ! � � �

where S0 WD S, S1 WD F and SiC1 is the sheaf of discontinuous sections of
Coker.Si�1 ! Si /. In particular Si is flasque for all i > 1.

2.5 Short exact sequences

Going back to our motivations we will justify that Čech cohomology is a good
candidate for sheaf cohomology since it fulfills one of our main goals. Namely,
for every exact sequence of sheaves of abelian groups

0! S1 ! S2 ! S3 ! 0

we will show the existence of a long exact sequence in cohomology

� � � ! H i .X; S1/! H i .X; S2/! H i .X; S3/! H iC1.X; S1/! � � � (2.8)

All the maps in the above sequence are canonical except those from i -dimensional
cohomology to .i C 1/-dimensional cohomology. In this section we explain how
to construct this map.

Proposition 2.6. Let X be a topological space and

0! S1
f
�! S2

g
�! S3 ! 0

be a short exact sequence of sheaves. If H 1.X; S1/ D 0, then the induced se-
quence in global sections

0! S1.X/
f
�! S2.X/

g
�! S3.X/! 0

is exact.
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Proof. We want to show the surjectivity of g in global sections. For any ! 2
S3.X/, there exist an open covering U D fUigi2I of X such that for every i 2 I
there exist some �i 2 S2.Ui / such that gUi

.�i / D !jUi
. In particular, for every

i; j 2 I

ı.�/ij D �j � �i 2 Ker gUij
:

In consequence, there exist �ij 2 S1.Uij / such that fUij
.�ij / D ı.�/ij . Then

fUijk
..ı�/ijk/ D 0;

and since fUijk
is injective it follows that ı� D 0. Since H 1.X; S1/ D 0, there

exist some refinement U 0 6 U and � 2 C 0.U 0; S1/ such that �jU 0 D ı�. In
consequence �jU 0 � f .�/ 2 C 0.U 0; S2/ and ı.�jU 0 � f .�// D 0, so it defines a
global section z� 2 S2.X/ such that g.z�/ D !.

Corollary 2.1. Consider over a topological space X a short exact sequence of
sheaves

0! S1
f
�! S2

g
�! S3 ! 0

and an open covering U D fUigi2I such that H 1.\k
lD1

Uil ; S1/ D 0 for every
fi0 < � � � < ikg � I finite not empty. Then there exist a long exact sequence

� � � ! H i .U ; S1/! H i .U ; S2/! H i .U ; S3/! H iC1.U ; S1/! � � � (2.9)

Proof. By Proposition 2.6 we have a short exact sequence of complexes of abelian
groups

0! C �.U ; S1/! C �.U ; S2/! C �.U ; S3/! 0

which induces the long exact sequence in cohomology (2.9).

After Corollary 2.1, we can give an explicit description of the coboundary map

H i .U ; S3/! H iC1.U ; S1/;

for U an acyclic open cover with respect to S1. In fact, given any ! 2 C i .U ; S3/,
there exist some � 2 C i .U ; S2/ given by Proposition 2.6 such that ! D g.�/.
If ı! D 0, then g.ı�/ D 0 and so ı� D f .�/ for some � 2 C iC1.U ; S1/.
Since f is injective and f .ı�/ D 0, it follows that ı� D 0 and so the image of
! 2 H i .U ; S3/ under the coboundary map is � 2 H iC1.U ; S1/.

Now it is easy to describe the coboundary map

H i .X; S3/! H iC1.X; S1/;
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in general. Take any open cover U ofX and any ! 2 C i .U ; S3/. There exist some
refinement U 0 6 U such that there exist � 2 C i .U 0; S2/ such that g.�/ D !jU 0 .
Imitating the construction of the coboundary map explained above, we produce
the image of ! 2 H i .U ; S3/ under the coboundary map as � 2 H iC1.U 0; S1/. It
is routine to check that this construction is independent of the choices made, and
is compatible with restrictions to refinements, thus it determines the coboundary
map in Čech cohomology. Now it is an exercise to prove that the long sequence
induced is exact.

Proposition 2.7. For every short exact sequence of sheaves over a topological
space X

0! S1
f
�! S2

g
�! S3 ! 0;

there exist a long exact sequence in Čech cohomology

� � � ! H i .X; S1/! H i .X; S2/! H i .X; S3/! H iC1.X; S1/! � � � (2.10)

2.6 How to compute Čech cohomology groups

Now we are in position to prove Leray’s lemma, which allows to compute Čech
cohomology groups in terms of acyclic coverings.

Definition 2.8. The covering U is called acyclic with respect to S if

Hp.Ui1 \ � � � \ Uik ; S/ D 0

for all Ui1 ; : : : ; Uik 2 U and p; k > 1.

For a real manifoldX of dimension nwe have a covering ofX such that all the
non-empty intersections Ui1 \ � � �\Uik are diffeomorphic to Rn (actually we will
only need that they are contractible to points). This is also called a good cover and
its existence follows after constructing a Riemann metric on X , see for instance
Bott and Tu (1982, Theorem 5.1, page 42). A good cover is acyclic for constant
sheaves.

Theorem 2.1 (Leray’s lemma). Let U be an acyclic covering of a variety X with
respect to a sheaf S. There is a natural isomorphism

Hk.U ; S/ Š Hk.X; S/:
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Proof. Let S be a sheaf over X , and U an acyclic open cover of X with respect to
S. Let F be the Godement’s flasque sheaf associated to S given in Example 2.4.
And let G WD F=S. We will show by induction on k that the natural map

Hk.U ; S/! Hk.X; S/

is an isomorphism. This is clear for k D 0. For k > 1, it follows from Propo-
sition 2.5 that Hm.U ;F/ D Hm.X;F/ D 0 for all m > 1. In order to use the
induction hypothesis for G, we need to show that U is an acyclic cover with respect
to G. Considering the long exact sequence in Čech cohomology associated to the
short exact sequence

0! S! F! G! 0

restricted to each intersectionUi0���ip D \
p

lD0
Uil , and using the fact that FjUi0���ip

is flasque, we get that

Hm.Ui0���ip ;G/ ' H
mC1.Ui0���ip ; S/ D 0; 8m > 1;8p > 0;

and so U is an acyclic cover with respect to G. By induction hypothesis we have
the following commutative diagram with exact rows (2.9) and (2.10)

Hk�1.X;F/ Hk�1.X;G/ Hk.X; S/ Hk.X;F/ D 0 0

Hk�1.U ;F/ Hk�1.U ;G/ Hk.U ; S/ Hk.U ;F/ D 0 0

'' ''

and the result follows from the five lemma.

For a sheaf of abelian groups S over a topological spaceX , we will mainly use
H 1.X; S/. Recall that for an acyclic covering U of X an element of H 1.X; S/ is
represented by

fij 2 S.Ui \ Uj /; i; j 2 I

fij C fjk C fki D 0; fij D �fj i ; i; j; k 2 I

It is zero in H 1.X; S/ if and only if there are fi 2 S.Ui /; i 2 I such that fij D
fj � fi .
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Remark 2.2. For sheaves of abelian groups Si ; i D 1; 2; : : : ; k over a variety X
it is easy to see that

Hp.U ;
M
i>1

Si / D
M
i>1

Hp.U ; Si /; p D 0; 1; : : :

for every open cover U of X . In particular,

Hp.X;
M
i>1

Si / D
M
i>1

Hp.X; Si /; p D 0; 1; : : :

2.7 Homology
Our main example of an abelian sheaf S is the constant sheaf Z, and in this case it
is natural to talk about homologies as these are more adequate to intuition and the
historical point of view. In this section we are going to describe the construction of
homologies which is not the original one using simplexes, and hence, the names of
universal coefficients in homology and cohomology are interchanged in our case.
For the original construction see for instance Massey (1991). For a fast overview
of homology theories see Movasati (2021, Chapter 4).

Let us fix an abelian group G. For any other abelian group zG, let zG_ be its
dual abelian group:

zG_
WD

n
f W zG ! G morphism of abelian groups

o
:

Our notation of dual is inspired by the case G D Z. For a morphism of two
abelian groups ı W G1 ! G2, its dual ı_ W G_

2 ! G_
1 is defined in a natural

way. We take the dual of the complex (2.6) and define the set of p-chains as
Ci .U ; S/ WD C i .U ; S/_. We arrive at a new complex

0 C0.U ; S/
ı_

 C1.U ; S/
ı_

 C2.U ; S/
ı_

 C3.U ; S/
ı_

 � � � (2.11)

Note that for simplicity, we have dropped s from the set of p-chains. We also do
not mention G in our notations. It is not hard to see that ı_ ı ı_ D 0 and so we
have a complex with decreasing indices. The p-th homology with coefficients in
S is defined as

Hp.U ; S/ WD
Kernel.Cp.U ; S/

ı_

! Cp�1.U ; S//

Image.CpC1.U ; S/
ı_

! Cp.U ; S//
:
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The reader is invited to analyze the next theorem just in the case S D Z;Q and
G D Z;Q.

Theorem 2.2 (Universal coefficients theorem in homology). Let G be an abelian
group. We have the following short exact sequence relating homology with coho-
mology

0! Ext.HpC1.X; S/; G/! Hp.X; S/! Hom.Hp.X; S/; G/! 0:

It might be also interesting to relate Hp.X;Hom.S; G// to Hp.X; S/. The
proof of Theorem 2.2 is similar to the proof of Massey (1991, Theorem 4.4 page
314). The only difference is that we have started from cohomology and then we
have defined homology, whereas Massey has done the other way around. The
definition of the functor Ext can be found in Massey (ibid., page 313). The reader
might carry in mind that Ext.HpC1.X;Z/;Q/ D 0, and hence,

Hp.X;Q/ D H
p.X;Q/_:

For a sheaf S of abelian groups and an abelian groupG it is also natural to consider
the sheaf of abelian groups S˝Z G and its cohomologies.

Theorem 2.3 (Universal coefficient theorem in cohomology). We have the short
exact sequence

0! Hp.X; S/˝Z G ! Hp.X; S˝Z G/! Tor.HpC1.X; S/; G/! 0:

Again the proof is similar to the proof of Massey (ibid., Theorem 6.2, page
271).

2.8 Relative Čech cohomology

We consider a pair of topological spaces Y � X and a sheaf of abelian groups
S on Y . The trivial extension zS of the sheaf S to X is defined as follows: for
a connected open set U � X we have zS D f0g if U does not intersects Y and
D S.U \ Y / if U intersects Y . If we denote by i W Y ,! X the inclusion map,
then the trivial extension is just zS D i�S. The proof of the next proposition is left
to the reader.

Proposition 2.8. We haveHp.X; zS/ D Hp.Y; S/ for all p > 0.
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We usually omit the tilde and simply write S, being clear in the context whether
S is a sheaf on X or Y . Now let S1 and S2 be two sheaves of abelian groups over
X and Y . We consider the trivial extension of S2 to X and a surjective morphism
S1 ! S2 of abelian sheaves. Our main example for this is S1 D Z S2 D Z and
S1 ! S2 is the restriction map. Let S be the kernel of this map, and hence, we
have a short exact sequence

0! S! S1 ! S2 ! 0: (2.12)

In our main example of constant sheaves S1 D Z and S2 D Z we have

S.U / D

�
Z; if U \ Y D ;
0 otherwise : (2.13)

for connected open sets U .

Definition 2.9. We define the relative cohomology as

Hp.X; Y;Z/ WD Hp.X; S/;

where S is the sheaf (2.13).

Let us consider a covering U of X . Such a covering gives us immediately
a covering of Y : OU WD f OUi WD Ui jY gi2I . We would like to have an acyclic
covering for the sheaf S. This occurs in our main example (2.13) if all the pairs
.Ui0i1:::ip ; Ui0i1:::ip \ Y / are contractible to points.

Proposition 2.9. For a pair of topological spaces Y � X we have an induced
long exact sequence in cohomology

� � � ! HpC1.Y;Z/! Hp.X; Y;Z/! Hp.X;Z/! Hp.Y;Z/! � � �

Proof. It is induced by the short exact sequence of sheaves (2.12).

The reader who for the first time encounter the notion of Čech cohomology is
invited to compute the cohomologies of the n-dimensional sphere:

Hm.Sn;Z/ Š

�
Z; if m D 0; n
0 otherwise ; (2.14)

Hm.BnC1;Sn;Z/ Š

�
Z; if m D n
0; otherwise : (2.15)

For examples of such a computation see Bott and Tu (1982, page 100).
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2.9 Resolution of sheaves
Now we turn to a more conceptual way to compute cohomology groups in terms
of acyclic resolutions. Recall that a complex of sheaves of abelian groups is the
following data:

S�
W S0

d0
! S1

d1
! � � �

dk�1
! Sk

dk
! � � �

where Sk’s are sheaves of abelian groups and Sk ! SkC1 are morphisms of
sheaves of abelian groups such that the composition of two consecutive morphism
is zero, i.e

dk�1 ı dk D 0; k D 1; 2; : : : :

Definition 2.10. A complex S� is called a resolution of S if

Im.dk/ D ker.dkC1/; k D 0; 1; 2; : : :

and there exists an injective morphism i W S! S0 such that Im.i/ D ker.d0/. We
write this simply in the form

S! S�

For simplicity we will write d D dk , being clear from the context the domain of
the map d .
Definition 2.11. A resolution S! S� is called acyclic if all Sk are acyclic.
Proposition 2.10. If 0! S� is an acyclic resolution, then

0! � .S0/
d0
! � .S1/

d1
! � � �

dk�1
! � .Sk/

dk
! � � �

is exact.
Proof. For every i > 0 define the sheafFi WD Im di :Weget short exact sequences
for every i > 1

0! Fi�1 ! Si ! Fi ! 0:

We claim that Fi is acyclic for every i > 0. In fact, F0 D S0 is acyclic. And for
i > 1, it follows from the long exact sequence in Čech cohomology and the fact
that Si is acyclic, that

Hk.X;Fi / ' HkC1.X;Fi�1/ D 0; 8k > 1:

Then, by Proposition 2.6 we obtain that

0! � .Fi�1/! � .Si /! � .Fi /! 0

is exact, and the result follows.
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The next result tells us how to compute Čech cohomology in terms of the
cohomology in global sections of an acyclic resolution of the sheaf. For the reader
acquainted with derived functors, this theorem shows that the Čech cohomology
is isomorphic to the derived functor of the global sections functor. In other words
Čech cohomology is isomorphic to sheaf cohomology.

Theorem 2.4. Let S be a sheaf of abelian groups on a topological space X and
S! S� be an acyclic resolution of S then

Hn.X; S/ Š Hn.� .X; S�/; d/; n D 0; 1; 2; : : : : (2.16)

where

� .X; S�/ W � .S0/
d0
! � .S1/

d1
! � � �

dn�1
! � .Sn/

dn
! � � �

and

Hn.� .X; S�/; d/ WD
ker.dn/
Im.dn�1/

:

Proof. We will prove it assuming there exist an open cover U D fUigi2I of X
which is acyclic with respect to S and all Si ; i > 1. Moreover, all the cohomolo-
gies of the complex of global sections of S� over intersections of open sets in U are
zero. A more abstract proof can be given similar to the proof of Proposition 2.10,
see for instance Gunning 1990c, Corollary D5. Let

Sij WD C
j .U ; Si /; Sj WD C

j .U ; S/; � .Si / WD � .X; Si /:
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Consider the double complex

" " " "

0 ! Sn ! S0n ! S1n ! S2n ! � � � ! Snn !

" " " " "

0 ! Sn�1 ! S0n�1 ! S1n�1 ! S2n�1 ! � � � ! Snn�1 !

" " " " "

:::
:::

:::
:::

:::
" " " " "

0 ! S2 ! S02 ! S12 ! S22 ! � � � ! Sn2 !

" " " " "

0 ! S1 ! S01 ! S11 ! S21 ! � � � ! Sn1 !

" " " " "

0 ! S0 ! S00 ! S10 ! S20 ! � � � ! Sn0 !

" " " "

� .S0/ ! � .S1/ ! � .S2/ ! � � � ! � .Sn/ !
" " " "

0 0 0 0
(2.17)

The up arrows are ı and the left arrow at Spq is .�1/qd , that is, we have multiplied
the map d with .�1/q , where q denotes the index related to Čech cohomology. Let
us define the map A W Hn.� .X; S�/; d/! Hn.X; S/. It sends a d -closed global
section ! of Sn to a ı-closed cocycle ˛ 2 C n.U ; S/ and the recipe is sketched
here: We can construct the following sequence of elements in the diagram (2.17)
starting from ! 2 � .Sn/

0

"

˛ ! !0 ! 0

" "

�0 ! !1 ! 0

"

�1
: : :

: : :

: : : !n�1 ! 0

" "

�n�1 ! !n ! 0

"

!

(2.18)
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Where an arrow a! b means that a is mapped to b under the corresponding map
in (2.17), and !n is the restriction of ! to opens sets Ui ’s. The same diagram
(2.18) can be used to explain the map B W Hn.X; S/! Hn.� .X; S�/; d/. In this
case we start from ˛ and we reach !. If we check that A and B are well-defined
maps, it follows immediately that one is the inverse of the other. Let us check that
A is well-defined (for B is similar). Consider a different choice in the diagram

0

"ę ! e!0 ! 0

" "e�0 ! e!1 ! 0

"e�1 : : :
: : :

: : : e!n�1 ! 0

" "e�n�1 ! !n ! 0

"

!

(2.19)

We have to show that ˛ D ę 2 Hn.X; S/, in other words that ˛ � ę D ıˇ for
some ˇ 2 C n�1.U ; S/. In order to do this, we have to show first that

�i �e�i D ıˇi C d i
for someˇi 2 C n�2�i .U ; Si / and  i 2 C n�1�i .U ; Si�1/ for every i D 0; : : : ; n�
1. This is not hard using the following diagram obtained after subtracting (2.18)
and (2.19)
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0
"

˛ �ę ! !0 �e!0 ! 0
" "

�0 �e�0 ! !1 �e!1 ! 0
"

�1 �e�1 : : :
: : :

: : : !n�1 �e!n�1 ! 0
" "

�n�1 �e�n�1 ! 0 ! 0
"

0

(2.20)
In fact, it follows from (2.20) that �n�1 �e�n�1 D dn�1, and proceeding by
decreasing induction on i we are able to show that �i�1 �e�i�1 C .�1/iı i is
d -closed, and so d -exact. In particular we get that �0 �e�0 D ıˇ0 C 0 for some
0 2 C n�1.U ; S/ and so ı0 D !0 � e!0 D ˛ � ę as desired (note that in our
notation we have identified ˛ with!0 and ęwithe!0 by looking at S as a sub-sheaf
of S0).

In the general case we cannot apply Proposition 2.10 in order to construct the
mapsA andB . Nevertheless, we can proceed in the same way in order to construct
A and B taking care of passing to adequate refinements at each step. It is still an
exercise to check that these constructions are well-defined, and that one is the
inverse of the other.

Remark 2.3. If we do not care about using d or .�1/qd we will still get isomor-
phismsA andB , however, they are defined up to multiplication by�1. The mines
sign in .�1/qd is inserted so that D WD ı C .�1/qd becomes a differential op-
erator, that is, D ı D D 0. For further details see Bott and Tu (1982) Chapter
2. Another way to justify .�1/q is to see it in the double complex of differential
.p; q/-forms in a complex manifold.
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2.10 De Rham cohomology
Using different acyclic resolutions of a sheaf we can relate certain sheaf cohomol-
ogy groups with other classical cohomology groups. Our first example is de Rham
cohomology.

Definition 2.12. Let M be a (real) C1 manifold. The de Rham cohomology
groups ofM are defined as

H i
dR.M/ WD H i .� .M;˝�

M1/; d/ WD
global closed i -forms onM
global exact i -forms onM

:

We denote by ˝kM1 the sheaf of C1 differential k-forms. Since every C1

map between smooth manifolds f W X ! Y , induces via pull-back of differen-
tial forms a morphism of sheaves ˝iY1 ! f�˝

i
X1 which commutes with the

differential operator d . It follows that de Rham cohomology groups are functors
from the category of smooth manifolds to the category of vector spaces, and so
they are invariant under diffeomorphism. In fact, it is not hard to show that they
are invariant under C1 homotopy equivalence.

Theorem 2.5. Let f; g W X ! Y be two homotopic C1 maps between smooth
manifolds, i.e. such that there exists a C1 mapH W X �R! Y such that

H.x; t/ D

�
f .x/ if t > 1;

g.x/ if t 6 0:

Then
f �
D g�

W H i
dR.Y /! H i

dR.X/:

In particular, manifolds of the same homotopy type have isomorphic de Rham co-
homology groups.

Proof. Define s0; s1 W X ! X �R by s0.x/ WD .x; 0/ and s1.x/ WD .x; 1/. Then

f �
D s�

1 ıH
� and g�

D s�
0 ıH

�:

Thus it is enough to show that

s�
0 D s

�
1 W H

i
dR.X �R/! H i

dR.X/:

In fact we will show that both are inverse to �� where � W X � R ! X is
the first projection. It is clear that s�

0 ı �
� D s�

1 ı �
� D idH i

dR.X/
. On the
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other hand in order to show that �� ı s�
0 is the identity it is enough to find a map

K W � .˝�
.X�R/1/! � .˝��1

.X�R/1/ such that

id� .˝i
.X�R/1 / � �

�
ı s�
0 D dK CKd:

The desired map is

K.!/.x; t/ D

Z t

0

� @
@t
.!/.x; s/ds:

Corollary 2.2. (Poincaré Lemma) IfM is contractible (e.g. an open ball of Rn)
then

H i
dR.M/ D

�
R if i D 0;
0 if i ¤ 0:

Proof. The identity id WM !M is homotopic to the constant map c WM !M

with c.x/ D x0 for all x 2 M . Then id� D c�, but c�.H i
dR.M// D 0 for i > 0

and c�.H 0
dR.M// D R.

Poincaré lemma implies that the complex of sheaves of differential forms is
exact for i > 0.

Definition 2.13. Let M be a smooth manifold, the de Rham resolution of the
constant sheaf R! .˝�

M1 ; d / is

0! R! ˝0M1

d
�! ˝1M1

d
�! ˝2M1

d
�! � � �

Theorem 2.6. The de Rham resolution is acyclic. In consequence

H i .M;R/ Š H i
dR.M/:

Proof. In Example 2.1 we observed that that the sheaves ˝iM1 are are fine and
so acyclic. The second statement follows from Theorem 2.4.
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Remark 2.4. In the caseM is a complex smoothmanifold we consider the sheaves
of complexified differential forms˝iM1˝C. The de Rham cohomology groups
with complex coefficients are defined as

H i
dR.M;C/ WD H

i .� .˝�
M1 ˝C/; d/:

Since tensoring with C preserves exact sequences, it follows that

H i
dR.M;C/ ' H

i
dR.M/˝C;

and so the complexified differential forms form the (complexified) de Rham res-
olution of the constant sheaf C. Therefore

H i .M;C/ ' H i
dR.M;C/:

From now on, whenever we are dealing with a complex manifold we will sim-
ply denote by ˝iM1 and H i

dR.M/ the complexified differential forms and the
de Rham cohomology groups with complex coefficients respectively. In the rest
of the text we will only work with complex manifolds and so we will forget to
mention explicitly the underlying complexified structure of the C1 functions, dif-
ferential forms and sheaves.

2.11 Singular cohomology
Another classical example of cohomology group, which can be related to a sheaf
cohomology, is the singular cohomology. Recall from Movasati (2021, Chapter
4) that given G an abelian group andM a polyhedra, we have the singular coho-
mology groupsHk.M;G/; k D 0; 1; 2; : : : which satisfy the Eilenberg–Steenrod
axioms. One way to relate the singular cohomology with the sheaf cohomology
with coefficients in the constant sheaf G is by means of Eilenberg–Steenrod theo-
rem.

Theorem 2.7. In the category of polyhedra the Čech (or sheaf) cohomology of the
constant sheaf G satisfies the Eilenberg–Steenrod axioms.

Therefore, by uniqueness theorem the Čech cohomology of the sheaf of con-
stants inG is isomorphic to the singular cohomology with coefficients inG. Thus
there is no ambiguity in using the same notation to denote singular cohomology
with coefficients in the abelian group G and Čech cohomology with coefficients
in the constant sheaf G.
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We will present another way to describe this isomorphism by means of a res-
olution of the constant sheaf G. In order to distinguish the singular cohomology
groups we will denote them byHk

sing.M;G/.

Definition 2.14. LetM be a topological space, we define the pre-sheaf of singu-
lar cochains with coefficients in the abelian group G as

C ksing.U / WD hom.Ck.U /;G/; for each U �M open;

where Ck.U / denotes the free abelian group of singular chains of U (see for in-
stance Movasati (ibid., Section 4.4)). The singular cohomology groups are

Hk
sing.M;G/ WD H

k.C �
sing.M/; ı/;

where ı W C ksing.M/ ! C kC1
sing .M/ is given by ı˛ WD ˛ ı @ and @ W CkC1.M/ !

Ck.M/ is the boundary map. We denote by Cksing the sheaf of singular cochains
which corresponds to the sheaf induced by C ksing. The operator ı naturally extends
to a sheaf morphism ı W Cksing ! CkC1

sing .

Proposition 2.11. Consider the sub-pre-sheaf of C ksing given by

C ksing.U /0 WD f˛ 2 C
k
sing.U / W 9V open cover of U and ˛jV D 0;8V 2 Vg:

Then
Cksing.U / D C

k
sing.U /=C

k
sing.U /0

and so Cksing is flasque.

Proof. Let V D fVigi2I be an open covering of some open set U � M . Given
˛i 2 C

k
sing.Vi / such that ˛i jVi \Vj

D ˛j jVi \Vj
for all i; j 2 I . It is clear that

there exists a unique ˛ 2 hom.C V
k
.U /;G/ such that ˛jVi

D ˛i , where

C V
k .U / WD

X
i2I

Ck.Vi / � Ck.U /

is the group of V-small singular chains of U . Therefore there exists a unique
extension of ˛ to C ksing.U / modulo the subgroup

f˛ 2 C ksing.U / W ˛jCV
k
.U / D 0g
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and so the sheaf induced byC ksing is given in each open setU byC ksing.U /=C
k
sing.U /0

as claimed. In order to see that Cksing is flasque, it is enough to see that the restriction
map C ksing.M/! C ksing.U / is surjective.

Theorem 2.8. LetM be a locally contractible topological space. Then the sheaf
complex

0! G ! C0sing
ı
�! C1sing

ı
�! C2sing

ı
�! � � �

is exact, i.e. .C�
sing; ı/ is a resolution of the constant sheaf G. In consequence

Hk.M;G/ ' Hk
sing.M;G/:

Proof. In order to show the exactness of the sequence it is enough to show that
the pre-sheaf sequence

0! G ! C 0sing
ı
�! C 1sing

ı
�! C 2sing

ı
�! � � �

is exact at the stalks. SinceM is locally contractible, it is enough to show that for
every contractible open sets U �M the sequence

0! G ! C 0sing.U /
ı
�! C 1sing.U /

ı
�! C 2sing.U /

ı
�! � � �

is exact. This is equivalent to show thatHk
sing.U;G/ D 0 for k > 0 andH

0
sing.U;G/ '

G which follows from the contractibility of U .
It follows that .C�

sing; ı/ is a flasque resolution of G and so

Hk.M;G/ ' Hk.� .C�
sing/; ı/ D H

k.C �
sing.M/=C �

sing.M/0; ı/:

In order to finish the proof it is enough to show that the natural projection

� W C �
sing.M/! C �

sing.M/=C �
sing.M/0

is a quasi-isomorphism. Using the long exact sequence in cohomology we see that
this is equivalent to show that .C �

sing.M/0; ı/ is exact. Let ˛ 2 C ksing.M/0 such
that ı˛ D 0. Let V be an open covering of M such that ˛jCV

k
.M/ D 0. Given

any singular chain  2 Ck.M/ we can use barycentric subdivisions to produce a
singular chain 0 2 C V

k
.M/ such that

 � 0 D @�

for some � 2 CkC1.M/. Thus ˛./ D ˛.0/C ı˛.�/ D 0, and so ˛ D 0.
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There is also a resolution for the relative cohomology. Recall that for a pair of
topological spaces Y � X and an abelian group G, if we denote by i W Y ,! X

the inclusion then the relative cohomology is defined by

Hk.X; Y;G/ WD Hk.X;GX;Y /;

where GX;Y is a sheaf over X given by

0! GX;Y ! GX ! i�GY ! 0;

with GX and GY the constant sheaves over X and Y respectively.

Corollary 2.3. Let X be a locally contractible topological space and Y � X

be also locally contractible. Denoting by Cksing.X/ and Cksing.Y / the sheaves of
singular cochains over X and Y respectively, consider

.C�
sing.X; Y /; ı/ WD ker..C�

sing.X/; ı/! .i�C�
sing.Y /; ı//:

Then .C�
sing.X; Y /; ı/ is an acyclic resolution of GX;Y and so

Hk.X; Y;G/ ' Hk
sing.X; Y;G/:

Proof. It is clear that the restriction morphism is an epimorphism and so we have
the short exact sequence of complexes

0! C�
sing.X; Y /! C�

sing.X/! i�C�
sing.Y /! 0:

Since the other two are resolutions of the respective constant sheaves it follows
form the long exact sequence (of sheaves) in cohomology that C�

sing.X; Y / is a
resolution of GX;Y . On the other hand taking the long exact sequence in sheaf co-
homology induced by the short exact sequence of sheaves we have that Cksing.X; Y /
is acyclic for all k > 0. Note that for each open set U � X we have the short
exact sequence

0! � .U; C�
sing.X; Y //! � .U; C�

sing.X//! � .U \ Y; C�
sing.Y //! 0:

Taking the long exact sequences induced by the following diagramwith exact rows

0 � .C�
sing.X; Y // � .C�

sing.X// � .C�
sing.Y // 0

0 C �
sing.X; Y / C �

sing.X/ C �
sing.Y / 0

f g h
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it follows thatf is a quasi-isomorphism (sinceg and h are both quasi-isomorphisms).
Thus, we conclude that

Hk.X; Y;G/ ' Hk.� .C�
sing.X; Y //; ı/ ' H

k.C �
sing.X; Y /; ı/ D H

k
sing.X; Y;G/:

In the case G D R (or C) we have the following isomorphisms for M a
manifold

Hk
dR.M/ ' Hk.M;R/ ' Hk

sing.M;R/:

This isomorphism can be described directly in terms of integration

H
sing
k
.M;Z/ �Hk

dR.M/! R; .ı; !/ 7!

Z
ı

!

This gives us

Hk
dR.M/!

L
H

sing
k
.M;R/ Š Hk

sing.M;R/

whereLmeans dual of vector space.

Theorem 2.9. The integration map gives us an isomorphism

Hk
dR.M/ Š Hk

sing.M;R/

Under this isomorphism the cup product corresponds to

H i
dR.M/ �H

j
dR.M/! H

iCj
dR .M/; .!1; !2/ 7! !1 ^ !2; i; j D 0; 1; 2; : : :

where ^ is the wedge product of differential forms.

IfM is an oriented manifold of dimension n then we have the following bilin-
ear map

H i
dR.M/ �Hn�i

dR .M/! R; .!1; !2/ 7!

Z
M

!1 ^ !2; i D 0; 1; 2; : : :
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2.12 Dolbeault cohomology

Let M be a complex manifold and ˝p;qM be the sheaf of C1 differential .p; q/-
forms onM . We have the complex

˝
p;0
M

N@
! ˝

p;1
M

N@
! � � �

N@
! ˝

p;q
M

N@
! � � �

and the Dolbeault cohomology ofM is defined to be

H
p;q
N@
.M/ WD H q.� .M;˝

p;�
M /; N@/ D

global N@-closed .p; q/-forms onM
global N@-exact .p; q/-forms onM

:

The proof of the following classical theorem due to Dolbeault can be found in
Gunning (1990a, Chapter E, Theorem 5).

Theorem 2.10 (Dolbeault Lemma). IfM is the unit disk D D fz 2 C W jzj < 1g,
the complex line C or a product of one dimensional disks and complex lines then
H
p;q
N@
.M/ D 0 for q > 0.

Let ˝pM an be the sheaf of holomorphic p-forms on M . By Example 2.1 we
know that ˝p;qM ’s are fine sheaves and so we have the resolution of ˝pM an :

˝
p
M an ! ˝

p;�
M :

By Theorem 2.4 we conclude that:

Theorem 2.11 (Dolbeault theorem). ForM a complex manifold

H q.M;˝
p
M an/ Š H

p;q
N@
.M/:

There are examples of domainsD inCn such thatH 0;1
N@
.D/ 6D 0. See Gunning

(1990b, end of Chapter E).

2.13 Čech resolution of a sheaf

The relation between Čech cohomology and sheaf cohomology can also be ex-
pressed in terms of a resolution, as we explain in this section. Let S be a sheaf of
abelian groups over a topological space X and U D fUigi2I be an open covering
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ofX . For every open subset U � X we define the covering U jU WD fUi \U gi2I
of U . The sheaf of Čech cochains is defined as

Ck.U ; S/.U / WD C k.U jU ; S/;

with the natural restriction maps. The boundary map induces a sheaf morphism

ı W Ck.U ; S/! CkC1.U ; S/:

Proposition 2.12. The sheaf complex .C�.U ; S/; ı/ is a resolution of the sheaf S.

Proof. Certainly ker.ı W C0.U ; S/! C1.U ; S// D S. For k > 1, let us show that

Ck�1.U ; S/ ı�! Ck.U ; S/ ı�! CkC1.U ; S/

is exact. In order to do this it is enough to show that for every x 2 X and every
small enough open neighbourhood U of x,

C k�1.U jU ; S/
ı
�! C k.U jU ; S/

ı
�! C kC1.U jU ; S/

is exact. Let x 2 X , then x 2 Ui for some i 2 I . Consider any open neighbour-
hoodU of x such thatU � Ui and let � 2 ker.ı W C k.U jU ; S/! C kC1.U jU ; S//.
Then

�i0���ik jUii0���ik
\U D

kX
lD0

.�1/l�
i i0����il ���ik

jUii0���ik
\U :

SinceU � Ui it follows thatUi i0���ik\U D Ui0���ik\U . Thus defining �i0���ik�1
WD

�i i0���ik�1
jUi0���ik�1

\U it follows that ı� D � .

As a consequence we see that the Čech resolution is an acyclic resolution of S
if and only if the covering U is acyclic with respect to S, and so in such case we
have

Hk.X; S/ ' Hk.C�.U ; S/; ı/ D Hk.U ; S/:

Another consequence of the Čech resolution is the sheaf cohomology version of
Mayer–Vietoris sequence.



2.14. Cohomology of manifolds 35

Proposition 2.13. Let X be a topological space and S be a sheaf over X . Given
two open sets U; V � X such that U [ V D X we have a Mayer–Vietoris long
exact sequence

� � � ! Hk.X; S/! Hk.U; S/˚Hk.V; S/! Hk.U\V; S/! HkC1.X; S/! � � �

Proof. Just note that taking the covering U D fU; V g, the Čech resolution gives
us a short exact sequence of sheaves

0! S! C0.U ; S/ D SjU ˚ SjV ! C1.U ; S/ D SjU\V ! 0;

and the long sequence induced in cohomology is Mayer–Vietoris sequence.

2.14 Cohomology of manifolds

The first natural sheaves are constant sheaves. For an abelian groupG, the sheaf of
constants on X with coefficients in G is a sheaf such that for any connected open
set it associates G and the restriction maps are the identity. We also denote by G
the corresponding sheaf. Our main examples are .R;C/; R D Z;Q;R;C. For a
smoothmanifoldX , the cohomology groupsH i .X;G/ are isomorphic in a natural
way to singular cohomology and de Rham cohomology groups, see Theorem 2.8
and Theorem 2.6 respectively. We will need the following topological statements.

Proposition 2.14. Let X be a topological space which is contractible to a point.
ThenHp.X;G/ D 0 for all p > 0.

This statement follows from another statement which says that two homotopic
maps induce the same map in cohomology.

Proposition 2.15. Let X be a manifold of dimension n. Then X has a covering
U D fUi ; i 2 I g such that

1. all Ui ’s and their intersections are contractible to points.

2. The intersection of any nC 2 open sets Ui is empty.

Proof. The first part is proved in Bott and Tu (1982, Theorem 5.1 page 42).

Using both propositions we get an acyclic covering of amanifold andwe prove.
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Proposition 2.16. LetM be an orientable manifold of dimension m.

1. We haveH i .M;Z/ D 0 for i > m.

2. IfM is not compact then the top cohomologyHm.M;Z/ is zero.

3. If M is compact then we have a canonical isomorphism Hm.M;Z/ Š Z
given by the orientation ofM .

IfM is a complex manifold of dimension n, then it has a canonical orientation
given by the orientation of C and so we can apply the above proposition in this
case. Note thatM is of real dimension m D 2n.



3 Hypercohomology

My mathematics work is proceeding beyond my wildest hopes, and I am even a bit
worried - if it’s only in prison that I work so well, will I have to arrange to spend
two or three months locked up every year? (André Weil writes from Rouen prison,
O’Connor and Robertson (2016)).

3.1 Introduction
After a fairly complete understanding of singular homology and de Rham coho-
mology of manifolds and the invention of Čech cohomology, a new wave of ab-
straction in mathematics started. Cartan and Eilenberg (1956) in their foundational
book called Homological Algebra took many ideas from topology and replaced it
with categories and functors. Grothendieck (1957) took this into a new level of
abstraction and the by-product of his effort was the creation of many cohomology
theories, such as Étale and algebraic de Rham cohomology. Étale cohomology
was mainly created in order to solve Weil conjectures, however, the relevant one
to integrals is the algebraic de Rham cohomology. Its main ingredient is the con-
cept of hypercohomology of complexes of sheaves which soon after its creation
was replaced with derived functors and derived categories. This has made it an
abstract concept far beyond concrete computations and the situation is so that the
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introduction of C. A. Weibel’s book, Weibel (1994), starts with: “Homological al-
gebra is a tool used to prove nonconstructive existence theorems in algebra (and in
algebraic topology).” In this chapter we aim to introduce hypercohomology with-
out going into categorical approach, and the main reason for this is that we would
like to emphasize that its elements can be computed and in the case of complex of
differential forms, they can be integrated over topological cycles. For further in-
formation the reader is referred to EGA III 6.2.2, Brylinski (2008), Grothendieck
(1966), and Voisin (2003).

3.2 Hypercohomology of complexes
Let us be given a complex of sheaves of abelian groups on a topological space X :

S�
W S0

d
! S1

d
! S2

d
! � � �

d
! Sn

d
! � � � ; d ı d D 0: (3.1)

We would like to associate to S� a cohomology which encodes all the Čech co-
homologies of individual Si together with the differential operators d . We first
explain this cohomology using a covering U D fUigi2I of X .

Consider the double complex

" " " "

S0n ! S1n ! S2n ! � � � ! Snn !

" " " "

S0n�1 ! S1n�1 ! S2n�1 ! � � � ! Snn�1 !

" " " "

:::
:::

:::
:::

" " " "

S02 ! S12 ! S22 ! � � � ! Sn2 !

" " " "

S01 ! S11 ! S21 ! � � � ! Sn1 !

" " " "

S00 ! S10 ! S20 ! � � � ! Sn0 !

(3.2)

where
Sij WD C

j .U ; Si /:

The horizontal arrows are the usual differential operators d of Si ’s and the vertical
arrows are the differential operators ı in the sense of Čech cohomology. Them-th
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piece of the total chain of (3.2) is

Lm WD ˚miD0S
i
m�i

with the differential operatorD which is defined on Sij by:

D D ı C .�1/jd: (3.3)

Remark 3.1. Our convention for D is compatible with the one used in Bott and
Tu (1982, page 90) and Brylinski (2008, page 14). In other references such as
Voisin (2003), we also find D0 D .�1/iı C d . This difference produces a sign
ambiguity. In order to correct this ambiguity it is necessary to identify both hyper-
cohomologies via the isomorphism Hk.L�;D/ ' Hk.L�;D0/ induced by the
map

' W Lk ! Lk;

defined over each ! D
Pk
iD0 !

i 2 ˚kiD0S
i
j as

'.!i / WD .�1/i.k�i/!i :

Exercise 3.1. For the operator D in (3.3) of the double complex (3.2) show that
D ıD D 0.

This also justifies the appearance of the sign .�1/j in the definition ofD.

Definition 3.1. The hypercohomology of the complex S� relative to the cover-
ing U is defined as

Hm.U ; S�/ WD Hm.L�;D/ D
ker.Lm ! LmC1/

Im.Lm�1 ! Lm/
:

Remark 3.2. As in the case of Čech cohomology, given U1 6 U2, there is a
well-defined map

Hm.U2; S�/! Hm.U1; S�/:

In fact, ifUi D fUi;j ; j 2 Iig for i D 1; 2, given any refinement map � W I1 ! I2,
we have an induced map

˚ W ˚miD0C
i .U2; Sm�i /!˚miD0C

i .U1; Sm�i /:
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This map induces a map in hypercohomology

z̊ W Hm.U2; S�/! Hm.U1; S�/

which does not depend on the refinement map. In fact, given other refinement map
 W I1 ! I2, there exists a homotopy

H W ˚mC1
iD0 C

i .U2; SmC1�i /!˚miD0C
i .U1; Sm�i /

such that
˚ � 	 D D ıH CH ıD:

It is an exercise left to the reader to check that this homotopy map is the one
induced by the homotopy map (2.7) described for Čech cohomology (it is enough
to see that the homotopy commutes with the differentials d ).

Definition 3.2. The hypercohomologyHm.X; S�/ is defined to be the direct limit
of the total cohomology of the double complex (3.2), i.e.

Hm.X; S�/ Š dirlimUHm.U ; S�/:

From a computational point of view this definition is not very useful. We have
to look for coverings U such that Hm.U ; S�/ becomes the hypercohomology itself.

Theorem 3.1. If the covering U is acyclic with respect to all abelian sheaves Si ’s,
that is,

Hk.Ui1 \ Ui2 \ � � � \ Uir ; S
i / D 0; k; r D 1; 2; : : : ; i D 0; 1; 2; : : : : (3.4)

then
Hm.X; S�/ Š Hm.U ; S�/: (3.5)

Definition 3.3. A covering U is said to be a good covering with respect to a
complex of sheaves S�, if it satisfies (3.4).

By definition of the direct limit, we have already a map

Hm.U ; S�/! Hm.X; S�/

which sends an ˛ to its equivalence class. We have to show that it is a bijection.
The proof of this result will be given in Section 3.5.
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Before proceeding further, let us mention one of our main examples in this
book. We take a smooth projective variety X � PN of dimension n over an
algebraically closed field k. In the next chapter we will introduce the complex
˝�
X of algebraic differential forms on X . These sheaves are coherent and so by

Theorem 4.6 affine coverings are good coverings.

Proposition 3.1. There is a covering of X with nC 1 affine Zariski open subsets.

Proof. The covering is going to be

Ui WD fgi 6D 0g; i D 0; 1; 2; : : : ; n;

where gi ’s are linear homogeneous polynomials in x0; x1; : : : ; xN and we have
assumed that the projective space PN�n�1 � PN given by g0 D g1 D � � � D

gnC1 D 0 does not intersectX . This happens for a generic PN�n�1. For instance
for a generic linear PN�n intersects X in deg.X/ distinct points. This is the defi-
nition of the degree of a projective variety. Now we can take PN�n�1 � PN�n

such that it does not cross the mentioned deg.X/ points.

For a smooth hypersurface X � PnC1 given by the homogeneous degree d
polynomial f .x0; x1; : : : ; xnC1/, we have also another useful covering given by

Ui WD

�
@f

@xi
6D 0

�
; i D 0; 1; 2; : : : ; nC 1

which is called the Jacobian covering ofX . Note that for this covering we use the
fact thatX is smooth. It has nC2 open sets. For a fixed k D 0; 1; 2; : : : ; nC1 the
open setsU0; U1; : : : ; Uk�1; UkC1; : : : ; UnC1 coverX ifX is smooth and xk D 0
intersects X transversely.

3.3 An element of hypercohomology
The reader who is mainly interested in computational aspects of hypercohomology
may take (3.5) as the definition of hypercohomology. In this way we can describe
its elements explicitly. An element of Hm.X; S�/ is represented by

! D !0 C !1 C � � � C !m; !j 2 Cm�j .U ; Sj /;

where U is a good covering with respect to S�. Each !j itself is the following
data:

!
j
i0i1���im�j

2 Sj .Ui0 \ Ui1 \ � � � \ Uim�j
/
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for all i0; i1; � � � ; im�j 2 I . Such an ! isD-closed, that is,D.!/ D 0, if and only
if, the following equalities hold

0 D ı!0;

.�1/m�1d!0 D ı.!1/;

.�1/m�2d!1 D ı.!2/;

::: (3.6)
d!m�1

D ı.!m/;

d!m D 0:

Such an ! isD-exact, or equivalently it is zero in Hm.X; S�/, if and only if there
is � D

Pm�1
jD0 �

j ; �j 2 Cm�1�j .U ; Sj / such that

!0 D ı.�0/;

!1 D .�1/m�1d.�0/C ı.�1/;

::: (3.7)
!m�1

D �d.�m�2/C ı.�m�1/;

!m D d�m�1:

In order to memorize better these equalities the diagram below can be helpful

0

!0 0

�0 !1 0

�1
: : :

: : :

: : : !m�1 0

�m�1 !m 0

(3.8)

Recall that one must use .�1/jd for horizontal map and ı for vertical maps. It is
instructive to consider the cases m D 0; 1; 2 separately.

• (m D 0) We have

H0.X; S�/ Š
˚
! 2 S0.X/ j d! D 0

	
:
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• (m D 1) The first hypercohomology H1.X; S�/ is the set of pairs .!0; !1/,
where !0 consists of !0i0i1 2 S0.Ui0 \ Ui1/; i0; i1 2 I and !1 consists of
!1i0 2 S1.Ui0/; i0 2 I which satisfy the relation

!1i1 � !
1
i0
D d!0i0i1 :

Such an ! is taken modulo those of the form .fi1 � fi0 ; dfi0/.

• (m D 2) The second hypercohomology H2.X; S�/ is the set of triples ! D
.!0; !1; !2/, where!0 consists of!0i0i1i2 2 S0.Ui0\Ui1\Ui2/; i0; i1; i2 2

I , !1 consists of !1i0i1 2 S1.Ui0 \ Ui1/; i0; i1 2 I and !2 consists of
!2i0 2 S2.Ui0/; i0 2 I . They satisfy the relations

!0i1i2i3 � !
0
i0i2i3

C !0i0i1i3 � !
0
i0i1i2

D 0;

!1i1i2 � !
1
i0i2
C !1i0i1 D �d!

0
i0i1i2

;

!2i1 � !
2
i0
D d!1i1i0 :

Such an ! is zero in H2.X; S�/ if

!0i0i1i2 D �0i1i2 � �
0
i0i2
C �0i0i1 ; (3.9)

!1i0i1 D �d�0i0i1 C �
1
i1
� �1i0 ; (3.10)

!2i0 D d�1i0 ; (3.11)

for some �’s whose type can be determined by their indices.

When the covering U WD fU0; U1; : : : ; Ung consists of n open sets and Sm D

0; m > n then by definition

Hm.X; S�/ D 0; m > 2n

Moreover, if we define LUi WD U0 \ U1 \ � � � \ Ui�1 \ UiC1 \ � � � \ Un then

H2n.X; S�/ Š
Sn.U0 \ U1 \ � � � \ Un/

dSn�1.U0 \ U1 \ � � � \ Un/C Sn. LU0/C Sn. LU1/C � � � C Sn. LUn/
:

(3.12)
For simplicity, we have not written the restriction maps. Note that the last nC 1
terms in the denominator of (3.12) form the set fı�n D �n0��

n
1C� � �C .�1/

n�nn j

�ni 2 Sn. LUi /g. For n D 1 we get

H2.X; S�/ Š
S1.U0 \ U1/

dS0.U0 \ U1/C S1.U1/C S1.U0/
:
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3.4 Acyclic sheaves and hypercohomology

As we saw in the previous chapter, an important tool to compute Čech or sheaf
cohomology is by means of an acyclic resolution. In this section we will extend
this fact to compute hypercohomology.

Proposition 3.2. If all the sheaves Si are acyclic, that is, H j .X; Si / D 0; j D

1; 2; : : : then for every good covering U with respect to S�

Hm.U ; S�/ Š Hm.H 0.X; S�/; d/ WD
ker.H 0.X; Sm/! H 0.X; SmC1//

Im.H 0.X; Sm�1/! H 0.X; Sm//
:

Proof. We have already a map

f W Hm.H 0.X; S�/; d/! Hm.U ; S�/ (3.13)

which is obtained by restricting a global section of Sm to the open sets of the
covering U . We have to define its inverse

f �1
W Hm.U ; S�/! Hm.H 0.X; S�/; d/: (3.14)

Let us take an element ! D
Pm
jD0 !

j 2 Lm which isD-closed. We have written
the ingredient equalities derived from this in (3.6). In particular, ı!0 D 0 and by
our hypothesis !0 D ı�0 for some �0 2 S0m�1 (here we are using Leray’s lemma,
since U is an acyclic covering with respect to S0, and that Hm.X; S0/ D 0). The
elements ! and ! �D�0 represent the same object in Hm.U ; S�/, and so we can
assume that !0 D 0. This process continues and finally we get an element in Sm0
which is is equivalent to ! in Hm.U ; S�/, and moreover, it is both ı and d -closed.
This gives us a global section f �1.!/ 2 H 0.X; Sm/. We have to check that f �1

is well-defined, and it is the inverse of f . These details are left to the reader.

Using the same argument, but taking care of passing through the corresponding
refinements it is an exercise to prove the following result:

Proposition 3.3. If S� is a complex of acyclic sheaves, then

Hm.X; S�/ Š Hm.H 0.X; S�/; d/:
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3.5 Long exact sequence in hypercohomology

As short exact sequences of sheaves induce long exact sequences in cohomology,
short exact sequences of sheaf complexes induce long exact sequences in hyper-
cohomology.

Proposition 3.4. Consider

0! S�
1

f
�! S�

2

g
�! S�

3 ! 0

a short exact sequence of complexes of sheaves. If U D fUigi2I is an open cov-
ering such that H 1.Ui0���ik ; S

p
1 / D 0 for every k; p > 0, then there exists a long

exact sequence in hypercohomology

� � � ! Hm.U ; S�
1/! Hm.U ; S�

2/! Hm.U ; S�
3/! HmC1.U ; S�

1/! � � � :

(3.15)

Proof. By the hypothesis, for every p > 0, we have a short exact sequence of
complexes

0! C �.U ; Sp1 /! C �.U ; Sp2 /! C �.U ; Sp3 /! 0:

This induces a short exact sequence of complexes of abelian groups

0!˚pCqD�C
q.U ; Sp1 /!˚pCqD�C

q.U ; Sp2 /!˚pCqD�C
q.U ; Sp3 /! 0

whose induced long exact sequence corresponds to (3.15).

We can give an explicit description of the coboundary map in hypercohomol-
ogy

Hm.U ; S�
3/! HmC1.U ; S�

1/;

for U a good cover with respect to S�
1. In fact, given any ! 2 ˚pCqDmC

q.U ; Sp3 /,
there exists some � 2 ˚pCqDmC

q.U ; Sp2 / such that ! D g.�/. IfD! D 0, then
g.D�/ D 0 and so D� D f .�/ for some � 2 ˚pCqDmC1C

q.U ; Sp1 /. Since
f is injective and f .D�/ D 0, it follows that D� D 0 and so the image of
! 2 Hm.U ; S�

3/ under the coboundary map is � 2 HmC1.U ; S�
1/.

Now it is easy to describe the coboundary map

Hm.X; S�
3/! HmC1.X; S�

1/;
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in general. Take any open cover U of X and any ! 2 ˚pCqDmC
q.U ; Sp3 /. There

exists some refinement U 0 6 U such that there exists � 2 ˚pCqDmC
q.U ; Sp2 /

such that g.�/ D !jU 0 . Imitating the construction of the coboundary map ex-
plained above, we produce the image of ! 2 Hm.U ; S�

3/ under the coboundary
map as � 2 HmC1.U ; S�

1/. It is routine to check that this construction is indepen-
dent of the choices made, and is compatible with restrictions to refinements, thus
it determines the coboundary map in hypercohomology. Now it is an exercise to
prove that the long sequence induced is exact.

Proposition 3.5. Consider

0! S�
1

f
�! S�

2

g
�! S�

3 ! 0

a short exact sequence of complexes of sheaves. Then there exists a long exact
sequence in hypercohomology

� � � ! Hm.X; S�
1/! Hm.X; S�

2/! Hm.X; S�
3/! HmC1.X; S�

1/! � � � :

(3.16)

Now we are in position to give a proof of Theorem 3.1. But first we need an
algebraic lemma about sheaves.

Lemma 3.1. Let S� be a bounded complex of sheaves, i.e. Sm D 0 for m >> 0.
Thenwe can embed S� in a complex of sheaves I� such thatHk�1 WD Ker .Ik�1 !

Ik/ is flasque andHk.I�/ D 0 for every k > 0.

Exercise 3.2. Prove Lemma 3.1 using Godement’s construction of Example 2.4.

Proof of Theorem 3.1. Let U be a good covering with respect to S�. we want to
show that for every m > 0 the natural map

Hm.U ; S�/! Hm.X; S�/

is an isomorphism. Fixing m, we can truncate the complex at some n >> m and
reduce ourselves to the case S� is bounded. Let us assume then that S� is bounded.
Let S� ,! I� be given by Lemma 3.1 and define G� WD I�=S�. We will prove the
result by induction on m. For m D 0 it is clear that H0.U ; S�/ D H 0.U ; S0/ D
H 0.X; S0/ D H0.X; S�/ independently of the fact that U is a good covering. For
m > 0, it follows from Lemma 3.1 that for every k > 0 we have a short exact
sequence

0! Hk
! Ik ! HkC1

! 0: (3.17)
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Since everyHk is flasque, it follows that every Ik is acyclic and that

0! � .Hk/! � .Ik/! � .HkC1/! 0 (3.18)

is exact for every k > 0. In consequence Hk.� .I�// D 0 for every k > 0.
Furthermore (3.17) remains exact when restricting to any open set U � X , and
so IkjU is acyclic for every k > 0. In consequence, every covering of X is a
good covering with respect to I�. By Proposition 3.2 we get that Hk.U 0; I�/ '

Hk.� .I�// D 0 for every covering U 0 of X and every k > 0. In particular
Hk.U ; I�/ D Hk.X; I�/ D 0 for all k > 0.

In order to apply the induction hypothesis to G�, we need to check that U is a
good covering with respect to G�. This follows from the long exact sequence in
Čech cohomology associated to the short exact sequence

0! SpjUi0���ik
! IpjUi0���ik

! GpjUi0���ik
! 0

togetherwith the fact thatU is a good coveringwith respect to S� and that IpjUi0���ik

is flasque.
Finally, by Proposition 3.4 and Proposition 3.5 we have the following commu-

tative diagram

Hm�1.X; I�/ Hm�1.X;G�/ Hm.X; S�/ Hm.X; I�/ D 0 0

Hm�1.U ; I�/ Hm�1.U ;G�/ Hm.U ; S�/ Hm.U ; I�/ D 0 0

'' ''

and the result follows from the five lemma.

3.6 Quasi-isomorphism and hypercohomology

A morphism between two complexes S� and LS� is the following commutative dia-
gram:

� � � ! Sn�1 ! Sn ! SnC1 ! � � �

# # #

� � � ! LSn�1 ! LSn ! LSnC1 ! � � �

It induces a canonical map in the hypercohomologies

Hm.X; S�/! Hm.X; LS�/:
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For a morphism f W S� ! LS� of complexes we have a canonical morphism

Hm.f / W Hm.S�/! Hm. LS�/

where for a complex S� we have defined

Hm.S�/ WD The sheaf constructed from the presheaf
ker.dm/
Im.dm�1/

; m 2 Z

Definition 3.4. A morphism f of complexes is called a quasi-isomorphism if
the induced morphismsHm.f /; m 2 Z are isomorphisms.

Example 3.1. Let X be a smooth variety over the field of complex numbers and
let X1 be the underlying C1 manifold. Let ˝�

X be the complex of algebraic
differential forms inX (see Definition 4.10). We also consider the complex˝�

X1

of C1 differential forms inX for the Zariski topology ofX1. We will only need
to consider Zariski open sets. In Chapter 5 we are going to show that the natural
inclusion ˝�

X ! ˝�
X1 is a quasi-isomorphism. By now we will prove that the

natural inclusion ˝�
X an ! ˝�

X1 of complexes of sheaves over the analytic topol-
ogy is a quasi-isomorphism. In order to do this we need the following algebraic
lemma.

Lemma 3.2. Let A� be a left bounded complex in an abelian category. Let
.I �;�; d1; d2/ be a double complex such that for every p > 0 we have a reso-
lutionAp ,! .Ip;�; d2/ which induces a morphism of complexesA� ,! I �;�. Let
.I �;D/ be the simple complex associated to the double complex I �;�, with

I k WD
M

pCqDk

Ip;q

andDjIp;q WD d2C .�1/
qd1. Then the natural inclusion of complexesA� ,! I �

is a quasi-isomorphism.

Proof. Let us construct the inverse map

Hk.I �;D/! Hk.A�; d /:

Consider an element � D
Pk
pD0 �

p 2 I k with �p 2 Ip;q , such that D� D
0. Then d2�0 D 0. Since .I 0;�; d2/ is a resolution of A0, there exists some
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�0 2 I 0;k�1 such that d2�0 D �0. Thus subtracting D�0 we can find another
representative of � in Hk.I �;D/ with �0 D 0. Repeating this argument we can
find a representative of � with �0 D �1 D � � � D �k�1 D 0, and so � D �k 2 I k;0.
SinceD� D 0, it follows that d1�k D 0 and d2�k D 0. Again since .I k;�; d2/ is
a resolution of Ak we conclude that �k 2 Ak and d1�k D d�k D 0. The desired
inverse map takes the class of � in Hk.I �;D/ to the class of �k in Hk.A�; d /.
The verification that this map is a well-defined inverse is left to the reader.

Corollary 3.1. Let X be a complex manifold. The natural inclusion of complexes
of sheaves

.˝�
X an ; @/ ,! .˝�

X1 ; d /

is a quasi-isomorphism.

Proof. By Dolbeault lemma (Theorem 2.10) we have a resolution

˝
p
X an ,! .˝

p;�
X ; N@/

Applying Lemma 3.2 to the double complex .˝�;�
X ; .�1/q@; N@/ we get the result.

Proposition 3.6. Let f W S� ! LS� be a quasi-isomorphism then the induced map
in hypercohomology f� W Hm.U ; S�/! Hm.U ; LS�/ is an isomorphism for every
open covering U of X . In consequence Hm.U ; S�/ ' Hm.U ; LS�/.

Proof. We have to define the inverse map

f �1
� W Hm.U ; LS�/! Hm.U ; S�/ (3.19)

Let L! D
Pm
jD0 L!

j 2 Hm.U ; LS�/. We start by looking at L!m. We have d. L!m/ D
0 and so there is

!m 2 Sm0 ; d!
m
D 0

such that
L!m � f�!

m
D d L�m�1

for some L�m�1 2 LSm�1
0 . We replace L! with L! �D L�m�1 and in this way we can

assume that
L!m D f�!

m:

Now we look at the .m � 1/-level in which we have

d L!m�1
D ı L!m D ıf�!

m
D f�

�
ı!m

�
: (3.20)
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Then ı!m is a d -closed element that it is mapped to zero underHm.f /. Therefore,
using that f is a quasi-isomorphism, we conclude that ı!m is d -exact, that is, there
exists �m�1 2 Sm�1

1 such that

ı!m � d�m�1
D 0: (3.21)

Combining (3.20) and (3.21) we get

d
�
L!m�1

� f��
m�1

�
D 0: (3.22)

We are now in a similar situation as in the beginning. Sincef is a quasi-isomorphism
we have

L!m�1
� f��

m�1
� f��

m�1
D d L�m�2;

for some L�m�2 2 Sm�2
1 , �m�1 2 Sm�1

1 and d�m�1 D 0. Replacing L! by L! C
D L�m�2 and defining !m�1 WD �m�1 C �m�1 2 Sm�1

1 we obtain

L!m�1
D f�!

m�1 and ı!m D d!m�1:

At the .m� 2/-the level we get !m 2 Sm0 ; !
m�1 2 Sm�1

1 ; �m�2 2 Sm�2
2 with the

following identities

L!m D f�!
m; L!m�1

D f�!
m�1; �d!m�1

C ı!m D 0;

and
d
�
L!m�2

� f��
m�2

�
D 0: (3.23)

This process stops at .mC1/-th step and we get! D
Pm
iD0 !

m which isD-closed
and f�! D L!. We define f �1

� . L!/ to be equal to !. It is left to the reader to prove
that f �1

� is well-defined, i.e. it is independent of all choices made, and it is inverse
to f�.

Exercise 3.3. Complete the details of the proof of Proposition 3.6.

Proposition 3.7. Let S! S� be a resolution of S�. Then

Hk.X; S�/ Š Hk.X; S/

Proof. By hypothesis the complex � � � ! 0 ! S ! 0 ! � � � with S in the
0-th place, is quasi-isomorphic to the complex S� and so the result follows from
Proposition 3.6.
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3.7 A description of an isomorphism

Let us now be given a quasi-isomorphism of complexes S� ! LS� and assume that
all the abelian sheaves LSm are acyclic. We use Proposition 3.2 and Proposition 3.6
and we get an isomorphism

Hm.X; S�/ Š Hm. LS�.X/; d/:

For later applications we need to describe the two maps

A W Hm.X; S�/! Hm. LS�.X/; d/

A�1
W Hm. LS�.X/; d/! Hm.X; S�/:

such that bothAıA�1 andA�1ıA are identity maps. We take an acyclic covering
U D fUigi2I with respect to all sheaves Si and LSi . The map A is obtained by the
composition of the maps

Hm.X; S�/! Hm.X; LS�/! Hm. LS�.X/; d/

The first map is simply induced by the quasi-isomorphism. The second map is the
map (3.14). Its explicit description is given in the proof of Proposition 3.2. The
map A�1 is the composition of

Hm. LS�.X/; d/! Hm.X; LS�/! Hm.X; S�/

The first map is obtained by restricting a global section of LSm to the open sets of
the covering U . The second map is (3.19) and its explicit description is given in
the proof of Proposition 3.6.

3.8 Filtrations

For a complex S� and k 2 Z we define the truncated complexes

S6k
W � � � ! Sk�1

! Sk ! 0! 0! � � �

and
S>k
W � � � ! 0! 0! Sk ! SkC1

! � � �
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We have canonical morphisms of complexes:

S6k
! S�; S>k

! S�:

Assume that S� is a left-bounded complex, that is,

S�
W 0! S0 ! S1 ! � � �

The morphism S>i ! S� induces a map in hypercohomologies and we define

F i WD Im.Hm.X; S>i /! Hm.X; S�//: (3.24)

This gives us the naive filtration in hypercohomology

� � � � F i � F i�1 � � � � � F 1 � F 0 WD Hm.X; S�/:

We denote the p-th graded piece induced by the filtration F � by

Gr
p
FHm.X; S�/ WD F p=F pC1:

An element of F i in an acyclic covering U of X is given by

! D !i C !iC1 C � � � C !m; !j 2 Cm�j .U ; Sj /

where !j itself is the collection of !ji0i1���im�j
2 Sj .Ui0 \ Ui1 \ � � � \ Uim�j

/,
for all i0; i1; � � � ; im�j 2 I . Note that a priori the element ! might beD-exact in
Hm.X; S�/, but as an element of Hm.X; S>i / it might not be D-exact. In other
words, the map in (3.24) might not be injective. This phenomenon is related to the
degeneration at E1 of the spectral sequence associated to the naive filtration.

3.9 Subsequent quotients and a spectral sequence

The differential map d W Si ! SiC1 induces the maps

d1 W H
j .X; Si /! H j .X; SiC1/; j 2 N0:

If all these maps are zero then we can define the maps

d2 W H
j .X; Si /! H j�1.X; SiC2/; j 2 N0
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which are defined as follows: we take !i 2 H j .X; Si / and since d1 is zero we
have !iC1 2 SiC1j�1 such that ı!

iC1 C .�1/jd!i D 0. Under d2 the element !i

is mapped to d!iC1. In a similar way, we define

dr W H
j .X; Si /! H j�rC1.X; SiCr/; j 2 N0:

and if dk; k 6 r are all zero we define drC1.

Theorem 3.2. Assume that all dr ’s constructed above are zero. Then we have
canonical isomorphisms

Gr iFHm.X; S�/ D F i=F iC1 Š Hm�i .X; Si /: (3.25)

The reader who is familiar with spectral sequences has noticed that the hypoth-
esis in Theorem 3.2 is equivalent to say that the spectral sequence associated to the
double complex (3.2) with respect to the naive filtration degenerates atE1. In this
section we will recall briefly how to construct this spectral sequence. For further
details, and a treatment of spectral sequences associated to any complex of filtered
abelian groups see Voisin (2002, Section 8.3).

Let U be a good cover with respect to S�. Define for every p; q; r > 0 the
abelian groups

Zp;qr WD f! 2 LpCq
W !0 D � � � D !p�1

D .D!/p D � � � D .D!/pCr�1
D 0g;

Bp;qr WD Z
pC1;q�1
r�1 CDZ

p�rC1;qCr�2
r�1 � Zp;qr ;

and

Ep;qr WD
Z
p;q
r

B
p;q
r

:

Since DZp;qr � Z
pCr;q�rC1
r and DBp;qr � B

pCr;q�rC1
r , we have the induced

map
dr WD D W E

p;q
r ! EpCr;q�rC1

r

which turns .EpCr�;q�.r�1/�
r ; dr/ into a complex. It is clear that Ep;q0 D S

p
q and

d0 D ı. On the other hand, since DZp;qrC1 � Z
pCrC1;q�r
r � B

pCr;q�rC1
r there

is a natural map

Z
p;q
rC1 ! ker

�
Ep;qr

dr
! EpCr;q�rC1

r

�
:
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It is an exercise to check that this map induces the isomorphism

E
p;q
rC1 '

ker
�
E
p;q
r

dr
! E

pCr;q�rC1
r

�
Im
�
E
p�r;qCr�1
r

dr
! E

p;q
r

� :
In particular Ep;q1 D H q.X; Sp/ and d1 D .�1/qd . Furthermore, if we define

F pLpCq
WD f! 2 LpCq

W !0 D � � � D !p�1
D 0g;

then for r > p C q C 1

E
p;q
rC1 D

ker
�
D W F pLpCq ! F pLpCqC1

�
ker

�
D W F pC1LpCq ! F pC1LpCqC1

�
C F PLpCq \ ImD

' F p=F pC1
D Gr

p
FHpCq.X; S�/ DW Ep;q1 :

The data .Ep;qr ; dr/ is called the spectral sequence associated to the naive filtra-
tion.

Definition 3.5. We say that the spectral sequence .Ep;qr ; dr/ degenerates at Er
if dk D 0 for all k > r . In such case we have

Ep;qr D E
p;q

k
D Ep;q1 D F p=F pC1:

We say that the spectral sequence abuts to HpCq.X; S�/, and it is denoted by

Ep;qr ) HpCq.X; S�/:

The principal question behind the isomorphism (3.25) is under which hypoth-
esis can we assure that every !i 2 Sim�i such that ı!

i D 0, can be extended to
an ! D !i C � � � C !m 2 F iLm such thatD! D 0.

Definition 3.6. Let U be a good covering of X with respect to S�. An element
!i 2 Sim�i is said to be extendable in hypercohomology if there exist ! D
!i C � � � C !m 2 F iLm such that

D! D 0:
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For every r > 0 we say that !i 2 Sim�i is r-extendable if there exist ! D
!i C � � � C !m 2 F iLm such that

D! 2 F iCrLmC1:

In particular, for r > mC1� i being r-extendable is the same as being extendable
in hypercohomology. Note that the hypothesis of Theorem 3.2 is the same as
saying that every element 1-extendable is extendable in hypercohomology.

Proposition 3.8. The spectral sequence .Ep;qr ; dr/ degenerates at Er if and only
if every r-extendable element is extendable in hypercohomology.

Proof. Let !i 2 Sim�i be an element r-extendable. Then there exist ! D !i C

� � �C!m 2 F iLm such thatD! 2 F iCrLmC1. Then! 2 Zi;m�i
r , and since dr D

0 we conclude thatD! 2 B iCr;m�i�rC1
r D Z

iCrC1;m�i�r
r�1 CDZ

iC1;m�i�1
r�1 . In

consequence, there exist � D �iC1 C � � � C �m 2 F iC1Lm such thatD.! � �/ 2
F iCrC1LmC1. This implies that !i is .r C 1/-extendable. Inductively we show
that !i is k-extendable for every k > r and so it is extendable in hypercohomol-
ogy.

Conversely, since every element k-extendable for k > r is also r-extendable,
it is enough to show that dr D 0. Let ! D !i C � � � C !m 2 Z

i;m�i
r , then

D! 2 F iCrLmC1, and so !i is r-extendable. Therefore !i is extendable in
hypercohomology, i.e. there exist � D !i C �iC1 C � � � C �m 2 F iLm such that
D� D 0. Then D! D D.! � �/ 2 DZ

iC1;m�i�1
r�1 � B

iCr;m�i�rC1
r , and so

dr! D 0.

Proposition 3.9. The spectral sequence .Ep;qr ; dr/ degenerates at E1 if and only
if any of the following equivalent assertions hold:

1. For every p > 0 we have the isomorphism (3.25)

Gr
p
FHpCq.X; S�/ D F p=F pC1

' H q.X; Sp/:

2. The natural map Hm.X; S>p/! Hm.X; S�/ is injective.

Furthermore, when S� satisfiesHk.S�/ D 0 for k > 0, this is also equivalent to:

3. For all p; q > 0 the map H q.X; LSp/ ! H q.X; Sp/ is surjective, where
LSp WD ker.d W Sp ! SpC1/, or equivalently d W H q.X; Sp/! H q.X; LSpC1/

is zero.
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Proof. Suppose the spectral sequence degenerates at E1, then

H q.X; Sp/ ' E
p;q
1 D Ep;q1 D F p=F pC1;

this proves 1.
Consider now the map !i C� � �C!m 2 HpCq.X; S>p/ 7! !i 2 H q.X; Sp/.

It is easy to see that this map is well-defined, and its kernel is

F pC1HpCq.X; S>p/ WD Im
�
HpCq.X; S>pC1/! HpCq.X; S>p/

�
:

We have the natural maps

HpCq.X; S>p/=F pC1HpCq.X; S>p/ � F p=F pC1; (3.26)

and
HpCq.X; S>p/=F pC1HpCq.X; S>p/ ,! H q.X; Sp/: (3.27)

Assuming 1. we have that both maps are isomorphisms and so we conclude look-
ing at the isomorphism (3.26) for decreasing values of p, that HpCq.X; S>p/ '
F p for every p > 0. This proves 2.

Suppose now that 2. holds. We will show that the spectral sequence degener-
ates at E1 by applying Proposition 3.8. Consider !i 2 Sim�i that is 1-extendable,
i.e. ı!i D 0. Then D!i 2 F iC1 ' Hm.X; S>iC1/. Therefore, there exist some
!iC1 C � � � C !m 2 F iC1Lm such that D!i D D.!iC1 C � � � C !m/, and so
D.!i � .!iC1 C � � � C !m// D 0, i.e. !i is extendable in hypercohomology.

Finally, it is clear that 3. implies that every 1-extendable !i 2 Sim�i is ex-
tendable in hypercohomology since d!i D ı!iC1 for some !iC1 2 SiC1m�i�1 with
d!iC1 D 0. And conversely, every !i 2 Sim�i such that ı!

i D 0 is 1-extendable,
and so it is extendable in hypercohomology, i.e. there exist ! D !i C � � � C!k 2
F iLm with D! D 0 for some k 6 m. We claim we can choose ! such that
k D i C 1. In fact, if we suppose k > i C 1 we have d!k D 0, and so there exists
�k�1 2 Sk�1

m�k
such that .�1/m�kd�k�1 D !k . Replacing ! by ! �D�k�1 we

reduce the value of k. Repeating this process until k D i C 1 we obtain 3.

Remark 3.3 (Deligne’s cohomology). For the complex S� if the the kernel of
d W S0 ! S1 is non-trivial then we can take any abelian subgroup B of ker.d/
and form the new complex B ! S� and take its hypercohomology.



4 Atiyah–Hodge
theorem

I’d come up to Cambridge at a time when the emphasis in geometry was on clas-
sical projective algebraic geometry of the old-fashioned type, which I thoroughly
enjoyed. I would have gone on working in that area except that Hodge represented
a more modern point of view- differential geometry in relation to topology; I rec-
ognized that. It was a very important decision for me. I could have worked in more
traditional things, but I think that it was a wise choice, and by working with him I
got much more involved with modern ideas. (Michael Atiyah in Minio (1984)).

4.1 Introduction

The algebraic de Rham cohomology was introduced by Grothendieck (1969) after
many efforts in order to understand the de Rham cohomology of affine varieties.
This is in some sense natural because the integration domain of integrals in Picard
(1889), Picard and Simart (1897, 1906), and Poincaré (1887, 1895) are usually
supported in affine varieties. The Atiyah–Hodge theorem is the final outcome of
all these efforts.

After Hodge decomposition, Dolbeault theorem and Serre’s GAGA correspon-
dence we are able to recover each piece of the de Rham cohomology group of a
smooth projective variety using only Cech (or sheaf) cohomologywith coefficients
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in sheaves of algebraic differential forms. This is the first manifestation of an al-
gebraic approach to de Rham cohomology. Unfortunately, this approach does not
work for arbitrary smooth varieties, for instance for affine varieties. In this chapter
we will introduce a result due to Atiyah and Hodge, which says that we can recover
the de Rham cohomology groups in the case of affine varieties using only global
algebraic differential forms. This theorem will allow us to introduce algebraic de
Rham cohomology for any algebraic variety.

4.2 Analytic coherent sheaves
We begin recalling some facts about analytic varieties and coherent sheaves, our
main reference is Gunning (1990c).

Definition 4.1. Let X be a complex manifold. The analytic de Rham cohomol-
ogy groups are defined as

Hk
dR.X

an/ WD Hk.� .˝�
X an/; @/ D

ker.@ W � .˝kX an/! � .˝kC1
X an //

Im.@ W � .˝k�1
X an /! � .˝kX an//

:

In general, the analytic de Rham cohomology does not coincide with the usual
de Rham cohomology, but sometimes it does.

Proposition 4.1. LetX be a complex manifold such thatHp;q
N@
.X/ D 0 for q > 0.

Then
Hk

dR.X
an/ Š Hk

dR.X/:

Proof. By Corollary 3.1 the natural inclusion

.˝�
X an ; @/ ,! .˝�

X1 ; d /

is a quasi-isomorphism induced by the double complex resolution .˝�
X an ; @/ ,!

.˝
�;�
X ; .�1/q@; N@/. SinceHp;q

N@
.X/ D 0 for all q > 0, it follows that .� .˝�

X an/; @/ ,!

.� .˝
�;�
X /; .�1/q@; N@/ is again a double complex resolution, and so by Lemma 3.2

we have the quasi-isomorphism .� .˝�
X an/; @/ ,! .� .˝�

X1/; d/. This means that
Hk

dR.X
an/ Š Hk

dR.X/.

Definition 4.2. Let R D .r1; : : : ; rn/ 2 .R>0[fC1g/n. An extended polydisc
centered at 0 is an open subset � � Cn of the form

� D �.R/ WD fz 2 Cn
W jzi j < ri for i D 1; : : : ; ng:
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Remark 4.1. By Dolbeault lemma (Theorem 2.10) and Proposition 4.1 we have
for an extended polydisc thatHk

dR.�
an/ D 0 for all k > 0.

Definition 4.3. Let X be an analytic variety. A sheaf of OX an-modules is called
an analytic sheaf. An analytic sheaf S is called coherent if it is locally finitely
generated, i.e. around every point x 2 X there exists an open neighbourhood
U � X and an epimorphism of OX an-modules of the form

OmX an jU ! SjU ! 0;

and furthermore, for any such epimorphism, its kernel is also locally finitely gen-
erated. In particular for some open neighbourhood V � X of x, S is finitely
presented, i.e. there exists an exact sequence of the form

OmX an jV ! OmX an jV ! SjV ! 0:

In order to construct coherent analytic sheaves, we mainly use the following
three results, whose proofs can be found in Gunning (ibid., Chapter B).

Theorem 4.1 (Oka’s coherence theorem). LetX be an analytic variety, thenOX an

is coherent.

Theorem 4.2 (Cartan). Let X be an analytic variety and Y � X an analytic
subvariety. Then the ideal sheaf IY an of the subvariety Y is coherent.

Theorem 4.3. Let X be an analytic variety. The category of coherent sheaves
over X is an abelian category.

In order to compute sheaf cohomology groups with coefficients in coherent
sheaves we ask ourselves how to construct acyclic coverings. It turns out that
there is a plenty of such coverings, due to the following results.

Definition 4.4. Let X be a complex variety. We say that X is a Stein variety if
every coherent sheaf over X is acyclic.

Remark 4.2. By Dolbeault Theorem 2.11 every Stein complex manifold X satis-
fiesHp;q

N@
.X/ D 0 for q > 0.

The main results we use to construct Stein varieties are summarized in the
following theorem.

Theorem 4.4. (i) If X is a Stein variety and Y � X is an analytic subvariety,
then Y is Stein.
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(ii) If X is an analytic variety and U; V � X are two Stein open subsets, then
U \ V is Stein.

(iii) If X and Y are Stein varieties, then X � Y is also Stein.

(iv) The extended polydisc is a Stein variety.
Proof. (i) Let S be a coherent sheaf over Y , and denote by i W Y ,! X the

inclusion map. Then i�S has a natural structure ofOX an-module induced by
the epimorphism OX an � i�OY an . We claim that i�S is a coherent OX an-
module. In fact, since coherence is a local property we can assume there
exists an exact sequence of the form

OnY an ! OmY an ! S! 0:

In consequence we have an exact sequence of OX an-modules of the form

i�OnY an ! i�OmY an ! i�S! 0:

ByTheorem 4.3, it is enough to show that i�OY an is a coherentOX an-module.
But this follows from Oka’s coherence, Cartan’s theorem and the following
short exact sequence

0! IY an ! OX an ! i�OY an ! 0:

Finally by Proposition 2.8 we getH q.Y; S/ D H q.X; i�S/ D 0 for q > 0.

(ii), (iii), (iv) See Gunning (1990c, Chapter L, Corollary 10), Gunning (ibid.,
Chapter L, Corollary 9) and Gunning (ibid., Chapter H, Theorem 5).

Corollary 4.1. (i) Every affine analytic variety is Stein.

(ii) Every open covering given by Stein varieties is acyclic with respect to all
coherent sheaves.

(iii) Every analytic variety admits a Stein open covering.
Remark 4.3. There are several characterizations of Stein varieties and each author
chooses its favorite as definition. The one we choose here was not the originally
used by Stein. As a consequence of choosing our definition we obtain for free an
important theorem of Cartan which we state as follows.
Theorem 4.5 (Cartan B theorem). Let X be a Stein variety. Then

H i .X;˝
j
X an/ D 0; i D 1; 2; : : : ; j D 0; 1; 2; : : : :
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4.3 Algebraic coherent sheaves
In this section we will recall the basic facts about algebraic coherent sheaves. Our
main references are Grothendieck and Dieudonné (1961), Hartshorne (1977), and
Serre (1955). For the basic definitions of algebraic varieties, regular maps, coordi-
nate rings, etc, the reader is referred to any standard textbook such as Hartshorne
(1977) and Shafarevich (1994).

Let k D Nk be an algebraically closed field, Ank D kn be the affine space, and
X � Ank be an affine algebraic variety. We denote by

kŒX� Š kŒx1; : : : ; xn�=I.X/

the coordinate ring of X , which corresponds to the ring of regular functions
f W X ! k. For X any (abstract) algebraic variety over k, the regular functions
over X form its structure sheaf OX , given on every affine open subset U � X
by

OX .U / D kŒU �:
A sheaf over X is called algebraic if it is an OX -module.

Definition 4.5. Let X be an affine algebraic variety over k and M be a kŒX�-
module. We define theOX -modulefM over each principal open setXf WD fx 2
X W f .x/ ¤ 0g for f 2 kŒX� as

fM.Xf / WDMf D

�
m

f k
W m 2M;k > 0

�
:

With the natural restrictions this induces an OX -module on X .

Definition 4.6. Let X be an algebraic variety over k. We say that an algebraic
sheaf S over X is quasi-coherent if for every affine open subset U � X there
exists an OX .U /-moduleM such that SjU Š fM . We say it is coherent if every
suchM is finitely generated.

Remark 4.4. In the more general context of schemes, there exists a notion of
algebraic coherent sheaf analogous to our definition of analytic coherent sheaf
(Definition 4.3). This notion coincides with Definition 4.6 when the scheme is
Noetherian. Since we are working with algebraic varieties over a field, they are
always Noetherian. One of the advantages of Definition 4.6 is that the following
fact is an elementary consequence of the fact that the categories ofA-modules and
respectively finitely generated A-modules are abelian categories.
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Proposition 4.2. LetX be an algebraic variety. The categories of algebraic quasi-
coherent sheaves and algebraic coherent sheaves are both abelian categories.

Example 4.1. One advantage of working in the algebraic category is that several
results about coherent sheaves are simpler than their analytic counterparts. For
instance Oka’s coherence Theorem 4.1 and Cartan’s Theorem 4.2 follow directly
from the definition of coherent sheaf. Therefore for X an algebraic variety and
Y � X an algebraic subvariety, OX , IY and every locally free sheaf is coherent.
In particular, the following proposition has the same proof as Theorem 4.4 item
(i).

Proposition 4.3. Let X be an algebraic variety and i W Y ,! X be an algebraic
subvariety. For every quasi-coherent (resp. coherent) sheaf S on Y , i�S is a quasi-
coherent (resp. coherent) sheaf on X and

H q.Y; S/ D H q.X; i�S/; 8q > 0:

The following theorem of Serre (1955) shows that the algebraic analogues of
Stein varieties are the affine algebraic varieties.

Theorem 4.6 (Serre). Let X be an affine algebraic variety over k and S be a
quasi-coherent algebraic sheaf. Then S is acyclic, i.e.

H q.X; S/ D 0; 8q > 0:

Proof. Note first that by Proposition 4.3 it is enough to show the theorem for
X D Ank the affine space. Let S D fM for M an A-module with A D kŒX� D
kŒx1; : : : ; xn�. If we show thatM admits a resolution of A-modules

0!M ! I0 ! I1 ! I2 ! � � � (4.1)

such that each eIj is acyclic, then S D fM ,! eI� is an acyclic resolution which
remains exact in global sections (since we re-obtain (4.1)) and so by Theorem 2.4 S
is acyclic. In order to prove this, it is enough to show the existence of one injection
M ,! I witheI acyclic. ConsiderG a divisible abelian group extendingM ,! G

(e.g. you can take G D homZ.homZ.A;Q=Z/;Q=Z/), then we have extensions
of A-modules

M ,! homZ.A;M/ ,! homZ.A;G/:

Let I WD homZ.A;G/. We will show thateI is flasque, i.e. that for every open set
U � X the natural restriction map I ! eI .U / is surjective. Let s 2 eI .U /, if we
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write U D Xf1
[ Xf2

[ � � � [ Xfk
as a finite union of principal open sets, then

there exist for each i D 1; : : : ; k some 'i 2 I and some ni 2 Z>0 such that

sjXfi
D

'i

f
ni

i

:

Consider the A-module

N WD fa D .a1; : : : ; ak/ 2 A
k
W f

n1

1 � a1 D f
n2

2 � a2 D � � � D f
nk

k
� akg

and the maps f W N ! A, g W N ! G given by f .a/ WD f
n1

1 � a1 and g.a/ WD
'1.a1/. SinceG is a divisible group andf is injective (since allfi 2 kŒx1; : : : ; xk�
are non-zero and so non-zero divisors), there exists some

' W A! G

such that ' ı f D g. We claim that ' 2 I restricts to s 2 eI .U /, in other words
we claim that 'jXfi

D sjXfi
. In fact,

f
ni

i � '.˛/ D
'.f

n1

1 � � � f
nk

k
˛/

f
n1

1 � � � f
nk

k
=f

ni

i

D

'

�
f

�
f

n1
1 ���f

nk
k
˛

f
n1

1

; : : : ;
f

n1
1 ���f

nk
k
˛

f
nk

k

��
f
n1

1 � � � f
nk

k
=f

ni

i

D
'1.f

n1

1 � � � f
nk

k
˛=f

n1

1 /

f
n1

1 � � � f
nk

k
=f

ni

i

D
f
ni

i '1.˛/

f
n1

1

D 'i .˛/:

Remark 4.5. It follows from Serre’s Theorem 4.6 that every affine open cover-
ing of an algebraic variety is an acyclic cover with respect to all quasi-coherent
sheaves. In the particular case of a projective variety of dimension n, Proposi-
tion 3.1 shows that there exists a finite affine open covering with at most n C 1
open sets.

Let us recall some basic facts about algebraic coherent sheaves on projective
varieties. Let X � Pnk be a projective variety. We denote by S.X/ WD kŒx0;:::;xn�

I.X/

the ring of homogeneous coordinates of X , where

I.X/ D hfP 2 kŒx0; : : : ; xn� W P is homogeneous and P jX � 0gi
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is the homogeneous ideal of X . Letting Ui WD fx 2 Pnk W xi ¤ 0g we have

OX .X \ Ui / D S.X/.xi / D

(
P

xli

W P 2 S.X/; degP D l

)
:

Definition 4.7. For every k 2 Z we define the twisted sheaf OX .k/ as

.OX .k//.X \ Ui / WD
(
P

xli

W P 2 S.X/; degP D l C k

)
:

In general, if S is an OX -module we define S.k/ WD S˝OX
OX .k/.

Remark 4.6. The sheaves OX .k/ are coherent OX -modules, in fact they are lo-
cally free of rank 1 since

.OX .k//.X \ Ui / Š OX .X \ Ui /

P

xli

7!
P

xlCki

:

In particular, if
0! S0

! S! S00
! 0

is a short exact sequence ofOX -modules, then for every k 2 Z we have a twisted
short exact sequence of the form

0! S0.k/! S.k/! S00.k/! 0:

Proposition 4.4. Consider Pn as an algebraic variety over k, then

H q.PN ;OPn.k// D

8<: kŒx0; : : : ; xn�k if q D 0;
kŒx0; : : : ; xn��k�n�1 if q D n;
0 otherwise.

Proof. TakeU D fUigniD0 the standard covering ofPn. By Serre’s Theorem 4.6U
is an acyclic cover forOPn.k/ and so by Leray’s Theorem 2.1,H q.Pn;OPn.k// Š

H q.U ;OPn.k//. For q D 0 a global section s 2 H 0.U ;OPn.k// is given by

sjUi
D
Pi

x
li
i
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with degPi D li C k, and

x
li
i � Pj D x

lj
j � Pi

for 0 6 i < j 6 n. This last relation holds in the ring of polynomials kŒx0; : : : ; xn�
and so each xlii jPi , therefore there exists some polynomial P 2 kŒx0; : : : ; xn�k
such that Pi D P � xlii for every i D 0; : : : ; n. In other words s D P . For q D n
consider some s 2 H q.U ;OPn.k//. This element is given by some

s D
P

x
l0
0 � � � x

ln
n

2 .OPn.k//.U0 \ � � � \ Un/

with degP D l0 C � � � C ln C k. If some of the li D 0 we get that s 2
.OPn.k//.U0\� � � �Ui � � �\Un/, there fore defining tj 2 .OPn.k//.U0\� � � �Uj � � �\
Un/ by

tj D

�
.�1/is if j D i;
0 otherwise

we get that s D ı.t/ D 0 2 Hn.U ;OPn.k//. Therefore expanding the sum of P ,
the non-zero terms must be of the form 1

x
i0C1

0 ���x
inC1
n

with i0; : : : ; in non-negative

integers. Since these terms are k-linearly independent, we get the isomorphism

kŒx0; : : : ; xn��k�n�1 Š H
n.U ;OPn.k//

x
i0
0 � � � x

in
n 7!

1

x
i0C1
0 � � � x

inC1
n

:

Since the covering U has n C 1 open sets, it follows immediately that
H q.U ;OPn.k// D 0 for q > n. Finally for 0 < q < n consider any s 2
C q.U ;OPn.k// such that ı.s/ D 0. By Serre’s Theorem 4.6, if we denote U \
U0 D fUi \ U0g

n
iD0 the covering of U0 then

sjU\U0
2 C q.U \ U0;OPn.k/jU0

/

is exact, i.e. sjU\U0
D ı.t/ for some t 2 C q�1.U \ U0;OPn.k/jU0

/. In conse-
quence for some m > 0, xm0 � t 2 C

q�1.U ;OPn.k Cm// and so

xm0 � s D ı.x
m
0 � t / D 0 2 H

q.U ;OPn.k Cm//:
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Finally it is enough to show that H q.Pn;OPn.k//
�x0
��! H q.Pn;OPn.k C 1// is

injective for any k. This follows by induction on q using the short exact sequence

0! OPn.k/
�x0
��! OPn.k C 1/! i�OPn�1.k C 1/! 0 (4.2)

for i W Pn�1 D fx0 D 0g ,! Pn the inclusion, and noting that (4.2) remains exact
in global sections.

Theorem 4.7 (Serre). Let X be a projective algebraic variety over k, and S be
a coherent sheaf over X . Then S is a quotient of a finite direct sum of twisted
sheaves OX .k/. In particular, S.m/ is globally generated for m� 0.

Proof. Let X � Pn and SjX\Ui
D fMi for i D 0; : : : ; n, with Mi a finitely

generated kŒx0

xi
; : : : ; xn

xi
�-module. Let mi;1; : : : ; mi;ki

be generators of Mi . For
every i and j ¤ i we have mi;l 2 .Mi /xj

D .Mj /xi
and so

x
˛i;l

i �mi;l 2Mj

for some ˛i;l 2 N. Then for some m� 0

xmi �mi;l 2Mj ; 8i; j; l:

In consequence xmi �mi;l is a global section for each i and l . These global sections
generate .S.m//.X \ Ui / D ..Mi /xi

/n and so they induce an epimorphism of
OX -modules M

i;l

OX ! S.m/:

Twisting by�mwe conclude that S is a quotient of
L
i;l OX .�m/ as claimed.

Theorem 4.8 (Serre). Let X be a projective algebraic variety over k and S be a
coherent sheaf over X . Then

(i) H q.X; S/ is a finite dimensional k-vector space for all q > 0.

(ii) 9n0 2 N;8n > n0;8q > 0 WH
q.X; S.n// D 0.

Proof. If i W X ,! Pn is the inclusion map, i�S is coherent on Pn and so we can
reduce ourselves to the case X D Pn. Note that by Proposition 4.4 the theorem
is true in the case S is a finite sum of twisted sheaves. In order to prove it for any
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S we use descending induction on q (for q > n is trivially true since everything
vanishes). By Theorem 4.7 there exists a short exact sequence

0! G! L! S! 0

with L a finite direct sum of twisted sheaves. Then we have an exact sequence

H q.X;L/! H q.X; S/! H qC1.X;G/

with extremes of finite dimension (here we are using the induction hypothesis).
It follows that H q.X; S/ is finite dimensional proving (i). By Proposition 4.4
and the induction hypothesis there exists some n0 2 N such that for n > n0,
H q.X;L.n// D H q.X;G.n// D 0. In consequence H q.X; S.n// D 0 proving
(ii).

4.4 Algebraic differential forms
In this section we recall algebraic differential forms on algebraic varieties. As we
will see, these differential forms have nice algebraic descriptions that allow us to
work with them and do computations explicitly in a wide range of cases.

Definition 4.8. Let R be a ring and S be an R-algebra. The module of Kähler
differentials of S over R is the S -module generated by the set of symbols fdf W
f 2 Sg, subject to the relations

d.f � g/ D f � dg C g � df

d.rf C sg/ D r � df C s � dg
(4.3)

for all f; g 2 S , and r; s 2 R. In other words

˝1S=R WD

0@M
f 2S

S � df

1A =hN i
where

N D fd.fg/ � fdg � gdf; d.rf C sg/ � rdf � sdg W f; g 2 S; r; s 2 Rg:

Remark 4.7. If we consider the map d W S ! ˝1
S=R

, the second relation in (4.3)
says that d is anR-linear map. The first relation in (4.3) is called theLeibniz’ rule,
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and d is a derivation. This map d is called the universal R-linear derivation,
since every R-linear derivation d 0 W S ! M to an S -module M factors as the
composition of d with a unique S -linear map ˝1

S=R
! M . For a proof of this

property and more about˝1
S=R

see for instance Eisenbud (1995, Chapter 16). For
us, the relevant constructions to keep in mind are summarized in the following
examples:

Example 4.2. For a polynomial ring S D RŒx1; : : : ; xn�,

˝1S=R D

nM
iD1

S � dxi :

Example 4.3. For S D RŒx1; : : : ; xn�=I , I D hf1; : : : ; fmi, then

˝1
S=R

D

 
nM
iD1

S � dxi

!
=hdf1; : : : ; dfmi

Š ˝1
RŒx1;:::;xn�=R

=hI �˝1
RŒx1;:::;xn�=R

; df1; : : : ; dfmi:

Example 4.4. If U � S is a multiplicative subset, then

˝1
SŒU�1�=R

Š SŒU�1�˝R ˝
1
S=R;

in particular, localizing the module of Kähler differentials we obtain the module
of Kähler differentials of the localization.

Definition 4.9. Let X � Ank be an affine algebraic variety. We define

˝1X=k.X/ WD ˝
1
kŒX�=k:

Definition 4.10. Let X be an algebraic variety over k. For every open affine set
U � X we have an OX .U /-module of Kähler differentials ˝1U=k.U /. For any
pair U � V of open affine subsets ofX we have the natural restriction (morphism
of k-algebras)

OX .V /! OX .U /;

which induces the restriction of Kähler differentials

˝1V=k.V /! ˝1U=k.U /:
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Using these restrictions, we can glue these modules to define the sheaf of alge-
braic differential forms on X, which we denote ˝1

X=k. This construction gives
us a coherent OX -module. By taking the exterior power of ˝1

X=k we obtain the
coherent sheaf of algebraic differential k-forms on X

˝kX=k WD
k̂

˝1X=k:

When X is smooth of dimension n, these sheaves are locally free of rank
�
n
k

�
.

Definition 4.11. More generally, given any morphism of algebraic varieties f W
X ! Y defined over the field k, we can define the sheaf of relative algebraic
differential forms ˝1

X=Y
as the OX -module obtained by pasting the OX .V /-

modules ˝1
S=R

; where R D kŒU �, S D kŒV � and f .V / � U . We can also
define

˝kX=Y WD

k̂

˝1X=Y :

Furthermore, the differential map d W OX ! ˝1
X=Y

induces a differential map
d W ˝k

X=Y
! ˝kC1

X=Y
which in turn defines the algebraic de Rham complex

0! OX
d
�! ˝1X=Y

d
�! ˝2X=Y

d
�! � � �

Remark 4.8. In what follows we will mostly consider morphisms f W X ! Y be-
tween complex algebraic varieties. WhenX is a complex algebraic variety instead
of denoting the sheaf of algebraic forms over C by ˝k

X=C , we will simply write
˝kX . In this case the differential map d is nothing else than the usual holomorphic
differential @. The difference between them is that d only applies to differential
forms with rational function coefficients, while @ applies to any holomorphic dif-
ferential form.

Example 4.5. Let � W X ! Y be a morphism of complex algebraic varieties, then

˝kX=Y Š
˝kX

��˝1Y ^˝
k�1
X

:

Remark 4.9. One should not confuse˝kX with the sheaf of holomorphic k-forms,
we denote the latter by ˝kX an : The sheaf of algebraic forms is defined over the
Zariski topology of X , while the sheaf of holomorphic (or analytic) forms is de-
fined over the analytic topology of X .
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4.5 Serre’s GAGA principle
One of themost celebrated results in complex algebraic geometry is Serre (1955/1956)
GAGA (Géométrie algébrique et géométrie analytique) principle, which roughly
speaking states that for complex projective varieties every result about coherent
sheaves holds in the algebraic category if and only if it holds in the analytic cat-
egory. This principle was later extended by Grothendieck and Raynaud (2002,
Chapter XII) to proper complex algebraic varieties. In this section we will recall
only the first part of GAGA following Serre (1955/1956).

LetX be a complex algebraic variety. We can associate toX a natural structure
of analytic variety X an. In fact, for each affine open set U � X we have an
isomorphism

U
�
�!
'
V D ff1 D � � � D fm D 0g � Cn;

with f1; : : : ; fm 2 CŒx1; : : : ; xn�. Since f1; : : : ; fm are polynomials, they are in
particular holomorphic functions, and so V has a natural analytic structure (and
topology) induced byCn. Bymeans of ' we can transport this analytic structure to
U . This analytic structure is independent of chosen isomorphism ' and is denoted
U an. Since these open sets cover X and their analytic structures are compatible,
they induce the analytic structure (and topology) of X an. Furthermore, everyOX -
module S has a natural analytification San defined over X an as

Sanx WD Sx ˝OX;x
OX an;x; 8x 2 X:

The GAGA principle describes the properties of the analytification functor S 7!
San over a projective variety.

Example 4.6. Let X be a complex algebraic variety, then .˝kX /
an D ˝kX an . If

Y � X is an algebraic subvariety then .IY /an D IY an . If f W X ! Z is any
morphism of complex algebraic varieties and S is anOX -module, then .f�S/

an D
f an

� San, where f an W X an ! Zan is the induced morphism of analytic varieties
given by f .

One of the main facts we need to establish the GAGA principle is the follow-
ing.

Theorem 4.9. LetX be a complex algebraic variety, then for every x 2 X ,OX an;x

is a flat OX;x-module.

Proof. See Serre (ibid., Section 6, Corollary 1).
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Corollary 4.2. The analytification functor S 7! San is exact and takes coherent
algebraic sheaves to coherent analytic sheaves.

Theorem 4.10 (1st GAGA principle). Let X be a projective algebraic variety
over C and let S be an algebraic coherent sheaf over X . Then we have a natural
isomorphism

� W H q.X; S/
�
�! H q.X anSan/; 8q > 0:

Where � is the map induced in Čech cohomology by any affine open covering U .
In other words the natural inclusion of sheaves over X

i W S ,! San

induces the map

� W H q.X; S/ Š H q.U ; S/ i
�! H q.U ; San/ Š H q.X an; San/:

In order to prove this result, we will prove first some lemmas.

Lemma 4.1. Theorem 4.10 holds for X D Pn and S D OX .

Proof. It is clear that H 0.X;OX / D C D H 0.X;OX an/ and by Proposition 4.4
we also have H q.X;OX / D 0 for all q > 0. On the other hand by Dolbeault
Theorem 2.11,H q.X;OX / Š H 0;q.Pn/ D 0 for all q > 0 by the Hodge decom-
position.

Lemma 4.2. Theorem 4.10 holds for X D Pn and S D OX .m/ for all m 2 Z.

Proof. We proceed by induction on n. Let Pn�1 WD fxn D 0g � Pn and let
i W Pn�1 ,! Pn be the inclusion map. Consider the short exact sequence of
OPn-modules

0! OPn.m � 1/
�xn
��! OPn.m/! i�OPn�1.m/! 0:

It induces the following diagram with exact rows

Hq�1.Pn�1;Oan
Pn�1.m// Hq.Pn;Oan

Pn.m � 1// H
q.Pn;Oan

Pn.m// Hq.Pn�1;Oan
Pn�1.m//

Hq�1.Pn�1;OPn�1.m// Hq.Pn;OPn.m � 1// Hq.Pn;OPn.m// Hq.Pn�1;OPn�1.m//

�m�1

'

�m

'
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and so �m is an isomorphism for all q > 0 if and only if �m�1 is an isomorphism
for all q > 0. Since �0 is an isomorphism for all q > 0 (by Lemma 4.1) we are
done.

Lemma 4.3. If Theorem 4.10 holds for X D Pn, then it holds for any X .

Proof. Just note that if i W X ,! Pn is the inclusion map, then i�S is a coherent
OPn-module (by Proposition 4.3) with .i�S/an D i�San. Thus

H q.X; S/ D H q.Pn; i�S/ Š H
q.Pn; i�S

an/ D H q.X an; San/:

of Theorem 4.10. After Lemma 4.3 we are reduced to X D Pn. Since Pn has an
affine open covering given by nC1 open sets, the result is trivially true for q > n.
Let us proceed by decreasing induction on q. By Serre’s Theorem 4.7 we can write

0! G! L! S! 0

with G a coherent OPn-module and L a finite direct sum of twisted sheaves. By
Lemma 4.2, Theorem 4.10 holds for L. We obtain the following commutative
diagram with exact rows

H q.Pn;Gan/ H q.Pn;Lan/ H q.Pn; San/ H qC1.Pn;Gan/ H qC1.Pn;Lan/

H q.Pn;G/ H q.Pn;L/ H q.Pn; S/ H qC1.Pn;G/ H qC1.Pn;L/

'

�1

'

�2 �3

Let us prove first by induction that � is surjective for all q > 0. By induction
hypothesis �3 is surjective, and so by diagram chasing �2 is also surjective, com-
pleting the induction. Now let us prove by induction that � is bijective for all
q > 0. y induction hypothesis �3 is bijective, and we already know that �1 and �2
are surjective. By five lemma �2 is bijective, finishing the proof.

Corollary 4.3. Let X be a complex projective variety and S be an algebraic co-
herent sheaf over X . Then H q.X an; San/ is a finite dimensional C-vector space
and there exists some n0 such that

H q.X an; San.n// D 0; 8q > 0;8n > n0:
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Proof. It is a direct consequence of the 1st GAGA principle (Theorem 4.10) ap-
plied to Theorem 4.8.

Remark 4.10. The previous corollary holds for any coherent analytic sheaf, since
in fact the 3rdGAGAprinciple asserts that every analytic coherent sheaf over a pro-
jective variety is the analytification of an algebraic coherent sheaf Serre (1955/1956,
Section 12, Theorem 3).

Corollary 4.4. Let F� be any bounded complex of algebraic coherent sheaves
over a complex projective variety X . Then we have a natural isomorphism

Hk.X;F�/ Š Hk.Xan; .F�/an/:

Proof. Let U be an affine open covering of X . The natural inclusions F� ,!

.F�/an induce a natural map

Hk.X;F�/ Š Hk.U ;F�/! Hk.U ; .F�/an/ Š Hk.Xan; .F�/an/

compatible with the naive filtrations. Thus it is enough to show that

Gr
p
FHpCq.X;F�/ D .Ep;q1 /alg Š .Ep;q1 /an D Gr

p
FHpCq.Xan; .F�/an/:

Since the complex is bounded, both spectral sequences degenerate. And since
E
p;q
rC1 is the cohomology of .E

p;q
r ; dr/, it is enough to show the isomorphism at

some page. The result follows by the 1st GAGA principle at the page 1

.E
p;q
1 /alg Š H q.X;Fp/

�
����!
GAGA

H q.Xan; .Fp/an/ Š .E
p;q
1 /an:

4.6 Algebraic de Rham cohomology on affine varieties
LetX be a smooth affine variety overC. Consider the algebraic de Rham complex
of X

0! OX
d
�! ˝1X

d
�! � � �

d
�! ˝nX

d
�! 0:

Serre’s Theorem 4.6 implies this is an acyclic complex. On the other hand, con-
sidering the C1 de Rham cohomology complex of X

0! OX1

d
�! ˝1X1

d
�! � � �

d
�! ˝2nX1

d
�! 0:



74 4. Atiyah–Hodge theorem

We know this is an acyclic resolution of the constant sheaf C, by Poincaré Lemma
(Corollary 2.2) and the fact each sheaf˝qX1 is fine. Considering now the analytic
de Rham complex of X

0! OX an
@
�! ˝1X an

@
�! � � �

@
�! ˝nX an

@
�! 0;

we see it is also resolution of the constant sheafC overX an, by Corollary 3.1. And
furthermore, it is acyclic by the fact that every affine variety is Stein (Corollary 4.1)
and Cartan B Theorem 4.5.

Applying Proposition 3.2 and Proposition 3.7, we obtain the following isomor-
phisms

H q.� .˝�
X /; d/ Š Hq.X;˝�

X /; (4.4)

H
q
dR.X

an/ WD H q.� .˝�
X an/; @/ Š Hq.X an;˝�

X an/ Š H
q.X an;C/; (4.5)

H
q
dR.X/ D H

q.� .˝�
X1/; d/ Š Hq.X an;˝�

X1/ Š H
q.X an;C/: (4.6)

So it is clear that (4.5) is isomorphic to (4.6). On the other hand, applying Proposi-
tion 3.2 to the acyclic complex .˝�

X an ; @/ over the Zariski topology ofX we obtain
the isomorphism

H
q
dR.X

an/ Š Hq.X;˝�
X an/:

Definition 4.12. LetX be an affine algebraic variety over a field k. We define the
algebraic de Rham cohomology of X as

Hk
dR.X=k/ WD Hk.� .˝�

X=k/; d/:

In view of the previous isomorphisms and Proposition 3.6, it is enough to show
that the natural inclusion (of sheaves over the Zariski topology)

.˝�
X ; d / ,! .˝�

X an ; @/ (4.7)

is a quasi-isomorphism to conclude that the algebraic de Rham cohomology (4.4)
is isomorphic to analytic de Rham cohomology (4.5) and the usual de Rham coho-
mology (4.6). In other words that global algebraic differential forms are enough
to recover the de Rham cohomology groups. The difficulty in proving (4.7) is
a quasi-isomorphism lies on working over the Zariski topology, because we do
not understand the stalks of the cohomology sheaves associated to each complex.
Despite this fact, we can prove the following result.
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Theorem 4.11 (Atiyah and Hodge (1955)). LetX be an affine smooth variety over
the field C of complex numbers. Then the canonical map

H q.� .˝�
X /; d/! H

q
dR.X/

is an isomorphism of C-vector spaces.

4.7 Proof of Atiyah–Hodge theorem
The idea of the proof is to get rid of Zariski topology, and reduce everything to
prove a quasi-isomorphism between complexes of sheaves over the analytic topol-
ogy. For this we need to complete the variety X to a well behaved projective
variety NX , transport the algebraic sheaf to it and use Serre’s GAGA principle
(Theorem 4.10) in order to work with sheaves over the analytic topology of NX .
The following proof was essentially taken from Narasimhan (1968), except for
Lemma 4.4 which was taken from Voisin (2003, page 160, Lemma 6.6). Let us
recall first some notions about divisors.

Definition 4.13. LetX be a complex algebraic variety, a codimension 1 algebraic
subvariety Y � X is called a divisor. We define the sheaf OX .Y / to be the OX -
module of rational functions with pole of order at most one along Y , this sheaf is
coherent since it is locally free of rank one. We say that a locally free sheaf of rank
one is an invertible sheaf.

Definition 4.14. Let X be a smooth complex algebraic variety and Y � X be a
divisor. We say Y is a normal crossing divisor if for every x 2 X there exists a
coordinate chart .z1; : : : ; zn/ W U

'
�! V � Cn for U an open neighbourhood of

x 2 X (in the analytic topology of X ) and V an open neighbourhood of 0 2 Cn

such that '.Y \ U/ D f.z1; : : : ; zn/ 2 V W z1 � � � zr ¤ 0g for some 1 6 r 6 n.

Definition 4.15. Let X be a complex projective variety, and Y � X be a divisor.
We say that Y is a very ample divisor if there exists a projective embedding i W
X ,! PN such that i�OX .Y / Š OPN .1/. In general we say that an invertible
sheaf L is very ample if for some projective embedding i�L Š OPN .1/. We say
that Y is an ample divisor if OX .kY / WD OX .Y /˝k (i.e. the sheaf of rational
functions with pole of order at most k along Y ) is very ample for some k > 1. We
say that an invertible sheaf L is ample if L˝k is very ample for some k > 1.

Proposition 4.5. Let X be a complex projective variety, L be an ample invertible
sheaf and S be an algebraic coherent sheaf. Then there exists some k0 2 N such
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that S˝OX
L˝k is acyclic for all k > k0, and so by GAGA principle San ˝OXan

Lan˝k is also acyclic over X an.

Proof. Let m0 2 N such that Lm0 Š i�OPN .1/. Applying Theorem 4.8 to
S; S˝L; : : : ; S˝Lm0�1 we find n0; n1; : : : ; nm0�1 2 N such that S˝Lj .k/ is
acyclic for all k > nj . Taking k0 WD maxfnj �m0 W j D 0; : : : ; m0 � 1g we get
for every k > k0 that k D j Cm0 � qj for some 0 6 j < m0 and qj > nj . Thus
S˝ Lk D S˝ Lj .qj / is acyclic.

Remark 4.11. By Hironaka’s resolution of singularities theorem, we can take j W
X ,! NX where NX is a smooth projective variety, j is an open immersion and
Y D NX nX is an ample normal crossing divisor of NX , see Kollár (2007, Theorem
3.35).

Proof of Theorem 4.11. Transporting the sheaf of algebraic p-forms over X to NX ,
we know that

j�˝
p
X D lim

k!1
˝
p
NX
˝O NX .kY /:

Then, if we take the analytic sheaf

˝
p
NX an.�Y / WD lim

k!1
˝
p
NX an ˝O NX an.Y /

˝k;

we have (passing to the limit in Serre’s GAGA correspondence) that

� .˝
p
NX an.�Y // Š � .j�˝

p
X / D � .˝

p
X /:

Hence, it is enough to show that the cohomology of global sections associated to
the complex .˝�

NX an.�Y /; @/ corresponds to the de Rham cohomology ofX . Using
Proposition 4.5, we see that .˝�

NX an.�Y /; @/ is an acyclic complex, then by Propo-
sition 3.2

H q.� .˝�
NX an.�Y //; @/ Š Hq. NX;˝�

NX an.�Y //:

On the other hand, considering the C1 de Rham complex of X transported to NX ,
we have another acyclic complex .j�˝

�
X1 ; d /, and

H
q
dR.X/ D H

q.� .j�˝
�
X1/; d/ Š Hq. NX; j�˝

�
X1/:

This reduces the proof to show that the natural inclusion of complexes of sheaves
over NX (over the analytic topology)

� W .˝�
NX an.�Y /; @/ ,! .j�˝

�
X1 ; d /
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is a quasi-isomorphism.

Since polydiscs form a basis of the analytic topology, we can focus on them.
We divide the analysis on whether the polydisc intersects Y or not. If � is a poly-
disc not intersecting Y , we have that

.˝�
NX an.�Y /j�; @/ D .˝

�
�an ; @/ and .j�˝

�
X1 j�; d / D .˝

�
�1 ; d /

Since both are resolutions of the constant sheaf C over �, we have the desired
quasi-isomorphism. This means H q.�/x is an isomorphism for all q > 0, x 2 X ,
i.e. H q.�/jX is an isomorphism.

For x 2 Y , we can choose a local chart and a polydisc � such that � n Y is
biholomorphic to f.z1; : : : ; zn/ 2 Dnjz1 � � � zr ¤ 0g D .D�/r � Dn�r . These
polydiscs form a neighbourhoods system for x, so we can use them to compute
the stalk at x of the cohomology sheaves associated to each complex.

We know that � n Y is homotopically equivalent to .D�/r , and so we get the
isomorphism

Hq.� .�; j�˝
�
X1/; d/ Š H

q
dR..D

�/r / D

8̂̂<̂
:̂
0 if q > r;L
16i1<���<iq6r C

�
dzi1

^���^dziq

zi1
���ziq

�
if 1 6 q 6 r;

C if q D 0:

On the other hand, it is clear thatH 0.� .�;˝�
NX an.�Y //; @/ D C, then H 0.�/x is

an isomorphism.
For q > 0, we clearly see that H q.�/x is surjective (since the representatives

of H q.j�˝
�
X1 ; d /x belong to H q.˝�

NX an.�Y /; @/x). So, it is enough to show it
is injective in order to finish the proof. This is what we prove in the following
lemma.

Lemma 4.4. Let ! be a closed meromorphic q-form on � D Dn, which is holo-
morphic in � n Y with poles along Y D f.z1; : : : ; zn/ 2 � j z1 � � � zr D 0g.
Further, assume that ! D 0 in H q

dR.� n Y /. Then there exist a meromorphic
.q � 1/-form � (defined on a possibly smaller polydisc) also with poles along Y ,
such that ! D @�.

Proof. We claim there exists a meromorphic .q � 1/-form � in some (possibly
smaller) polydisc � with poles along Y such that ! � @� does not depend on zi
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and dzi for i D r C 1; : : : ; n. In fact, assuming the claim for i > m > r C 1, in a
possibly smaller polydisc we have

! � @� D
�

.z1 � � � zr/l
;

for some� holomorphic q-form not depending on zi and dzi for i D mC1; : : : ; n.
Writing

� D �1 C dzm ^ �2;

with�1 and�2 two holomorphic forms not depending on zj for j D mC1; : : : ; n,
and on dzi for i D m; : : : ; n. We can formally integrate the power series expan-
sion of �2 to obtain a holomorphic .q � 1/-form ı such that �2 D @ı

@zm
(here @ı

@zm

is obtained by applying @
@zm

to every component of ı) and also does not depend on
zj for j D mC 1; : : : ; n, and on dzi for i D m; : : : ; n. Taking z� D �C ı

.z1���zr /l
,

the form ! � @z� does not depend on zj for j D m C 1; : : : ; n, and on dzi for
i D m; : : : ; n. Furthermore, since it is @-closed, it follows that it does not depend
on zm. This proves the claim. Now, we can assume

! D
�

.z1 � � � zr/l

with � holomorphic q-form not depending on zi and dzi for i D r C 1; : : : ; n.
We have reduced the lemma to the following assertion:

“For any closed meromorphic q-form ! in � D Dr with poles along Y D
fz1 � � � zr D 0g such that! D 0 inH q

dR..D
�/r/, there exist a meromorphic .q�1/-

form � (in a possibly smaller polydisc) with poles along Y such that ! D @�.”

We prove this assertion by induction on r , being the case r D 1 clear. For
r > 1, we can write � D �1 C dzr ^ �2 with �1 and �2 not depending on dzr .
Taking the power series expansion of �2 we can write

! D  1 C dzr ^  2;

where

 2 D

1X
jD�l

�j .z1; : : : ; zr�1/z
j
r ;
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with �j meromorphic form in Dr�1 with poles along fz1 � � � zr�1 D 0g. Using
formal integration we obtain a meromorphic .q � 1/-form ' such that

 2 �
��1

zr
D
@'

@zr
:

Then
! � @' D �1 C �2 ^

dzr

zr
;

with �1 meromorphic not depending on dzr , and �2 meromorphic not depending
on zr and dzr . Since ! is closed, we have @�1

@zr
D

˙1
zr
@�2. Then zr @�1

@zr
does not

depend on zr , i.e. �1 also does not depend on zr . Consequently, �1 and �2 are
closed meromorphic forms in Dr�1.

Künneth’s theorem (see Bott and Tu (1982, Chapter 1, Section 5)) and the ex-
actness of ! imply that �1 and �2 are exact forms on Dr�1. By induction hypothe-
sis we conclude the assertion. This finishes the proof of the lemma and completes
the proof of Atiyah–Hodge’s theorem.



5 Algebraic de
Rham

cohomology

I do feel however that while we wrote algebraic GEOMETRY they [Weil, Zariski,
Grothendieck] made it ALGEBRAIC geometry with all that it implies, (Solomon
Lefschetz (1968)).

5.1 Introduction

The main objective of this chapter is to define the algebraic de Rham cohomology
Hm

dR.X=k/ of a smooth algebraic variety X defined over a field k of characteristic
zero. When k D C we have the underlying C1 manifold X1 and we aim to
construct explicitly the isomorphism between the algebraic de Rham cohomology
Hm

dR.X=k/ and the classical de Rham cohomology Hm
dR.X/. In this way, we are

able to write down explicit formulas for cup products, Gauss–Manin connection
etc, in algebraic de Rham cohomology. A. Grothendieck is the main responsible
for the definition of algebraic de Rham cohomology, however, it must be noted
that he was largely inspired by the work of Atiyah and Hodge (1955). His paper,
Grothendieck (1966), was originally written as a letter to Atiyah and Hodge and
it would be fair to call this Atiyah–Hodge–Grothendieck algebraic de Rham coho-
mology. However in the literature, and mainly in Algebraic Geometry, we find
the name Grothendieck’s algebraic de Rham cohomology. Algebraic de Rham
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cohomology for singular schemes has been studied by several authors during the
seventies, see for example Hartshorne (1975) and the references therein.

5.2 The definition

The following is the final format of the definition of an algebraic de Rham coho-
mology by Grothendieck (1966) after a long period of dealing with integrals with
algebraic integrand.

Definition 5.1. LetX be a smooth variety over a field k. We consider the complex
.˝�

X=k; d / of regular differential forms on X . The algebraic de Rham cohomol-
ogy of X is defined to be the hypercohomology

H
q
dR.X=k/ WD Hq.X;˝�

X=k/; q D 0; 1; 2; : : : :

We take a covering U of X=k by open affine subsets. By Serre’s vanishing
theorem (Theorem 4.6) this covering is acyclic with respect to all sheaves ˝iX=k.
Hence by Theorem 3.1 the hypercohomology in the above definition can be taken
relative to U . Therefore we can write an element ofH q

dR.X=k/ relative to U in the
format described in Section 3.3.

Remark 5.1. It might be useful to consider a projective varietyX over a ringR and
define the algebraic de Rham cohomologyH q

dR.X=R/ in a similar way. This might
not be a freeR-module of the correct rank (which are Betti numbers ifR is a subring
of C). However, in the framework of tame polynomials and Brieskorn modules,
one gets such free modules. For further details see Movasati (2021, Chapter 10).

5.3 The isomorphism

Let X be a smooth affine variety over C. We have

H i
dR.X=C/ Š H

i .� .X;˝�
X=C/; d/ Š H

i
dR.X/

The first isomorphism follows from Serre’s vanishing theorem (Theorem 4.6) and
Proposition 3.2. The second isomorphism is the statement of the Atiyah–Hodge
theorem (Theorem 4.11).
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For an arbitrary algebraic variety X over the complex numbers, the Atiyah–
Hodge theorem implies that the inclusion˝�

X=C ! ˝�
X1 is a quasi-isomorphism

over the Zariski topology. In this way, using Proposition 3.2 and Proposition 3.6
we get the isomorphism

Hm
dR.X=C/ Š H

m
dR.X/:

In Section 3.7 we have described this isomorphism and its inverse explicitly. Since
this will be an important tool for later applications, we are going to describe again
the explicit construction of the maps

A W Hm
dR.X/! Hm

dR.X=C/; (5.1)
A�1
W Hm

dR.X=C/! Hm
dR.X/: (5.2)

Let us describe first the map (5.1). Take an element in Hm
dR.X/, represented by a

closed differential m-form L!. In what follows, differential forms withLwill repre-
sent C1 differential forms, and those withoutLwill be algebraic differential forms.
We restrict L! to each open set Ui , say L!mi D L!jUi

. Using Atiyah–Hodge theorem
we find algebraic differential m-forms !mi and C1 .m � 1/-forms L�m�1

i in Ui
such that

L!mi D !
m
i � d L�

m�1
i ; and d!m D 0:

Applying ı to !m we obtain

!mj � !
m
i D d. L�

m�1
j � L�m�1

i / in Ui \ Uj :

Again by Atiyah–Hodge theorem, the right hand side of the above equality repre-
sents the zero element in the .m� 1/-th de Rham cohomology of Ui \Uj . There-
fore there are algebraic differential .m � 1/-forms !m�1

ij in Ui \ Uj such that

!mj � !
m
i � d!

m�1
ij D 0;

and so
d. L�m�1

j � L�m�1
i � !m�1

ij / D 0:

Using Atiyah–Hodge theorem in the intersections Ui \ Uj , we can add a closed
algebraic differential form to !m�1

ij and assume that

L�m�1
j � L�m�1

i � !m�1
ij D d L�m�2

ij ;
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where L�m�2
ij are C1 .m � 2/-forms in Ui \ Uj . Applying ı to !m�1 we get in

Ui \ Uj \ Uk the relation

!m�1
jk � !m�1

ik C !m�1
ij D �d.�m�1

jk � �m�1
ik C �m�1

ij /:

Again we have an algebraic .m � 1/-form which is exact using C1 differential
forms and so it must be exact using algebraic differential forms. We repeat the
process to produce !m�2. This process at the k-th step gives us !m�k such that

ı!m�k
C .�1/kC1d.ı L�m�k�1/ D 0:

Using Atiyah–Hodge theorem we can produce !m�k�1 such that

ı!m�k
C .�1/kC1d!m�k�1

D 0;

ı L�m�k�1
� !m�k�1

� .�1/kC2d L�m�k�2
D 0:

At the end of the process we get the element A L! D ! D !0 C !1 C � � � C !m 2
Hm

dR.X=C/. Note that the last equality for k D m � 1 is just ı L�
0 � !0 D 0.

Let us now describe themap (5.2). Take an element inHm
dR.X=C/, represented

by ! D
Pm
jD0 !

j such that D! D 0. In particular, ı!0 D 0. Since the Čech
cohomology of the sheaf of C1 differential forms is zero (except in dimension
zero), we have

!0 D ı L�0;

for some C1 differential forms L�0. Replacing ! by !�D L�0, we can assume that
!0 D 0. This process continues with ı!1 D 0. In the final step we get a closed
C1 m-form in X . The complete description can be done in terms of a partition
of unity.

Proposition 5.1. Let X be a smooth algebraic variety over C. Let U D fUigi2I
be a locally finite affine cover of X . Given ! D !0 C � � � C !m 2 Hm

dR.X=C/,
and a partition of unity faigi2I subordinated to U , we can compute

.A�1!/i D

mX
lD0

X
k1;:::;kl 2I

dak1
^ � � � ^ dakl

^ !m�l
ik1���kl

2 H 0.U ;˝mX1/:

Proof. We claim that for every j D 0; :::; m we can represent ! as z!j C!jC1C

� � � C !m, where
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z!
j
i0���im�j

WD

jX
lD0

X
k1;:::;kl 2I

dak1
^� � �^dakl

^!
j�l

i0���im�jk1���kl
2 Cm�j .U ;˝jX1/:

In fact, this is clear for j D 0. Assuming the claim for j > 0, define �j 2
Cm�j�1.U ;˝jX1/ by

�
j
i0���im�j �1

WD
X
k2I

ak z!
j

i0���im�j �1k
:

Then ı�j D .�1/m�j z!j , and so D�j D .�1/m�j .z!j � d�j /. Representing !
by ! C .�1/m�j�1D�j we obtain the claim for j C 1.

5.4 Hodge filtration

For the complex of differential forms ˝�
X=k, we have the truncated complex of

differential forms

˝�>i
X=k W � � � ! 0! 0! ˝iX=k ! ˝iC1

X=k ! � � �

and a natural map
˝�>i
X=k ! ˝�

X=k:

We define the algebraic Hodge filtration

0 D FmC1
� Fm � � � � � F 1 � F 0 D Hm

dR.X=k/;

as follows

F q D F qHm
dR.X=k/ WD Im

�
Hm.X;˝�>i

X=k/! Hm.X;˝�
X=k/

�
:

For the special case of the complex of differential forms, Theorem 3.2 becomes:

Theorem 5.1. Let k be an algebraically closed field of characteristic zero and X
be a smooth projective variety over k. We have

F q=F qC1
Š Hm�q.X;˝

q

X=k/
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ByLefschetz principle we can assume thatX is defined over complex numbers.
We denote by X an the underlying complex manifold of X . Let L̋ iX an be the sheaf
of closed holomorphic differential form on X an.

Theorem 5.2. (Dolbeault) Let X be a smooth projective variety over C. The
maps

H j .X an;˝iX an/! H j .X an; L̋ iC1X an /; i; j 2 N0;

induced by the differential map d W ˝iX an ! L̋ iC1
X an are all zero.

This theorem was taken from Griffiths (1969a, p. II). He uses this property
in order to prove that the Hodge filtration varies holomorphically. He associates
this proposition to Dolbeault, and in the appendix of Griffiths (1969b), he gives
a proof using Laplacian operators. The situation is quite similar to the case of
Hard Lefschetz theorem, where the only available proof is done using harmonic
forms. Theorem 5.2 is equivalent to the fact the Frölicher spectral sequence of
X an degenerates at E1, see for instance Voisin (2002, Theorem 8.28). In Voisin’s
book the mentioned fact is basically derived from the Hodge decomposition.

Proof of Theorem 5.1. We need to check that the hypothesis of Theorem 3.2 are
satisfied in our case. By GAGA principle the natural morphisms

H j .X;˝iX /! H j .X an;˝iX an/

are isomorphisms of C-vector spaces and under this identifications the algebraic
dr coincides with the holomorphic dr . Therefore it is enough to check that the
holomorphic dr satisfies the hypothesis of Theorem 3.2. In the holomorphic con-
text, by Theorem 5.2 we have H j .X an; L̋ iX an/ Š H j .X an;˝iX an/. For this we
write the long exact sequence of the short exact sequence

0! L̋ i
X an ! ˝iX an ! L̋ iC1

X an ! 0:

In the definition if d1 we can choose a representative of !i 2 H j .X an;˝iX an/

such that d!i D 0, and so by definition all dr ’s are zero.

According to Voisin (ibid., page 207) the algebraic proof of degeneracy at E1
of the complex of algebraic differential forms (and hence an algebraic proof of
Theorem 5.1) was done by Deligne and Illusie (1987).
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Corollary 5.1. Let X be a smooth projective variety, then via the natural isomor-
phism

Hk
dR.X=C/ Š H

k
dR.X/; (5.3)

F i corresponds with the classical Hodge filtration

F i Š F iHk
dR.X/ WD

kM
pDi

Hp;k�p.X/:

Proof. The isomorphism (5.3) is given by the quasi-isomorphisms

.˝�
X ; d / ,! .˝�

X an ; @/; (5.4)

.˝�
X an ; @/ ,! .˝�

X1 ; d /: (5.5)

Where (5.4) is over the Zariski topology of X , while (5.5) is over the analytic
topology ofX . If we consider the truncated complexes, we have the corresponding
quasi-isomorphisms

.˝�>i
X ; d / ,! .˝�>i

X an ; @/; (5.6)

�
˝�>i
X an ; @

�
,!

0@M
p>i

˝
p;��p
X1 ; d

1A : (5.7)

Note that both complexes of (5.7) are resolutions of the sheaf of holomorphic @-
closed i -forms. Therefore the image of F i insideHk

dR.X/ is exactly

LF i WD Im

0@Hk

0@� 0@M
p>i

˝
p;��p
X1

1A ; d1A! Hk
dR.X/

1A :
In particular, F iHk

dR.X/ �
LF i . Since

LF i= LF iC1 Š F i=F iC1 Š Hk�i .X;˝iX / Š

Š H i;k�i .X/ D F iHk
dR.X/=F

iC1Hk
dR.X/;

we conclude LF i D F iHk
dR.X/.
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5.5 Cup product

In the usual de Rham cohomology we have the cup/wedge product

Hm
dR.X/ �H

n
dR.X/! HnCm

dR .X/;

. L!; L̨ / 7! L! ^ L̨

and it is natural to ask for the corresponding bilinear map in algebraic de Rham
cohomology. For partial result in this direction see Carlson and Griffiths (1980).

Theorem 5.3. The cup product of ! 2 Hm
dR.X=k/ and ˛ 2 Hn

dR.X=k/ is given by
 D ! [ ˛, where

nCm
i0

D !mi0 ^ ˛
n
i0

nCm�1
i0i1

D .�1/m!mi0 ^ ˛
n�1
i0i1
C !m�1

i0i1
^ ˛ni1

:::


nCm�j
i0i1���ij

D

jX
rD0

.�1/m.j�r/Cr.j�1/!m�r
i0���ir

^ ˛
n�jCr
ir ���ij

0i0���inCm
D !0i0���im

� ˛0im���inCm

Proof. We have to prove that under the canonical isomorphism between the clas-
sical and algebraic de Rham cohomology, the wedge product is transformed in the
product given in the theorem. Let us take L! 2 Hm

dR.X/ and L̨ 2 H
n
dR.X/ and

construct the algebraic counterpart of L!; L̨ ; L![ L̨ . For this we will use the explicit
construction of (5.1). Following this, it is possible to compute the first two lines
in Theorem 5.3. Once the general formula is guessed the proof is as bellow: First
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we check thatD D 0.

.ımCn�j /i0���ij C1
D

jC1X
kD0

.�1/k
mCn�j

i0���Oik ���ij C1

D

jC1X
kD0

k�1X
rD0

.�1/kCm.j�r/Cr.j�1/!m�r
i0���ir

^ ˛
n�jCr

ir ���Oik ���ij C1

C

jC1X
kD0

jC1X
rDkC1

.�1/kCm.j�rC1/C.r�1/.j�1/!m�rC1

i0���Oik ���ir
^ ˛

n�jCr
ir ���ij C1

D

jX
rD0

jC1X
kDrC1

.�1/kCm.j�r/Cr.j�1/!m�r
i0���ir

^ ˛
n�jCr

ir ���Oik ���ij C1

C

jC1X
rD1

r�1X
kD0

.�1/kCm.j�rC1/C.r�1/.j�1/!m�rC1

i0���Oik ���ir
^ ˛

n�jCr
ir ���ij C1

D

jX
rD0

.�1/rCm.j�r/Cr.j�1/!m�r
i0���ir

^

h
.ı˛n�jCr /ir ���ij C1

� ˛
n�jCr
irC1���ij C1

i
C

jC1X
rD1

.�1/m.j�rC1/C.r�1/.j�1/
h
.ı!m�rC1/i0���ir � .�1/

r!m�rC1
i0���ir�1

i
^ ˛

n�jCr
ir ���ij C1

D

jX
rD0

.�1/jCm.j�r/Cr.j�1/!m�r
i0���ir

^ d˛
n�jCr�1
ir ���ij C1

C

jC1X
rD1

.�1/r�1Cm.j�rC1/C.r�1/.j�1/.d!m�r /i0���ir ^ ˛
n�jCr
ir ���ij C1

D .�1/j d

0@jC1X
rD0

.�1/m.jC1�r/Crj!m�r
i0���ir

^ ˛
n�j�1Cr
ir ���ij C1

1A
D .�1/j d

mCn�j�1
i0���ij C1

Second, it is easy to verify that the cup product formula announced in Theorem 5.3
satisfies

! [ ˛ D .�1/mn˛ [ !; (5.8)
D� [ ˛ D D.� [ ˛/ for D˛ D 0: (5.9)

Therefore, the cup is independent of the choice of representatives.
We have to prove that L!^ L̨ and L induce the same element inHnCm.X1;˝�

X1/,
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for k D C. This follows from the following equalities in HnCm.X1;˝�
X1/

Œ L� D Œ� D Œ! [ ˛� D Œ L! [ L̨ � D Œ L! ^ L̨ �:

where Œ�� means the induced class in hypercohomology.

Let us assume thatm and n are even numbers and! and ˛ have only themiddle
pieces !

m
2

i0i1���im
2

and ˛
n
2

i0i1���in
2

, respectively. In this particular case, ! [ ˛ has also
only the middle piece given by

.! [ ˛/
nCm

2

i0i1���inCm
2

D .�1/
nm

4 !
m
2

i0i1���im
2

^ ˛
n
2

im
2
im

2
C1���inCm

2

: (5.10)

Remark 5.2. Let U be a convex locally finite open cover ofX an. Since each open
convex set has trivial de Rham cohomology (since it is contractible), an element
of Hn

dR.X=C/ can be represented by !
0 2 Hm.U ;C/ and ˛0 2 Hn.U ;C/. Let

faigi2I be a partition of unity subordinated to U , then

L! D
X

k1;:::;km2I

!0ik1���km
dak1

^ � � � ^ dakm
;

and
L̨ D

X
l1;:::;ln2I

˛0jl1���ln
dal1 ^ � � � ^ daln ;

for any i; j 2 I . On the other hand  D ![˛will correspond to L 2 HmCn
dR .X1/

given by

L D
X

k1;:::;km;l1;:::;ln2I

dak1
^� � �^dakm

^dal1^� � �^daln
0
ik1���kml1���ln

D L!^ L̨ :

For the description of cup product in Čech cohomologyHm.X;Z/ see Brylin-
ski (2008). For simple applications of cup product in the case of elliptic curves
see Movasati (2012).

5.6 Hodge filtration and cup product
Proposition 5.2. The cup product and the Hodge filtration satisfy the relations

F iHm
dR.X/ [ F

jHn
dR.X/ � F

iCjHmCn
dR .X/: (5.11)

Proof. This follows directly from the definition of cup product.
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5.7 Polarization

Let PN be a projective space of dimension N , with projective coordinates Œx0 W
x1 W � � � W xN � and fij WD xi

xj
. The rational function fij has a zero (resp. pole) of

order 1 at xi D 0 (resp. xj D 0). For the algebraic de Rham cohomology of PN

we consider the standard covering and represent its elements in this covering.

Definition 5.2. The following

� D f�ij g; �ij WD
dfij

fij
D
d.
xj

xi
/

xj

xi

D
dxj

xj
�
dxi

xi
;

induces an element in H 2
dR.P

N =k/ and it is called the polarization. For any sub-
variety X of PN over k, its restriction toH 2

dR.X=k/ is also called the polarization.

Note that ı� D 0 and d� D 0. Therefore, D� D 0 and hence � induces an
element inH 2

dR.X=k/. Note also that if we write � D �0 C �1 C �2, then �0 and
�2 are zero.

Proposition 5.3. The polarization in the usual de Rham cohomology H 2
dR.X/ is

given by the .1; 1/-form

L� WD N@@ log.
NX
iD0

jxi j
2/: (5.12)

Moreover, for any linear P1 � PN we haveZ
P1
� D 2�

p
�1:

Proof. The proof of the first part is as follows. We have to follow the recipe in
Section 5.3 and construct A�1.�/. We define:

pi W P
N
nfxi D 0g ! RC; pi .x/ WD

NX
jD0

ˇ̌̌̌
xj

xi

ˇ̌̌̌2
and

�1i WD
@pi

pi
D @ logpi :
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We have

pj D

ˇ̌̌̌
xj

xi

ˇ̌̌̌�2
� pi and so �1j � �

1
i D �

dfij

fij
D ��ij :

Let �1 D f�1i ; i 2 I g. Recall the explicit description of H2 in (3.9),(3.10) and
(3.11). We substitute � by L� WD � CD�. This satisfies L�0 D 0, L�1 D 0 and

L�2i D d�
1
i D
N@@ logpi :

The .1; 1/-forms L�2i ’s in the intersection of Ui ’s coincide and give us the element
(5.12) in the usual de Rham cohomology.

The second statement follows from the fact that 1
2�i
L� is the first Chern class

of the tautological line bundle of PN , see for instance Movasati (2017a). An
elementary proof is as follows. Since all lines in PN are homologous to each
other, we assume that P1 is given by xN D xN�1 D � � � D x2 D 0, and hence,
we only need to prove the case N D 1. In this case, let us take the chart x1 D 1

and use z WD x0. With this new notation, let x and y be the real and complex part
of z, that is, z WD x C iy. We have

N@@ log.1C jzj2/ D 2
p
�1

dx ^ dy

.1C x2 C y2/2

The desired result follows fromZ
R2

dx ^ dy

.1C x2 C y2/2
D � (5.13)

This can be checked directly or by the following Mathematica command:

Integrate[1/(x^2+y^2+1)^2,{x,-Infinity,Infinity},{y,-Infinity,Infinity}]

Using Theorem 5.3 we know that �m 2 H 2m
dR .P

N =k/ has only the middle
piece. This middle piece is given by

.�m/i0i1���im D .�1/
.mC1

2
/
�
dxi0
xi0
�
dxi1
xi1

�
^

�
dxi1
xi1
�
dxi2
xi2

�
^� � �^

�
dxim�1

xim�1

�
dxim
xim

�
:

(5.14)
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In particular, in the top cohomologyH 2n
dR .P

N =k/ we have the element �N given
by its middle piece

.�N /012���N D .�1/
.N C1

2
/
�
dx0

x0
�
dx1

x1

�
^

�
dx1

x1
�
dx2

x2

�
^ � � � ^

�
dxN�1

xN�1

�
dxN

xN

�
D .�1/.

N
2 /
PN
iD0.�1/

ixi �dxi
x0x1x2 � � � xN

:

The summary of our discussion is in the following theorem:

Theorem 5.4. Let k be a field of characteristic zero and not necessarily alge-
braically closed. The algebraic de Rham cohomology ring H�

dR.P
N =k/ is gener-

ated by � .

Proof. We can take k small enough to have the embedding k ,! C, and since the
statement of the theorem remain valid under field extensions, we can assume that
k D C. By Proposition 5.3 1

2�i
� maps to u 2 H 2.PN ;Z/ under the canonical

isomorphism Hm
dR.P

N =C/ Š Hm
dR.P

N /. Here, u is the cohomology class of a
hyperplane PN�1 � PN . Now the the theorem follows from the same theorem
in the topological side.

It would be more convenient to give a proof of Theorem 5.4 without referring
to the same statement in topology.

5.8 Top cohomology

Let X � PN be a smooth projective variety of dimension n over k.

Proposition 5.4. The top cohomologyH 2n
dR .X=k/ is of dimension 1 and it is gener-

ated by the restriction of �n 2 H 2n
dR .P

N =k/. Moreover, for an embedding k ,! C
we have Z

X

�n D deg.X/ � .2�i/n:

Proof. The proof follows from a similar statement in topology and the fact that
u D 1

2�i
� 2 H 2.X an;Z/ is the topological polarization.

It turns out that we have a canonical isomorphism

Tr W H 2n
dR .X=k/ Š k; Tr.!/ WD deg.X/ �

!

�n
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over the field k. In the complex context k D C, it is given by

! 7!
1

.2�i/n

Z
X

!:

Definition 5.3. The element ˛ WD �n

deg.X/ is called the volume top form of X . It
is characterized by the fact that Tr.˛/ D 1.

Let PN�n�1 � PN be a projective space such that PN�n�1 \ X D ;. We
assume that it is given by linear equations g0 D g1 D � � � D gn D 0 and consider
the corresponding covering U D fUi ; i D 0; 1; : : : ; ng; Ui WD fx 2 X jgi .x/ 6D
0g. In this covering �n 2 H 2n

dR .X=k/ is given by

.�n/012���n D .�1/
.nC1

2
/
�
dg0

g0
�
dg1

g1

�
^

�
dg1

g1
�
dg2

g2

�
^� � �^

�
dgn�1

gn�1
�
dgn

gn

�
:

(5.15)

Remark 5.3. The appearance of the sign .�1/.
nC1

2
/ in our formulas is natural. In

Deligne, Milne, et al. (1982) the pairing between the N dimensional homology
and de Rham cohomology is modified with this sign and it has been remarked:
“Our signs differ from the usual signs because the standard sign conventionsZ

�

d! D

Z
d�

!;

Z
X�Y

pr�
1! ^ pr

�
2 � D

Z
X

! �

Z
Y

�; etc.

violate the sign conventions for complexes. ”

5.9 Bilinear maps in cohomology

The cup product composed with the trace map gives us the bilinear maps

h�; �i W Hm
dR.X/ �H

2n�m
dR .X/! k; .˛; ˇ/ 7! Tr.˛ [ ˇ/ (5.16)

and

h�; �i W Hm
dR.X/ �H

m
dR.X/! k; .˛; ˇ/ 7! Tr.˛ [ ˇ [ �n�m/: (5.17)

Note that the second bilinear map depends on the polarization.
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Proposition 5.5. The bilinear maps (5.16) and (5.17) are non-degenerate.

Proof. The fact that the map (5.16) is non-degenerate follows from the same state-
ment in the topological context. The same statement for (5.17) follows from the
Hard Lefschetz theorem and the previous statement.

Proposition 5.6. The bilinear maps (5.16) and (5.17) satisfy

hF i ; F j i D 0;

for i C j > n and i C j > m respectively.

Proof. The relation between cup product andHodge filtration is described in Propo-
sition 5.2. We use this for m1 D m and m2 D 2n �m. Moreover, we know that
F iH 2n

dR .X/ D for i > n. This finishes the proof for the bilinear map (5.16).
For (5.17) note that the isomorphism of Hard Lefschetz theorem Hm

dR.X/ !

H 2n�m
dR .X/; ! 7! ! [ �n�m maps F iHm

dR.X/ into F
iCn�mH 2n�m

dR .X/.

5.10 Volume top form in PN

All our methods to compute periods reduce at some point to compute the period
of an element in the top cohomology of the projective space. SinceH 2N

dR .PN / D
HN;N .PN / Š HN .PN ;˝N

PN / Š C, we just need to know the period of one
generator. This will give us the top form of PN in the sense of Definition 5.3. We
will fix the element

˝

x0 � � � xN
D

PN
iD0.�1/

ixi �dxi
x0 � � � xN

D

�
dx1

x1
�
dx0

x0

�
^� � �^

�
dxN

xN
�
dx0

x0

�
2 HN .U ;˝N

PN /;

and compute its period. Here U D fUigNiD0 is the standard open covering of PN ,
i.e. Ui D fxi ¤ 0g.

Proposition 5.7. We haveZ
PN

˝

x0 � � � xN
D .�1/.

N
2 /.2�

p
�1/N :

Sincewe have natural isomorphismsHN .PN ;˝N
PN / Š H2N .PN ;˝�

.PN /1
/ Š

H 2N
dR .PN /. The element ˝

x0���xN
2 HN .PN ;˝N

PN / corresponds to a top form
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! 2 H 2N
dR .PN /. By abuse of notation we will denoteZ

PN

˝

x0 � � � xN
WD

Z
PN

!:

We will always use this identification when we talk about periods. From Proposi-
tion 5.7 we get:

Proposition 5.8. The volume top form of PN in the sense of Definition 5.3 and
associated to the standard covering U of PN is given by

.�1/.
N
2 /
PN
iD0.�1/

ixi �dxi
x0 � � � xN

:

Note that this top form is equal to �N , where � 2 H 2
dR.P

N =C/ is the polar-
ization element defined in Section 5.7. Therefore, Proposition 5.7 follows from
Proposition 5.3. We would like to give a different proof of this using a partition
of unity subordinated to the covering U . The main reason for this is that the iso-
morphism between algebraic and C1 de Rham cohomology groups described in
Section 5.3 can be explicitly written down using a partition of unity. However, this
resulting formula might be huge. Thus the case of PN serves as a good exercise
in case one needs a more concrete presentation of the material in Section 5.3.

Proof of Proposition 5.7. We have to determine the image of ˝
x0���xN

via the iso-
morphisms

HN
�
PN ;˝NPN

�
Š H 2N

dR

�
PN

�
Š H2N

�
PN ;˝�

.PN /1

�
:

Let faigNiD0 be a partition of unity subordinated to fUigNiD0. In the affine
chart CN � PN , consider the coordinate system z with zi WD xi=x0 for i D
1; 2; : : : ; N . Without loss of generality, we can take the partition of unity such
that

ai D

�
0 if jzi j 6 1;

1 if jzi j > 2; jzj j 6 18j 2 f1; � � � ; N g n fig;

and
a1 C � � � C aN D 1 if 9j 2 f1; � � � ; N g W jzj j > 2:

Thus

Supp.da1^� � �^daN / � fz 2 CN
W 1 6 jzi j 6 2;8i D 1; : : : ; N g D .D.0I 2/nD.0I 1//N :
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Using Proposition 5.1, we know that the image of ˝
x0���xN

in H 2N
dR .PN / is

represented by the global closed 2N -form !2N which in the chart Ui is given by

.!2N /i D NŠ � .�1/
ida0 ^ � � � �dai � � � ^ daN ^ ˝

x0 � � � xN
2 ˝2N

.PN /1
.Ui /:

Since Supp.!2N / � U0;1;:::;N . In order to integrate !2N over PN , is enough to
do it on any affine chart:Z

PN

˝

x0 � � � xN
D

Z
U0

.!2N /0

D NŠ �

Z
CN

da1 ^ � � � ^ daN ^
dz1

z1
^ � � � ^

dzN

zN

D NŠ � .�1/.
N
2
/
Z

CN

d

�
a1 �

dz1

z1

�
^ � � � ^ d

�
aN �

dzN

zN

�
D .�1/.

N
2
/.2�i/N :

where in the last equality we have used Stokes formula and the Cauchy residue
formula.

It is easy to see that an element of ZN .U ;˝N
PN / is of the form

P˝

x
˛0

0 � � � x
˛N

N

with ˛0; ::; ˛N 2 N such that ˛0 C � � � C ˛N D deg.P / C N C 1. Then it is a
C-linear combination of terms of the form

x
ˇ0

0 � � � x
ˇN

N ˝

with ˇ0; : : : ; ˇN 2 Z such that ˇ0 C � � � C ˇN D �N � 1. The following
proposition tells us how to compute the period of any such form.

Proposition 5.9. The form

x
ˇ0

0 � � � x
ˇN

N ˝ 2 HN .U ;˝NPN /
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represents an exact top form of PN if and only if .ˇ0; : : : ; ˇN / ¤ .�1; � � � ;�1/.
In particular,Z

PN

x
ˇ0

0 � � � x
ˇN

N ˝ D

�
0 if .ˇ0; : : : ; ˇN / ¤ .�1; : : : ;�1/;
.�1/.

N
2 /.2�

p
�1/N if .ˇ0; : : : ; ˇN / D .�1; : : : ;�1/:

Proof. The only thing left to prove is that for .ˇ0; : : : ; ˇN / ¤ .�1; : : : ;�1/ the
form isD-exact. Using the isomorphismHN .PN ;˝N

PN / Š H2N .PN ;˝�

PN / it
is enough to show that the element ! 2 H2N .PN ;˝�

PN / given by

!N D x
ˇ0

0 � � � x
ˇN

N ˝;

and !i D 0 for i ¤ N , is zero in hypercohomology. Note that if .ˇ0; : : : ; ˇN / ¤
.�1; : : : ;�1/, then there exist some ˇi > 0. Therefore,

x
ˇ0

0 � � � x
ˇN

N ˝ 2 ˝NPN .\j¤iUj /:

Define � 2
L2N�1
jD0 C 2N�1�j .U ;˝j

PN / by

�NJ WD .�1/
ix
ˇ0

0 � � � x
ˇN

N ˝;

for J D .0; : : : ; i �1; iC1; : : : ; N /, �NJ 0 D 0 for J 0 ¤ J , and �j D 0 for j ¤ N .
This form clearly satisfyD� D ! as desired.

5.11 Chern class

Consider the short exact sequence

0! 2�iZ! OX an ! O�
X an ! 0 (5.18)

over a complex manifoldX an. The mapOX an ! O�
X an is given by the exponential

map
f 7! ef :

We write the corresponding long exact sequence

� � � ! H 1.X an;O�
X an/

c
! H 2.X an; 2�iZ/

p
! H 2.X an;OX an/! � � � (5.19)
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and call c the Chern class map. For a line bundle L 2 H 1.X an;O�
X an/ on X an,

c.L/ is called the Chern class of L.
By Serre (1955/1956) GAGA, holomorphic line bundles in X an are algebraic

and the natural map H 1.X;O�
X=C/ ! H 1.X an;O�

X an/ is an isomorphism. Now,
let us consider X over the field k.

Proposition 5.10. The algebraic Chern classmap c W H 1.X;O�
X=k/! H 2

dR.X=k/
is given by

c.L/ WD

�
dhij

hij

�
2 H 2

dR.X=k/; L WD fhij g 2 H
1.X;O�

X=k/:

Proof. We prove the proposition for k D C. Take an open covering U D fUigi2I
in the analytic/usual topology of X ansuch that there exist gij D loghij for every
i; j 2 I . Note that this is not necessarily true for affine open sets. Then it is easy
to see that the coboundary c is given by

c.L/ D ıg 2 H 2.U ; 2�iZ/:

Now, we have to take this element into algebraic de Rham cohomology. Repre-
senting c.L/ 2 H2.X;˝�

X an/ D H 2
dR.X=k/ we see that D.g/ D c.L/ � dg.

Therefore
c.L/ij D

dhij

hij
;

as claimed.

Definition 5.4. We define

Pic.X=k/ WD H 1.X an;O�
X=k/

and call it the Picard group of X=k. We also define

NS.X=k/ WD
H 1.X;O�

X=k/

Im.H 1.X;OX=k/! H 1.X;O�
X=k//

Š Im.H 1.X;O�
X=k/

c
! H 2

dR.X=k//

and call it the Néron–Severi group of X=k.
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Let us now consider an algebraic cycle Z D
Pk
iD1 niZi ; ni 2 Z and Zi ’s

are irreducible subvarieties of X of codimension 1. These are also called divisors
in X . In affine open sets Ui , Z is the divisor of a rational function fi and it turns
out that

LZ WD fhij g D

�
fi

fj

�
2 H 1.X;O�

X=k/

is a line bundle in X=k.

5.12 The cohomological class of an algebraic cycle
LetZ � X be an algebraic cycle of codimension p in a smooth projective variety
X , both of them are defined over a field k of characteristic 0. We may assume that
k is small enough so that we have an embedding k ,! C. Since any projective
variety X over k uses a finite number of coefficients in k, the assumption on the
embedding of k in C is not problematic.

In this sectionwewould like to construct the cohomology class ŒZ�pd 2 Hp
dR.X/.

Note that the notation ŒZ� is reserved for the homology class ofZ inH2n�2p.X
an;Z/

and our notation ŒZ�pd is justified by Theorem 5.5. According to Deligne, Milne,
et al. (1982) the construction of cl.Z/ D ŒZ�pd is as follows: “In each cohomol-
ogy theory there is a canonical way of attaching a class cl.Z/ inH 2p.X/.p/ to an
algebraic cycleZ onX of pure codimension p. Since our cohomology groups are
without torsion, we can do this using Chern classes (Grothendieck 1958). Starting
with a functorial isomorphism c1 W Pic.X/ ! H 2.X/.1/, one uses the splitting
principle to define the Chern polynomial

ct .E/ D
X

cp.E/t
p; cp.E/ 2 H

2p.X/.p/;

of a vector bundleE onX . The mapE 7! ct .E/ is additive, and therefore factors
through the Grothendieck group of the category of vector bundles on X. But, as
X is smooth, this group is the same as the Grothendieck group of the category of
coherent OX -modules, and we can therefore define

cl.Z/ WD
1

.p � 1/Š
cp.OZ/:00

see also Voisin (2007) regarding this definition. It is not clear to the authors how
to use the above definition and compute ŒZ�pd. In other words, if Z is given by
an explicit ideal and Hp

dR.X/ has an explicit basis (for instance Griffiths’ basis
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in the case of hypersurfaces) then we would like to compute ŒZ�pd in terms of
such a basis. There is an alternative way to construct ŒZ�pd using the resolution of
singularities in characteristic 0 which is also not practical from the computational
point of view. However, for the main purposes of the present text it is enough.

Definition 5.5. We know that there is a smooth projective variety zZ and a mor-
phism � W zZ ! Z defined over k. Now, we have the induced map in de Rham
cohomology composed with the trace map

H
2.n�p/
dR .X=k/ r

! H
2.n�p/
dR . zZ=k/ Tr

! k (5.20)

Since the pairingH 2.n�p/
dR .X=k/�H 2p

dR .X=k/! k is non-degenerate we get the
class ŒZ�pd 2 H 2p

dR .X=k/. It is uniquely determined by the property:

Tr.! [ ŒZ�pd/ D Tr ı r.!/; 8! 2 H 2.n�p/
dR .X=k/: (5.21)

Theorem 5.5 (Poincaré duality for algebraic cycles). We haveZ
ŒZ�

! D

Z
X an

! [
ŒZ�pd

.2�i/p
; 8! 2 H

2n�2p
dR .X/: (5.22)

Proof. This follows from (5.21) and the formula of the trace map using integrals in
Section 5.8. Note that if� W zZ ! Z is the desingularizationmap andZsmooth � Z
is the open subset of smooth points of Z then � is a biholomorphism between
��1.Zsmooth/ and Zsmooth and hence

.2�i/n�pTr ı r.!/ D
Z

zZ

r.!/ D

Z
��1.Zsmooth/

r.!/ D

Z
Zsmooth

! D

Z
ŒZ�

!

(5.23)
for all 8! 2 H 2n�2p

dR .X/.

In the algebraic context, it is not clear why ŒZ�pd is independent of the resolu-
tion map. In the complex geometry context, this follows from the last equality in
(5.23). Note that the topological Poincaré dual of Z is ŒZ�pd

.2�i/p
. For this reason we

sometimes call ŒZ�pd the algebraic Poincaré dual of ŒZ�.

Corollary 5.2. We have

1

.2�i/dim.Z/

Z
ŒZ�

! D Tr.! [ ŒZ�pd/; 8! 2 H 2n�2m
dR .X=k/
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Proof. This is just a reformulation of Theorem 5.5.

Corollary 5.2 tell us that the integration over algebraic cycles is a purely alge-
braic operation for which we do not need to embed the base field inside complex
numbers.

Proposition 5.11. (Deligne, Milne, et al. (1982, Proposition 1.5)) Let X be a
projective smooth variety over an algebraically closed field k � C and let Z be
an irreducible subvariety in X of dimension m

2
. For any element of the algebraic

de Rham cohomologyHm
dR.X=k/, we have

1

.2�i/dim.Z/

Z
ŒZ�

! 2 k (5.24)

where ŒZ� � Hn.X an;Z/ is the homology class of Z.

Proof. This is a direct consequence of Corollary 5.2.

Proposition 5.12. Let X be a smooth projective variety over an algebraically
closed field k � C and let Z be an irreducible subvariety in X of codimension p.
We have ŒZ�pd 2 F pC1H 2p.X=k/ andZ

ŒZ�

F n�pC1H
2n�2p
dR .X=k/ D 0; (5.25)

where ŒZ� � H2.n�p/.X
an;Z/ is the homology class of Z.

Proof. The restrictionmap r in (5.20) restricted toF n�pC1H
2n�2p
dR .X=k/ is iden-

tically zero.

Proposition 5.12 leads us to the notion of a Hodge cycle and ultimately to the
Hodge conjecture.

5.13 Hodge cycles
We start this section with the classical definition of a Hodge class. In this chapter
we consider integral cohomology groups up to torsion, and therefore, for a smooth
projective variety Y we freely writeHm.Y an;Z/ � Hm

dR.Y /.
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Definition 5.6. Let Y be a smooth projective variety and m > 0 be an even num-
ber. A Hodge class is any element in the intersection of the integral cohomology
Hm.Y an;Z/ � Hm

dR.Y / and F
m
2 � Hm

dR.Y /, where F
m
2 D F

m
2 Hm

dR.Y / is the
m
2
-th piece of the Hodge filtration ofHm

dR.Y /.

Therefore, the Z-vector space of Hodge classes is simply the intersection

Hm.Y an;Z/ \H
m
2
;m

2 .Y / D Hm.Y an;Z/ \ F
m
2 :

The equality follows from the definition Hp;q.Y / WD F p \ F q and the fact that
Hm.Y an;Z/ is invariant under complex conjugation. For our main purposes in
this text, it is better to define Hodge cycles which live in homology.

Definition 5.7. A homological cycle ı 2 Hm.Y an;Z/ is called a Hodge cycle ifZ
ı

F
m
2

C1Hm
dR.Y / D 0: (5.26)

The number of equalities to define a Hodge cycle is the dimension of
F

m
2

C1Hm
dR.Y /which is the sumofHodge numbers hm;0Chm�1;1C� � �Ch

m
2

C1;m
2

�1.
We will see that in general this is bigger than the dimension of the moduli of Y ,
and so, Hodge cycles are usually rare to find.

Proposition 5.13. The Poincaré duality P W Hm.Y an;Z/ Š H 2n�m.Y an;Z/
induces an isomorphism between Hodge cycles and Hodge classes.

Proof. Let ı 2 Hm.Y an;Z/ and ıpd WD P.ı/ be its topological Poincaré dual. By
definition of Poincaré duality and the trace map Tr we haveZ

ı

! D

Z
Y

! ^ ıpd
D .2�i/nTr.! [ ıpd/ D .2�i/nh!; ıpd

i; ! 2 Hm
dR.Y /

If ıpd is a Hodge class then it is in F n� m
2 and by Proposition 5.6 we have

hF i ; F n� m
2 i D 0 for i > m

2
which means that ı is a Hodge cycle. Conversely,

if ı is a Hodge cycle then hF m
2

C1; ıpdi D 0. We know that hF m
2

C1; F n� m
2 i D

0 (Proposition 5.6), h�; �i is non-degenerate (Proposition 5.5) and F m
2

C1; F n� m
2

have complimentary dimensions in H 2n�m
dR .Y / . This implies that .F m

2
C1/? D

F n� m
2 and so ıpd 2 F n� m

2 .
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Conjecture 5.1 (Hodge conjecture). For any Hodge cycle ı 2 Hm.X an;Z/ there
is a natural number a 2 N such that a � ı is an algebraic cycle, that is, there exist
irreducible subvarieties Zi � X; i D 1; 2; : : : ; k of dimension m

2
and ni 2 N

such that
aı D

X
ri ŒZi �:

The conjecture reformulated with a D 1 is known as the integral Hodge
conjecture. It is known that it is false. Note that if ı is a torsion cycle then there
is a 2 N such that aı D 0 and so in the way that we have introduced the Hodge
conjecture, torsion cycles are Hodge cycles hence they do not violate the Hodge
conjecture.

5.14 Lefschetz (1,1) theorem

Recall the construction of cohomology class of an algebraic cycle in Section 5.12
and the Chern class in Section 5.11. In this section we introduce Lefschetz (1,1)
theorem. In Movasati (2021, Chapter 9) the reader can find another presentation
of this which uses the classical definition of Hodge filtration using .p; q/-forms.

Proposition 5.14. Let Z be a divisor in X . The Chern class of LZ and the coho-
mology class of Z are the same, that is,

c.LZ/ D ŒZ�
pd: (5.27)

Note that we have defined both sides of (5.27) for an arbitrary field k of char-
acteristic 0, and in principle we might ask for a purely algebraic proof. But, once
again, we assume that k D C and use topological and analytic methods. First, we
may try to prove this proposition in Čech cohomology. For this we have to know
the generator of the top Čech cohomology, study the effect of pull-back of Čech
cohomology elements by desingularization etc. An alternative way is to use C1

de Rham cohomology and integration. The latter strategy is exploited in Griffiths
and Harris (1994, page 141, Proposition 1). The following theorem says that the
integral Hodge conjecture is true for .2n � 2/-dimensional cycles.

Theorem 5.6 (Lefschetz (1,1) theorem). Let X be a smooth projective variety of
dimension n over C. Any Hodge cycle ı 2 H2n�2.X

an;Z/ (including torsion
cycles) is algebraic, that is, there is a divisor Z D

Pk
iD1 niZi ; ni 2 Z, Zi

irreducible, such that ı D
Pk
iD1 ni ŒZi �.
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Proof. Let us consider the topological Poincaré dual ıpd 2 H 2.X an;Z/ and
its image (which we denote it again by ıpd) under the canonical map
H 2.X an;Z/ ! H 2

dR.X=C/ (which kills torsions). By Proposition 5.13 we have
ıpd 2 F 1H 2

dR.X=C/. From another side we have a canonical map

H 2
dR.X=C/! F 0=F 1 ! H 2.X;OX=C/

which maps ıpd to zero. The latter by Theorem 5.1 is actually an isomorphism,
however, we will not need this fact. We get the map

Lp W H 2.X an;Z/! H 2.X;OX=C/

and we claim that p.2�i �/ D Lp.�/, where p is the map in (5.19). For this we
first observe that by GAGA principle we haveH 2.X;OX=C/ Š H 2.X an;OX an/.
Moreover, H2.X;˝�

X=C/ Š H2.X an;˝�
X an/ and under this isomorphism the al-

gebraic Hodge filtration is mapped to the holomorphic one. Now, if we consider
C as a complex C ! 0 ! 0 ! � � � then the natural inclusion C � ˝�

X an is a
quasi-isomorphism and p.2�i �/ D Lp.�/ follows. The exactness of the sequence
(5.19) implies that ıpd is the Chern class of some line bundle L in X an. We know
that any line bundle has a meromorphic section, that is, L D LZ for some divisor
Z. The theorem follows from Proposition 5.14.

Remark 5.4. The proof of Lefschetz .1; 1/ theorem is not at all constructive, that
is, if we are given a topological cycle ı, it does not give any hint how to construct
the defining ideal ofZ. The most critical part of the proof is taking a meromorphic
section of a line bundle L. In many concrete situations like a Fermat surfaces in
Shioda (1981), we can write down line bundles on X explicitly, however, we do
not know how to write down sections of such line bundles.

5.15 Pull-back in algebraic de Rham cohomology

Given a morphism Y ! X of smooth algebraic varieties defined over a field of
characteristic zero k � C. In the topological side we have an induced pull-back
map in de Rham cohomology

Hk
dR.X/! Hk

dR.Y /:

In this section we describe these pull-back homomorphisms algebraically.
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Definition 5.8. Let X and Y be smooth algebraic varieties defined over k � C,
and U an affine open covering of X . Consider an affine morphism ' W Y ! X

(i.e. such that '�1.U / is affine, for each open affineU ofX ), and ! 2 Hk
dR.X=k/.

We denote '�1.U/ WD f'�1.U /gU2U . The pull-back map in algebraic de Rham
cohomology '�! 2 Hk

dR.Y=k/ is defined as

'�! D

kX
iD0

'�!i 2

kM
iD0

C k�i .'�1.U/;˝iY /;

with

! D

kX
iD0

!i 2

kM
iD0

C k�i .U ;˝iX /;

where
.'�!i /j0���jk�i

WD '�.!ij0���jk�i
/ 2 ˝iY .'

�1.Uj0���jk�i
//;

and

'�

 X
I

aIdxi1 ^ � � � ^ dxik

!
WD
X
I

'�aId.'
�xi1/ ^ � � � ^ d.'

�xik /:

Remark 5.5. It follows from the above definition that '� commutes with d and
ı, then it also commutes withD.

Proposition 5.15. Under the same hypothesis of Definition 5.8 the pull-back map
in algebraic de Rham cohomology corresponds to the usual pull-back map in the
classical de Rham cohomology. In other words we have the following commutative
diagram

Hk
dR.X=k/ Hk

dR.Y=k/

Hk
dR.X/ Hk

dR.Y /

'�

'�

Proof. It is easy to see thatD.'�!/ D '�.D!/ D 0. Now, in order to show that
'�! corresponds to the pull-back of the form !, we have to show there exist a
representative of the hypercohomology class of ! of the form

� D �0 C � � � C �k 2

kM
iD0

C k�i .U ;˝iX1/;
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with �i D 0, 8i D 0; :::; k � 1. And a representative of the hypercohomology
class of '�! of the form

e� D e�0 C � � � Ce�k 2 kM
iD0

C k�i .'�1.U/;˝iY1/;

with e�i D 0, 8i D 0; :::; k � 1. Such that e�k 2 ˝kY1.Y / is the pull-back of
�k 2 ˝kX1.X/ as C1 differential k-forms. We will in fact show more, we will
show inductively that for every l D 0; :::; k there exist a representative of the
hypercohomology class of ! of the form

�l D �
0
l C � � � C �

k
l 2

kM
iD0

C k�i .U ;˝iX1/;

with �i
l
D 0, 8i D 0; :::; l � 1. And a representative of the hypercohomology

class of '�! of the form

e�l D e�0l C � � � Ce�kl 2 kM
iD0

C k�i .'�1.U/;˝iY1/;

with e�i
l
D 0, 8i D 0; :::; l � 1. Such that, for every j D l; :::; k, the form

.e�j
l
/i0���ik�j

2 ˝
j
Y1.'

�1.Ui0���ik�j
// is the pull-back of the form .�

j

l
/i0���ik�j

2

˝
j
X1.Ui0���ik�j

/. In fact, the claim follows for l D 0 by the definition of '�!.
Assuming the claim for l we will show it for l C 1. Consider fahgNhD0

a partition
of unity subordinated to the covering U . Define

� D �0 C � � � C �k�1
2

k�1M
iD0

C k�1�i .U ;˝iX1/;

such that
�i D

�
0 if i ¤ l;
� if i D l;

where

�i0���ik�1�l
WD

NX
hD0

ah.�
l
l/i0���ik�1�lh 2 ˝

l
X1.Ui0���ik�1�l

/:
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And define

e� De�0 C � � � Ce�k�1
2

k�1M
iD0

C k�1�i .'�1.U/;˝iY1/;

such that e�i D � 0 if i ¤ l;e� if i D l;
where

e�i0���ik�1�l
WD

NX
hD0

'�ah.e�ll/i0���ik�1�lh 2 ˝
l
Y1.'

�1.Ui0���ik�1�l
//:

Then, using that ı.�l
l
/ D 0 we see that ı.�/ D .�1/k�l�l

l
. Also noticing that

ı.e�l
l
/ D 0 (and using that f'�ahg

N
hD0

is a partition of unity subordinated to
'�1.U/) we get ı.e�/ D .�1/k�le�l

l
. Thus, defining�lC1 WD �lC.�1/k�lC1D�,

ande�lC1 WD e�lC.�1/k�lC1De�, the claim follows for lC1 since de� D '�.d�/

(becausee� D '�.�/).

A first application of Proposition 5.15 is the description of pull-backs in Čech
cohomology for each piece of the Hodge structure.

Corollary 5.3. Let X and Y be smooth complex algebraic varieties, and U an
affine open covering of X . Consider an affine morphism ' W Y ! X , and ! 2
H q.U ;˝pX /, then the pull-back

'�! 2 H q.'�1.U/;˝pY /;

is given by
'�!j0���jq

D '�.!j0���jq
/ 2 ˝

p
Y .'

�1.Uj0���jq
//:

Proof. The pull-back morphism in algebraic de Rham cohomology

'�
W H

pCq
dR .X=C/! H

pCq
dR .Y=C/

is compatible with the Hodge filtration (i.e. '�.F k.X// � F k.Y /), thus the pull-
back in Čech cohomology is induced by

'�
W H q.X;˝

p
X / Š F

q.X/=F qC1.X/! F q.Y /=F qC1.Y / Š H q.Y;˝
p
Y /:
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5.16 Hard Lefschetz theorem
For m even number we write

�
m
2 WD � [ � [ � � � [ �„ ƒ‚ …

m
2

� times

2 Hm
dR.X=k/:

In particular, form D 2nwe get the element �n in the top cohomologyH 2n
dR .X=k/.

Recall that the trace map
Tr W H 2n

dR .X=k/! k
is a k-linear map. Let

Li W H�
dR.X=k/! H�

dR.X=k/; ˛ 7! ˛ [ � i :

The m-th primitive cohomology is defined to be

Hm
dR.X=k/0 WD ker

�
Ln�mC1

W Hm
dR.X=k/! H 2n�mC2

dR .X=k/
�
:

Theorem 5.7 (Hard Lefschetz theorem). The map

Ln�m
W Hm

dR.X=k/! H 2n�m
dR .X=k/

is an isomorphism of k-vector spaces.

We do not have a purely algebraic proof for the above theorem. We can assume
that k � C and then it is enough to prove the theorem for k D C. We may
further use the isomorphism in Section 5.3 and consider the classical de Rham
cohomology given by C1 forms. In this context, the proof uses harmonic forms,
see for instance Voisin (2002, Theorem 6.25). For further comments on a proof
with an arithmetic flavour see the paragraph after Movasati (2021, Theorem 5.4).

Theorem 5.8 (Lefschetz decomposition). We have

˚qH
m�2q
dR .X=k/0 Š Hm

dR.X=k/

which is given by˚qLq .

Proof. This is a direct consequence of Hard Lefschetz theorem, see for instance
Movasati (ibid., Theorem 5.5) for the proof in homology. The proof in cohomol-
ogy is similar.
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In the case X � PnC1 is a smooth projective hypersurface, we know by Lef-
schetz hyperplane section theorem (see Movasati (ibid., Theorem 5.2)) that

Hm
dR.X=k/ D

�
k � � m

2 if m ¤ n is even;
0 if m ¤ n is odd:

In consequence
Hm

dR.X=k/0 D 0 8 m ¤ n;

and for m D n we have

Hn
dR.X=k/ D

�
Hn

dR.X=k/0 ˚ k � � n
2 if n is even;

Hn
dR.X=k/0 if n is odd:

5.17 Relative algebraic de Rham cohomology
Relative algebraic de Rham cohomology is important in itself, as the Eilenberg–
Steenrod axioms of cohomology theories are built upon the relative case. From
another side our need for relative algebraic de Rham cohomology comes from the
geometrization of Jacobi forms and open string amplitudes, see Movasati (2020a,
Chapter 11). After a web search of the title of the present section one lands on a link
on MathOverflow which offers two definitions of relative de Rham cohomology
in the C1 context. In the following we present the hypercohomology (and hence
algebraic) version of this. These are inspired by the corresponding definitions in
the C1 context.

Let X be a variety and Y � X be a subvariety both defined over a field k. We
define˝mX;Y the sheaf of differentialm-forms in X whose restriction to Y is zero.
These sheaves form a complex .˝�

X;Y ; d /. We define the relative algebraic de
Rham cohomology groups

Hm
dR.X; Y / WD Hm.˝�

X;Y ; d / (5.28)

This definition in the C1 context is in Godbillon (1998, Chapter XIII). We call
this Godbillon relative algebraic de Rham cohomology. We may also define

˝mX;Y WD ˝
m
X �˝

m�1
Y ;

d W ˝mX;Y ! ˝mC1
X;Y ; d.!; ˛/ WD .d!; !jY � d˛/

and define Hm
dR.X; Y / to be the hypercohomology of this complex. We call this

Bott–Tu relative algebraic de Rham cohomology.

https://mathoverflow.net/questions/111059/relative-de-rham-cohomologies
https://mathoverflow.net/questions/111059/relative-de-rham-cohomologies
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Theorem 5.9. For varieties X and Y (possibly singular) with Y closed in X ,
the map ! 7! .!; 0/ from the Godbillon complex to Bott–Tu complex is a quasi-
isomorphism and hence it induces an isomorphism betweenGodbillon and Bott–Tu
relative algebraic de Rham cohomologies.

Proof. This basically follows from the fact that if X is affine and Y is a closed
sub affine variety ofX then by definition any differential form in Y is a restriction
of a differential form in X . We first check the surjectivity. Let .!; ˛/ be a closed
element in the Bott–Tu sense. This means that d! D 0; !jY D d˛. We extend
˛ to X and call it z̨, that is, z̨jY D ˛. Now, .!; ˛/ is equivalent to .! � d z̨; 0/
modulo exact elements:

.!; ˛/ � .! � d z̨; 0/ D .d z̨; ˛/ D d.z̨; 0/:

Next we check the injectivity. Assume that .!; 0/ is zero in the Bott–Tu case. This
means that .!; 0/ D .d z!; z!jY �d z̨/. We extend z̨ toX and denote it by the same
letter z̨. Now, .!; 0/ is the the differential of .z! � d z̨; 0/ and z! � d z̨ restricted
to Y is zero.

Similar to the case of algebraic de Rham cohomology of projective varieties,
it is natural to define the Hodge filtration in the relative case by truncating the
underlying complex

F q D F qHm
dR.X; Y / D Im

�
Hm.X;˝

�>q
X;Y /! Hm.X;˝�

X;Y /
�
:

and get the filtration which we call it again the Hodge filtration.

0 D FmC1
� Fm � � � � � F 1 � F 0 D Hm

dR.X/;

It is worth to note that the relative de Rham cohomology Hm
dR.X; Y / carries a

mixed Hodge structure with the weight filtration:

0 D Wm�2 � Wm�1 D ker
�
Hm

dR.X; Y /! Hm
dR.X/

�
� Wm D H

m
dR.X; Y /:

In this way the long exact sequence of the pair .X; Y /

� � � ! Hm�1
dR .Y /! Hm

dR.X; Y /! Hm
dR.X/! Hm

dR.Y /! � � �

is a morphism of mixed Hodge structures, for further details see also Peters and
Steenbrink (2008).
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Exercise 5.1. LetX be a smooth curve and Y be a finite set of points inX (a zero
dimensional subvariety ofX ). Let also assume thatX is covered by two open sets
U0; U1. Show that

H 1
dR.X; Y / D

n
.!0i1i2 ; .!

1
i1
; ˛0i1/; .!

1
i2
; ˛0i2/ /

ˇ̌̌
d!0i1i2 D !

1
i2
� !1i1 ; !

0
i1i2
jY D ˛

0
i2
� ˛0i1

o
n
.!0i2 � !

0
i1
; .d!0i1 ; !

0
i1
jY /; .d!

0
i2
; !0i2 jY /

o
where !i (resp. ˛i ) stands for a differential form in an open set in X (resp. Y ).
Such an open set is determined by the sub indices, for instance, for i1i2 it is Ui1 \
Ui2 etc.

The following theorem can be considered as the fundamental theorem in the
topology of algebraic varieties. Its original proof uses Picard–Lefschetz theory
and vanishing cycles, see Lamotke (1981) and Movasati (2021, Section 5.2), and
it is highly desirable to have an algebraic proof for it.

Theorem 5.10. LetX be a smooth projective variety of dimension n. Let also Y;Z
be two codimension one transversal hyperplane sections ofX which intersect each
other transversely and set X 0 WD Y \Z. We have

H
q
dR.XnZ; Y nX

0/ D

�
0 if q 6D n

free Z-module of finite rank if q D n
; n WD dim.X/:

.

The above theorem is a stronger version of the so called Lefschetz hyperplane
section theorem, see Movasati (ibid., Theorem 5.1 and Theorem 5.2).



6 Logarithmic
differential

forms

Writing a paper takes a lot of time. Writing it is very useful, to have everything put
together in a correct way, and one learns a lot doing so, but it’s also somewhat
painful. So in the beginning of forming ideas, I find it very convenient to write a
letter. I send it, but often it is really a letter to myself. Because I don’t have to dwell
on things the recipient knows about, some short-cuts will be all right. Sometimes
the letter, or a copy of it, will stay in a drawer for some years, but it preserves
ideas, and when I eventually write a paper, it serves as a blueprint. (P. Deligne in
Raussen and Skau (2014) page 183).

6.1 Introduction
Let X be an affine variety. It follows from Theorem 4.6 and Theorem 5.1 that
the Hodge filtration of X defined in (5.4) is trivial, that is, all the pieces of the
Hodge filtration are equal. Hence the truncated complexes ˝�>i

X give us the cor-
rect Hodge filtration for projective varieties but beyond this we might be in trouble
to define the “correct” Hodge filtrations. One has to clarify what the adjective cor-
rect means. Deligne (1971) uses logarithmic differential forms and defines the
mixed Hodge structure of affine varieties, and in particular its basic ingredient,
namely the Hodge filtration. In this section we give an exposition of this topic
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avoiding entering into mixed Hodge structures. Even if one is interested in projec-
tive varieties, computations are usually done in affine varieties, and this topic is
indispensable for further study of projective varieties. The reader may also consult
Voisin (2002, Section 8.2.3) and Voisin (2003, Section 6.1) .

6.2 Logarithmic differential forms
For simplicity, we will restrict ourselves to the following context: Let X be a
smooth projective variety, and Y � X be a smooth hyperplane section. We will
consider affine varieties of the form

U WD X n Y:

In the general case, one can take Y to be a normal crossing divisor in X .
Definition 6.1. Let X be a smooth projective variety and Y � X be a smooth
hyperplane section. We define the sheaf of rational p-forms with logarithmic
poles along Y as

˝
p
X .logY / WD Ker.˝pX .Y /

d
�! ˝

pC1
X .2Y /=˝

pC1
X .Y //:

Analogously, we define the sheaf of meromorphic p-forms with logarithmic
poles along Y as

˝
p
X an.logY / WD Ker.˝pX an.Y /

@
�! ˝

pC1
X an .2Y /=˝

pC1
X an .Y //:

By Serre’s GAGA principle we know ˝
p
X an.logY / is the analytification of

˝
p
X .logY /.
The following proposition describes how logarithmic forms look like in local

systems of coordinates.
Proposition 6.1. LetX be a smooth projective variety of dimension n and Y � X
be a smooth hyperplane section. Let z1; : : : ; zn be local coordinates on an open set
V ofX , such that V \Y D fz1 D 0g. Then˝pX an.logY /jV is a freeOV an-module,
for which dzi1 ^ � � � ^ dzip and dz1

z1
^ dzj1

^ � � � ^ dzjp�1
, ik; jl 2 f2; : : : ; ng,

form a basis. In particular ˝pX an.logY / is locally free.

Proof. Let ˛ 2 � .V;˝pX an.logY //. Since it has pole of order 1 there exist ˇ 2
� .V;˝

p
X an/ such that ˛ D ˇ

z1
. Furthermore, since the same happens to d˛, we

conclude dz1 ^ˇ D 0, i.e. ˇ D dz1 ^  , where  is a holomorphic .p� 1/-form,
just depending on dz2; : : : :; dzn.
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6.3 Deligne’s theorem

The following Theorem due to Deligne allows us to define another filtration on
algebraic de Rham cohomology of affine varieties.

Theorem 6.1 (Deligne (1970)). In the context of the previous definition, let i W
U D X n Y ,! X be the inclusion. Then, the natural map

˝�
X .logY / ,! i�˝

�
U DW ˝

�
X .�Y /;

induces the isomorphism

Hk.X;˝�
X .logY // Š H

k
dR.U=C/:

We will provide two different proofs of this fact. The first one being more
conceptual (following the argument of Atiyah–Hodge’s theorem), while the sec-
ond one is more computational, and relies on a lemma due to Carlson and Griffiths.

First proof of Theorem 6.1 Consider the composition

� W ˝�
X an.logY / ,! ˝�

X an.�Y / ,! i�˝
�
U1 ;

of complexes of sheaves over the analytic topology. If we prove that � is a quasi-
isomorphism, we obtain the result by Serre’s GAGA correspondence (since
˝
p
X .logY / is coherent).
In order to show the quasi-isomorphism we proceed in the same way we did

for Atiyah–Hodge’s theorem. It is clear that for x 2 U ,Hk.�/x is an isomorphism
for all k > 0. And for x 2 Y , is clear that Hk.�/x is surjective. Then it remains
to show the injectivity. For this, we use the following logarithmic counterpart of
Lemma 4.4 whose proof is analogous:

Lemma 6.1. If ! is a closed meromorphic k-form on� D Dn, which is holomor-
phic in�nY with logarithmic poles along Y D f.z1; : : : ; zn/ 2 �jz1 � � � zr D 0g.
And ! D 0 inHk

dR.� nY /. Then there exists a meromorphic .k� 1/-form � (on a
possibly smaller polydisc) also with logarithmic poles along Y , such that ! D @�.

Remark 6.1. Deligne’s Theorem 6.1 remains valid for U D X n Y , and Y an
ample normal crossing divisor ofX . In fact, the proof above applies in this context
without modifications.
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6.4 Carlson–Griffiths Lemma
For the second proof of Theorem 6.1, we will use the following Lemma due to
Carlson and Griffiths.

Definition 6.2. Suppose X is embedded in a projective space PN , and Y D X \
fF D 0g for some homogeneous polynomial F 2 CŒx0; : : : ; xN �. Consider U D
fUig

N
iD0 the Jacobian covering of X given by Ui D X \ fFi ¤ 0g, where Fi WD

@F
@xi

. For every l > 2 define

Hl W C
q.U ;˝pX .lY //! C q.U ;˝p�1

X ..l � 1/Y //;

.Hl!/j0���jq
WD

.�1/q

1 � l

F

Fj0

� @
@xj0

.!j0���jq
/:

Theorem 6.2 (Carlson and Griffiths (1980)). For every l > 2, letting D D ı C

.�1/qd , then

DH CHD W
M

pCqDk

C q.U ;˝pX .lY //
C q.U ;˝pX ..l � 1/Y //

!
M

pCqDk

C q.U ;˝pX .lY //
C q.U ;˝pX ..l � 1/Y //

is the identity map. Note thatD is the differential map used in the hypercohomol-
ogy groups.

Proof. We claim

.�1/q � .dHl CHlC1d/ W
C q.U ;˝pX .lY //

C q.U ;˝pX ..l � 1/Y //
!

C q.U ;˝pX .lY //
C q.U ;˝pX ..l � 1/Y //

is the identity map. In fact, take !J D ˛J

F l 2 C
q.U ;˝pX .lY //, then

.�1/q � .dHl CHlC1d/!J D d

 
1

1 � l

F

Fj0

� @
@xj0

�
˛J

F l

�!
�
1

l

F

Fj0

� @
@xj0

�
d˛J

F l
� l

dF ^ ˛J

F lC1

�

�
1

1 � l

dF

Fj0

^

� @
@xj0

.˛J /

F l
�

l

1 � l

F

Fj0

dF ^ � @
@xj0

.˛J /

F lC1

C
F

Fj0

.Fj0
˛J � dF ^ � @

@xj0

.˛J //

F lC1

D
˛J

F l
D !J ;
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where the congruence is taken mod C q.U ;˝pX ..l � 1/Y //. Using this, take ! DPk
pD0 !

p 2
L
pCqDk C

q.U ;˝pX .lY // then

! �DH! D
X

pCqDk

.!p � .�1/qdH!p � ıH!p/

�
X

pCqDk

..�1/qHd!p � ıH!p/

�
X

pCqDk

H..�1/qd!p C ı!p/ D HD!:

Where in the last congruence we used ıH!p � �Hı!p. In fact

.ıHl!
p/j0���jqC1

D

qC1X
mD0

.�1/m.Hl!
p/
j0��� �jm���jqC1

D
.�1/q

1 � l

 
F

Fj1

� @
@xj1

.!
p
j1���jqC1

/C
F

Fj0

� @
@xj0

 
qC1X
mD1

.�1/m!
p

j0��� �jm���jqC1

!!

D
.�1/qF

1 � l

0@ � @
@xj1

.!
p
j1���jqC1

/

Fj1

�

� @
@xj0

.!
p
j1���jqC1

/

Fj0

1A � .Hlı!p/j0���jqC1
:

6.5 Second proof of Deligne’s Theorem
The second proof ofDeligne’s Theorem 6.1 follows fromCarlson–Griffiths Lemma
(Theorem 6.2). The idea is to use the operator H defined in Definition 6.2 to re-
duce the pole order of a given algebraic formwith poles along Y until transforming
it into a logarithmic form representing the same hypercohomology class.

In fact, consider the inclusion � W ˝�
X .logY / ,! ˝�

X .�Y /. It induces the
morphism

' W Hk.U ;˝�
X .logY //! Hk.U ;˝�

X .�Y //:

Let us prove ' is an isomorphism. Given

! D

kX
pD0

!p 2
M

pCqDk

C q.U ;˝pX .�Y //
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such thatD! D 0, there exists l > 1 such that

! 2
M

pCqDk

C q.U ;˝pX .lY //:

If l D 1, we claim ! 2
L
pCqDk C

q.U ;˝pY .logY //. In fact, sinceD! D 0, we
get

.�1/qd!p D �ı!pC1
2 C q.U ;˝pC1

X .Y //;

as desired. For l > 2, it follows from Theorem 6.2 that ! is cohomologous (in
hypercohomology) to theD-closed element

� WD .1 �DH/l�1! 2
M

pCqDk

C q.U ;˝pX .Y //:

And it follows from the case l D 1 that

� 2
M

pCqDk

C q.U ;˝pY .logY //;

i.e. ' is surjective. Now, for the injectivity, consider

! 2
M

pCqDk

C q.U ;˝pX .logY //;

such that there exist
� 2

M
pCqDk�1

C q.U ;˝pX .lY //

for some l > 1, with
D� D !:

If l D 1, we claim � 2
L
pCqDk�1 C

q.U ;˝pY .logY //. In fact, since D� D !,
we get

d�k�1
D !k 2 C 0.U ;˝kX .Y //;

then �k�1 2 C 0.U ;˝k�1
X .logY //. Inductively, if we assume

�pC1
2 C q�1.U ;˝pC1

X .logY //

then
.�1/qd�p D !pC1

� ı�pC1
2 C q.U ;˝pC1

X .logY //;
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in consequence �p 2 C q.U ;˝pX .logY //. Finally, for l > 2, if we take

� WD .1 �DH/l�1�:

Since .1 � DH/� D H! C � 2
L
pCqDk C

q.U ;˝pX ..l � 1/Y //, and
D..1 �DH/�/ D D� D !, it is clear thatD� D ! and

� 2
M

pCqDk�1

C q.U ;˝pX .Y //:

By the case l D 1, we actually see that

� 2
M

pCqDk�1

C q.U ;˝pX .logY //

as desired.

6.6 Residue map

Let X be a smooth projective variety, Y � X be a smooth hyperplane section,
and U WD X n Y . Taking the long exact sequence in cohomology of the pair
.X;U /, and using Leray–Thom–Gysin isomorphism (seeMovasati (2021, Chapter
4, Section 6)) we obtain the exact sequence

� � � ! HkC1
dR .X/! HkC1

dR .U /
res
�! Hk

dR.Y /
�
�! HkC2

dR .X/! � � � (6.1)

where res is the residue map, and � corresponds to the wedge product with the
polarization � . In particular, we obtain a surjective map

res W HkC1
dR .U /! Hk

dR.Y /0 D Ker �;

where Hk
dR.Y /0 is the primitive part of de Rham cohomology, i.e. is the comple-

mentary space to � k
2 inside Hk

dR.Y / (see Movasati (ibid., Chapter 5, Section 7)).
We want to determine the algebraic counterpart of this map (together with its long
exact sequence).

Definition 6.3. LetX be a smooth complex projective variety of dimension n and
Y � X be a smooth hyperplane section. Let z1; : : : ; zn be local coordinates on an
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open set V of X , such that V \ Y D fz1 D 0g. For ˛ 2 � .V;˝pX an.logY // we
define its residue at Y to be

res.˛/ WD ˇjY\V 2 � .V; j�˝
p�1
Y an /;

where ˛ D ˇ ^ dz1

z1
C  , and ˇ,  are holomorphic forms. This definition does

not depend on the choice of the coordinates, and defines the residue map

res W ˝pX an.logY /! j�˝
p�1
Y an :

Which is part of the following exact sequence

0! ˝
p
X an ! ˝

p
X an.logY /

res
�! j�˝

p�1
Y an ! 0;

called Poincaré residue sequence. Using Serre’s GAGA principle we have its
algebraic counterpart

0! ˝
p
X ! ˝

p
X .logY /

res
�! j�˝

p�1
Y ! 0;

which we also call Poincaré residue sequence.

This sequence gives rise to a short exact sequence of complexes

0! ˝�
X ! ˝�

X .logY /
res
�! j�˝

��1
Y ! 0: (6.2)

Taking the long exact sequence in hypercohomology, and applying Deligne’s The-
orem 6.1 we get the exact sequence

� � � ! HkC1
dR .X=C/! HkC1

dR .U=C/
res
�! Hk

dR.Y=C/
�
�! HkC2

dR .X=C/! � � � ;
(6.3)

Which turns out to be the algebraic counterpart of the sequence (6.1).

6.7 Hodge filtration for affine varieties
Since for every i > 0 we have the short exact sequence of complexes

0! ˝�>i
X ! ˝�>i

X .logY /
res
�! j�˝

�>i�1
Y ! 0;

we have the following commutative diagram with exact rows
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� � � HkC1
dR .X=C/ HkC1

dR .U=C/ Hk
dR.Y=C/ � � �

� � � HkC1.X;˝�>i
X / HkC1.X;˝�>i

X .logY // Hk.Y;˝�>i�1
Y / � � �

f g h

�res

The vertical arrows of this diagram are all injective. In fact, the maps f and h
are injective by Proposition 3.9. The injectivity of g is more delicate and is conse-
quence of a theorem due to Deligne on the degeneration of the spectral sequence
associated to the naive filtration of ˝�

X .logY / (see Voisin (2002, Theorem 8.35)
or Deligne (1971, Corollary 3.2.13)). In consequence, the exact sequence (6.3) is
compatible with Hodge filtrations, i.e. we have the exact sequence

� � � ! F iHkC1
dR .X=C/! F iHkC1

dR .U=C/
res
��! F i�1Hk

dR.Y=C/
�
�! F iHkC2

dR .X=C/! � � � :

Definition 6.4. For U D X nY , whereX is smooth projective, and Y is a smooth
hyperplane section. We define the (algebraic) Hodge filtration of U as

F iHk
dR.U=C/ WD Im.Hk.X;˝�>i

X .logY //! Hk.X;˝�
X .logY //

Š Hk
dR.U=C//:



7 Cohomology of
hypersurfaces

When I was a graduate student at Princeton, it was frequently said that Lefschetz
never stated a false theorem nor gave a correct proof, Griffiths, Spencer, and
Whitehead (1992, page 289).

7.1 Introduction
In this chapter we will present Griffiths’ results on the cohomology of hypersur-
faces Griffiths (1969a). This work culminates with an explicit basis for the primi-
tive cohomology of a hypersurface, compatible with the Hodge filtration.

Let X � PnC1 be a smooth hypersurface of degree d , and U D PnC1 n

X . In order to construct the basis for Hk
dR.X=C/0 we will give generators for

HkC1
dR .U=C/ compatible with the Hodge filtration F iC1HkC1

dR .U=C/. Hence we
will obtain the desired basis by applying the algebraic residue map to the gener-
ators, and reduce the set of generators to a basis. Furthermore, we will prove a
theorem due to Carlson and Griffiths which describes this basis in each graded
part induced by the Hodge filtration

Gr iFH
k
dR.X=C/ D F

iHk
dR.X=C/=F

iC1Hk
dR.X=C/ Š H

k�i .X;˝iX /:

With a little more effort we will also describe this basis in allHk
dR.X=C/.
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7.2 Bott’s formula

In this section we will prove a theorem due to Bott that determines the Čech co-
homology groups of PN with coefficients in˝p

PN .k/. This theorem contains the
cases of Bott vanishing theorem. In order to prove this theorem we need to intro-
duce Euler’s exact sequence.
Definition 7.1. Consider over CNC1 the global vector field

E WD

NX
iD0

xi
@

@xi
:

This field is called Euler’s vector field. We define Euler’s sequence

0! ˝
pC1

PN .p C 1/! O
˚.N C1

pC1/
PN ! ˝

p

PN .p C 1/! 0; (7.1)

as follows: For every Ui in the standard covering of PN , and every

! D
X

jJ jDp

aJdxj0
^ � � � ^ dxjp

2 ˝
pC1

PN .p C 1/.Ui /

the first map sends ! to .aJ /jJ jDp. While the second one is sending .bJ /jJ jDp,
where each bJ 2 OPN .Ui /, to the form � D �E .

P
jJ jDp bJdxj0

^ � � � ^ dxjp
/.

Proposition 7.1. Euler’s sequence (7.1) is an exact sequence.
Proof. To show the exactness, we will show it remains exact in every Ui of the
standard covering. Let us do it for U0 D PN n V.x0/. The injectivity of the
left morphism is clear. In order to show that Euler’s sequence is a complex, it is
enough to notice that �E .d. xi

x0
// D 0. In order to show that the right morphism

is well defined, i.e. that �E .
P

jJ jDp bJdxj0
^ � � � ^ dxjp

/ 2 ˝
p

PN .p C 1/.U0/,
it is enough to show that any � D �E .dxj0

^ � � � ^ dxjp
/ 2 ˝

p

PN .p/.U0/. This
follows from the equality

� D x
p
0 xj0

� � � xjp

�
d

�
xj1

x0

�
1

xj1

� d

�
xj0

x0

�
1

xj0

�
^� � �^

 
d

�
xjp

x0

�
1

xjp

� d

�
xj0

x0

�
1

xj0

!
:

The surjectivity of the right morphism follows from taking any � 2 ˝p
PN .p C

1/.U0/ and write it as � D �E .x
�1
0 dx0 ^ �/ (notice that �E .�/ D 0). Finally, the

middle exactness follows in the same way. If ! D
P

jJ jDp bJdxj0
^� � �^dxjp

is
such that �E .!/ D 0, then we write! D �E .x�1

0 dx0^!/, and we know the image
of �E determines a form in the projective space, so ! 2 ˝pC1

PN .p C 1/.U0/.
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Theorem 7.1 (Bott’s formula, Bott (1957)).

dimC H q.PN ;˝p
PN .k// D

8̂̂̂<̂
ˆ̂:
�kCN�p

k

��
k�1
p

�
if q D 0; 0 6 p 6 N; k > p;

1 if k D 0; 0 6 p D q 6 N;�
�kCp

�k

��
�k�1
N�p

�
if q D N; 0 6 p 6 N; k < p �N;

0 otherwise.

Proof. The result follows by induction on p. For p D 0 we know by Proposi-
tion 4.4 that

H 0.PN ;OPN .k// D CŒx0; : : : ; xN �k;

and
HN .PN ;OPN .k// Š CŒx0; : : : ; xN ��k�N�1; (7.2)

for k < �N . Where the isomorphism (7.2) takes each monomial

xI 2 CŒx0; : : : ; xN ��k�N�1 to
1

xIx0 � � � xN
2 HN .PN ;OPN .k//:

And the rest of groups are zero. For the induction step we use the long exact
sequence in cohomology associated to the twist of Euler’s sequence

0! ˝
pC1

PN .k/! O
˚.N C1

pC1/
PN .k � p � 1/! ˝

p

PN .k/! 0: (7.3)

The proof of the induction step is tedious but straightforward if we separate in the
cases given by the formula. First of all, (7.3) remains exact in global sections. In
fact, since each global section of˝p

PN .k/ lift to a global section of˝
p

CN C1 of the
form

� D
X

jJ jDp�1

cJdxj0
^ � � � ^ dxjp�1

with cJ 2 CŒx0; : : : ; xN �k�p. We can use Euler’s identity to write

� D x0�0 C � � � C xN�N :

Then � D �E .dx0^�0C� � �CdxN ^�N /. This gives us the short exact sequence

0! H 0.PN ;˝pC1

PN .k//! H 0.PN ;OPN .k�p�1//.
N C1
pC1/ ! H 0.PN ;˝p

PN .k//! 0;

and we can deduce the inductive step for q D 0. On the other hand, by induction
hypothesis we have the short exact sequence

0! HN .PN ;˝pC1

PN .k//! HN .PN ;OPN .k�p�1//.
N C1
pC1/ ! HN .PN ;˝p

PN .k//! 0;
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from which we deduce the inductive step for q D N . For the remaining cases, we
have by the base casep D 0 thatH q.PN ;OPN .k�p�1// D 0 for 0 < q 6 N�1.
In consequence

H q.PN ;˝p
PN .k// Š H

qC1.PN ;˝pC1

PN .k//;

for 0 < q < N � 1, and H 1.PN ;˝pC1

PN .k// D 0. These two facts are what we
need to finish the induction for the remaining values of q.

Corollary 7.1. Every ! 2 H 0.PN ;˝N�1
PN .k// is of the form

! D

NX
iD0

Ti � @
@xi

.˝/;

with Ti 2 CŒx0; : : : ; xN �k�N . Where

˝ WD �E .dx0 ^ � � � ^ dxN / D

NX
iD0

.�1/ixi �dxi ;
and �dxi WD dx0 ^ dx1 ^ � � � ^ dxi�1 ^ dxiC1 ^ � � � ^ dxN .

Proof. Using (7.3) forp D N�1 andBott’s formulawe see thatH 0.PN ;˝N�1
PN .k//

is generated by

�E

 
NX
iD0

Pi �dxi! D �E

 
NX
iD0

.�1/iPi � @
@xi

.dx0 ^ � � � ^ dxN /

!
;

D �E

�
�PN

iD0.�1/
iPi

@
@xi

.dx0 ^ � � � ^ dxN /

�
;

D ��PN
iD0.�1/

iPi
@

@xi

.�E .dx0 ^ � � � ^ dxN //;

D

NX
iD0

.�1/iC1Pi � @
@xi

.˝/;

where Pi 2 H 0.PN ;OPN .k �N//. Take Ti WD .�1/iC1Pi .



7.3. Griffiths’ Theorem I 125

7.3 Griffiths’ Theorem I
Since the residue map

HkC1
dR .U=C/

res
�! Hk

dR.X=C/0

is an isomorphism (becauseHkC1
dR .PnC1/0 D 0). We conclude thatHk

dR.X=C/0 D

0 for all k ¤ n (becauseHkC1
dR .U=C/ D 0 for kC1 ¤ nC1, see Movasati (2021,

Chapter 5, Section 5)). Thus, we are just interested in determining a basis for the
non-trivial primitive cohomology group of X

Hn
dR.X=C/0:

We start by giving a set of generators.

Theorem 7.2 (Griffiths (1969a)). For every q D 0; : : : ; n, the natural map

H 0.PnC1;˝nC1
PnC1..q C 1/X//! HnC1

dR .U=C/

has image equal toF nC1�qHnC1
dR .U=C/. Consequently, every piece of the Hodge

filtration
F n�qHn

dR.X=C/0;

is generated by the residues of global forms with pole of order at most qC1 along
X .

Proof. Consider !nC1 2 H 0.PnC1;˝nC1
PnC1..q C 1/X//. The natural map sends

it to
! 2 HnC1

dR .U=C/ D HnC1.PnC1;˝�

PnC1.�X//;

by letting !k D 0 for k D 0; : : : ; n. To see in which part of Hodge filtration ! is,
we need to write it as an element of HnC1.PnC1;˝PnC1.logX//, i.e. we need to
reduce the order of the pole of !nC1 up to order 1. Thanks to Carlson–Griffiths
Theorem 6.2, we know how to do this applying the operator .1 �DH/. In order
to obtain a form with poles of order 1 we need to apply it q times, i.e. the image
of ! in HnC1.PnC1;˝�

PnC1.logX// is represented by .1 � DH/q!. It is clear
by the definition ofH andD that

.1�DH/l! 2 Im.HnC1.PnC1;˝�>nC1�l
PnC1 ..qC1�l/X//! HnC1.PnC1;˝�

PnC1..qC1�l/X///:

In consequence, for l D q we see that

.1 �DH/q! 2 F nC1�qHnC1
dR .U=C/:
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Conversely, let ! 2 F nC1�qHnC1
dR .U=C/. Then we can represent ! D

!nC1�q C � � � C !nC1, where each

!k 2 C nC1�k.U ;˝kPnC1.logX//;

and !k D 0 for k D 0; : : : ; n � q. We claim that for every l D 0; : : : ; q we
can represent ! 2 HnC1.PnC1;˝�

PnC1.�X// as ! D �
nC1�qCl

l
C!nC2�qCl C

� � � C !nC1 with

�
nC1�qCl

l
2 C q�l.U ;˝nC1�qCl

PnC1 ..l C 1/X//:

We prove this claim by induction on l . The case l D 0 is clear taking �nC1�q
0 D

!nC1�q . Now, for l > 0 suppose ! D �n�qCl

l�1
C!nC1�qClC� � �C!nC1. Since

D! D 0, we know ı�n�qCl

l�1
D 0. By Bott’s formula (Theorem 7.1)

H q�lC1.PnC1;˝
n�qCl

PnC1 .lX// D 0:

Then, there exist � 2 C q�l.U ;˝n�qCl

PnC1 .lX// such that ı� D �
n�qCl

l�1
. Subtract-

ing from ! the exact form in hypercohomologyD�, we get the claim for l , and we
finish the induction. Finally, applying the claim for l D q we can write ! D �nC1

q

with
�nC1
q 2 H 0.U ;˝nC1

PnC1..q C 1/X//;

as desired.

7.4 Griffiths’ Theorem II

Griffiths’ Theorem 7.2 tells us that the elements of the form

res
�
P˝

F qC1

�
2 F n�qHn

dR.X=C/0;

where P 2 H 0.PnC1;OPnC1.d.qC 1/� n� 2// and q D 0; : : : ; n, generate all
Hn

dR.X=C/0.

The following theorem tells us how we can choose a basis from these genera-
tors.
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Theorem 7.3 (Griffiths (1969a)). For every q D 0; : : : ; n the kernel of the map

' W H0.PnC1;OPnC1.d.q C 1/ � n � 2// � F n�qHn
dR.X=C/0=F

nC1�qHn
dR.X=C/0

P 7! res
�
P˝

F qC1

�
is the degree N D d.q C 1/ � n � 2 part of the Jacobian ideal of F , JFN �

CŒx0; : : : ; xnC1�N .

Definition 7.2. Recall that the Jacobian ideal of F is the homogeneous ideal

JF WD hF0; : : : ; FnC1i � CŒx0; : : : ; xnC1�;

where, from now on, we denote

Fi WD
@F

@xi
;

for i D 0; : : : ; nC 1. The Jacobian ring of F is

RF WD CŒx0; : : : ; xnC1�=J
F :

Remark 7.1. Theorem 7.3 implies that to choose a basis for

F n�qHn
dR.X=C/0=F

nC1�qHn
dR.X=C/0 Š H

n�q;q.X/0

it is enough to take the elements of the form res
�
P˝
F qC1

�
; forP 2 CŒx0; : : : ; xnC1�N

forming a basis of RFN . In particular

hn�q;q.X/0 D dimC RFN :

Proof of Theorem 7.3. By Theorem 7.2, it is clear that P is in the kernel of ', if
and only if, there existQ 2 H 0.PnC1;OPnC1.dq � n � 2// such that

res
�
P˝

F qC1

�
D res

�
Q˝

F q

�
:

Since the residue map is an isomorphism between HnC1
dR .U=C/ Š Hn

dR.X=C/0.
This is equivalent to say

.P � FQ/˝

F qC1
D 0 2 HnC1

dR .U=C/: (7.4)
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SinceHnC1
dR .U=C/ Š HnC1.� .˝�

U /; d/, (7.4) is equivalent to

.P �QF/˝

F qC1
D d;

for some  2 H 0.PnC1;˝n
PnC1.qX//. Recall from Corollary 7.1 that every  2

H 0.PnC1;˝n
PnC1.qX// is of the form

 D

PnC1
iD0 Ti � @

@xi

.˝/

F q
;

for some Ti 2 CŒx0; : : : ; xnC1�dq�n�1. In consequence, P is in the kernel of ',
if and only if,

P˝

F qC1
�
�q

PnC1
iD0 TiFi˝

F qC1
(modH 0.PnC1;˝nPnC1.qX///;

in other words

P � �q

nC1X
iD0

TiFi (mod F /:

Since F 2 JF (by Euler’s identity), this is equivalent to P 2 JF .

Corollary 7.2. Let X � PnC1 be a smooth degree d hypersurface. The Hodge
numbers increase up to the middle

hn;0.X/0 6 hn�1;1.X/0 6 � � � 6 hd n
2

e;b n
2

c.X/0:

Proof. Since the Hodge numbers are the same for all smooth degree d hypersur-
faces of PnC1, it is enough to show the corollary forX D fxd0 C� � �Cx

d
nC1 D 0g

the Fermat variety. By Griffiths’ basis theorem we know

hn�k;k.X/0 D #RFd.kC1/�n�2 D

D #

8<:xi00 � � � xinC1

nC1 W

nC1X
jD0

ij D d.k C 1/ � n � 2 ; 0 6 ij 6 d � 2 ; 8j D 0; : : : ; nC 1

9=;
D #

n
.i0; : : : ; inC1/ 2 f0; : : : ; d � 2g

nC2
W i0 C � � � C inC1 D d.k C 1/ � n � 2

o
:

Let us define

InN WD f.i0; : : : ; inC1/ 2 f0; : : : ; d � 2g
nC2
W i0 C � � � C inC1 D N g
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Thus, it is enough to show that

Ink 6 InkC1 ; 8 N < .d � 2/.
n

2
C 1/: (7.5)

Let us prove (7.5) by induction on n. Using the map

.i0; i1; : : : ; inC1/ 7! .i0 C 1; i1; : : : ; inC1/

we have the correspondence

#fi0 C � � � C inC1 D k ; i0 ¤ d � 2g D #fi0 C � � � C inC1 D k C 1 ; i0 ¤ 0g:

Therefore, (7.5) is reduced to show

In�1
k�.d�2/ 6 In�1

kC1 : (7.6)

If k C 1 6 .d � 2/.n�1
2
C 1/, then (7.6) follows by induction hypothesis. If

k C 1 > .d � 2/.n�1
2
C 1/, since k C 1 6 .d � 2/.n

2
C 1/, then

k � .d � 2/ < .d � 2/.nC 1/ � .k C 1/ < .d � 2/.
n � 1

2
C 1/:

It follows from induction hypothesis that

In�1
k�.d�2/ 6 In�1

.d�2/.nC1/�.kC1/ D I
n�1
kC1;

as desired. Note that the last equality is given by the correspondence

.i1; : : : ; inC1/ ! .d � 2 � i1; : : : ; d � 2 � inC1/:

Remark 7.2. The above property holds more generally for smooth complete in-
tersection projective varieties. For some references about this phenomenon see
Movasati (2021, p. 223).
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7.5 Carlson–Griffiths Theorem

In this section we give an explicit description in Čech cohomology of the residue
map for the generators given by Griffiths’ theorem. This was done by Carlson and
Griffiths (1980) as a consequence of Carlson–Griffiths Lemma (Theorem 6.2).

Let X � PnC1 be a smooth degree d hypersurface given by X D fF D 0g.
Recall thatH 0.PnC1;˝nC1

PnC1.nC 2// Š C is generated by

˝ D

nC1X
iD0

.�1/ixidx0 ^ � � � �dxi � � � ^ dxnC1:

Theorem 7.4 (Carlson and Griffiths (ibid.)). Let q 2 f0; 1; : : : ; ng,

P 2 H 0.PnC1;OPnC1.d.q C 1/ � n � 2//:

Then
res
�
P˝

F qC1

�
D
.�1/n

qŠ

�
P˝J

FJ

�
jJ jDq

2 H q.U ;˝n�q
X /: (7.7)

Where ˝J WD � @
@xjq

.� � � � @
@xj0

.˝/ � � � /, FJ WD Fj0
� � �Fjq

and U D fUignC1
iD0 is

the Jacobian covering restricted to X , given by Ui D fFi ¤ 0g \X .

Proof. Let U WD PnC1 nX . For l D 0; : : : ; q define

.l/! WD .1 �DH/l
�
P˝

F qC1

�
2 HnC1

dR .U=C/;

whereH is the operator defined in Definition 6.2. We claim

.l/!nC1�l
D

�
.q � l/Š.�1/nP

qŠ � F q�l

�
˝J

FJ
^
dF

F
C d � .�1/n

VJ

FJ

��
jJ jDl

2

2 C l.U ;˝nC1�l
PnC1 ..q � l C 1/X//;

where V WD dx0 ^ � � � ^ dxnC1, and VJ WD � @
@xjm

.� � � � @
@xj0

.V / � � � /. In fact, for

l D 0, the claim follows from the identity

˝

F
D
dF

F
^
˝.i/

Fi
C d �

V.i/

Fi
:



7.6. Computing the residue map in algebraic de Rham cohomology 131

(Which is obtained by contracting � @
@xi

to the equality dF ^ ˝ D d � F � V .)
Assuming the claim for l > 0, then

Hq�lC1.
.l/!n�lC1/J D

�.q � l � 1/ŠP

qŠ � F q�l

˝J

FJ
:

In consequence,

.lC1/!n�l
J D �ıHq�lC1.

.l/!nC1�l/J D
.q � l � 1/Š

qŠ

lC1X
mD0

.�1/m
P˝Jnfjmg

F q�lFJnfjmg

:

Using the following identity

˝J ^ dF C .�1/
nd � F � VJ D .�1/

n
lC1X
mD0

.�1/mFjm
˝Jnfjmg; (7.8)

(this identity is obtained by successive contraction of the identity dF ^ ˝ D
d � F � V by the � @

@xjm

, for m D 0; : : : ; l C 1) we obtain the claim for l C 1. In
conclusion

.q/!nC1�q
D

�
.�1/nP

qŠ

�
˝J

FJ
^
dF

F
C d � .�1/n

VJ

FJ

��
jJ jDq

2

2 C q.U ;˝nC1�q

PnC1 .logX//;

the rest is just to apply the residue map.

7.6 Computing the residue map in algebraic de Rham co-
homology

Using Carlson–Griffiths’ Lemma, it is possible to describe explicitly the residue
map in all algebraic de Rham cohomology, i.e. as an element of

res
�
P˝

F qC1

�
2 F n�qHn

dR.X=C/:

This is resumed in the following theorem.
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Theorem 7.5. Let q 2 f0; 1; : : : ; ng, P 2 H 0.PnC1;OPnC1.d.q C 1/� n� 2//.
For l D 0; : : : ; q define

.l/! WD .1 �DH/l
�
P˝

F qC1

�
:

Then, for each m D 0; : : : ; l

.l/!nC1�m
D

(
.l/˛nC1�m

J

F q�l

�
˝J

FJ
^
dF

F
C d � .�1/n

VJ

FJ

�)
jJ jDm

2

2 Cm.U ;˝nC1�m
PnC1 ..q C 1 � l/X//:

Where V WD dx0^� � �^dxnC1, VJ WD � @
@xjm

.� � � � @
@xj0

.V / � � � /, U is the Jacobian

covering of PnC1. And .l/˛nC1�m 2 Cm.U ;OPnC1.d.q � l CmC 1/� n� 2//

are such that

.l/˛nC1�m
J D

1

q � l C 1

 
.l�1/˛nC2�m

Jnfjkg
C FJnfjkg

@

@xjk

 
.l�1/˛nC1�m

J

FJ

!!
;

(7.9)
for any k 2 f0; : : : ; mg, and .0/˛nC1

j D .�1/nP for every j D 0; : : : ; nC 1.

Proof. Let us proceed by induction in l D 0; : : : ; q. The base case follows directly
from the identity

˝

F
D
dF

F
^
˝.i/

Fi
C d �

V.i/

Fi
:

(To obtain this identity just apply � @
@xi

to the identity dF ^˝ D d � FV .) Now,
assume the theorem is true for some l > 0. Then

.lC1/! D .1 �DH/.l/!:

For any m D 0; : : : ; l C 1 we have that

Hq�lC1.
.l/!nC1�m

J / D
.�1/nC1

.q � l/

.l/˛nC1�m
J ˝J

F q�lFJ
:

Consider the following identity

˝J ^ dQC .�1/
ngQVJ D .�1/

n
mX
kD0

.�1/kQjk
˝Jnfjkg; (7.10)
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for Q 2 C.x0; : : : ; xnC1/ homogeneous of degree g (this identity is obtained by
successive contraction of the identity dQ ^ ˝ D gQV by the � @

@xjk

, for k D

0; : : : ; m). Noting that

d˝J D .�1/
m.m � n � 1/VJ ;

and applying (7.10) toQ D .�1/nC1�m�.l/˛
nC1�m
J

.q�l/F q�lFJ
we obtain

dHq�lC1.
.l/!nC1�m

J / D

mX
kD0

.�1/k
@

@xjk

 
.�1/nC1�m

.q � l/

.l/˛nC1�m
J

F q�lFJ

!
˝Jnfjkg:

By the other hand, applying (7.10) forQ D F we get

.l/!nC1�m
J D .�1/n

mX
kD0

.�1/k

 
.l/˛nC1�m

J Fjk

F qC1�lFJ

!
˝Jnfjkg:

Using these relations we conclude

.lC1/!nC1�m
J D

D

mX
kD0

0BB@
.�1/n

q�l

�
.l/˛nC2�m

Jnfjkg
C FJnfjkg

@
@xjk

�
.l/˛

nC1�m
J

FJ

��
F q�lFJ

1CCA .�1/kFjk
˝Jnfjkg;

and the result follows if we prove that the expression

.l/EnC1�m
k

WD
.l/˛nC2�m

Jnfjkg
C FJnfjkg

@

@xjk

 
.l/˛nC1�m

J

FJ

!
(7.11)

is independent of k (and we conclude that .lC1/˛nC1�m
J D .l/EnC1�m

k
=.q � l/).

If l D 0 this is clear, and for l > 0we know by induction hypothesis this is true for
.l�1/EnC2�m

h
D .l/˛nC2�m

Jnfjkg
.q�lC1/ and .l�1/EnC1�m

h
D .l/˛nC1�m

J .q�lC1/,
i.e. we can write

.l/˛nC2�m
Jnfjkg

.q � l C 1/ D .l�1/˛nC3�m
Jnfjk ;jhg

C FJnfjk ;jhg

@

@xjh

 
.l�1/˛nC2�m

Jnfjkg

FJnfjkg

!
;
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and

.l/˛nC1�m
J .q � l C 1/ D .l�1/˛nC2�m

Jnfjhg
C FJnfjhg

@

@xjh

 
.l�1/˛nC1�m

J

FJ

!
;

for h 2 f0; : : : ; mg n fkg. Replacing this in (7.11) we obtain

.l/EnC1�m
k

D
S.k; h/

q � l C 1
�

@2F
@xjk

@xjh

Fjk
Fjh

.l�1/EnC1�m
h

;

where

S.k; h/ WD .l�1/˛nC3�m
Jnfjk ;jhg

C FJnfjk ;jhg

�
@2

@xjk
@xjh

�
.l�1/˛

nC1�m
J

FJ

�
C

@
@xjk

�
.l�1/˛

nC2�m

J nfjhg

FJ nfjhg

�
C

@
@xjh

�
.l�1/˛

nC2�m

J nfjkg

FJ nfjkg

��
D S.h; k/;

is a symmetric expression in terms of k and h. Since
.l�1/EnC1�m

h
D
.l�1/EnC1�m

k

we conclude
.l/EnC1�m

k
D
.l/EnC1�m

h
;

as desired.

Remark 7.3. Theorem 7.5 is giving us an explicit expression ofP˝=F qC1 in hy-
percohomology with meromorphic forms with logarithmic poles alongX , namely
.q/!. By (7.9) we know that

.l/˛nC1�l
J D

1

.q � l C 1/
.l�1/˛nC2�l

Jnfjkg
;

for l D 0; : : : ; q. Recursively, we get the expression

.q/˛
nC1�q
J D

1

qŠ
.0/˛nC1

j D
.�1/nP

qŠ
:

In consequence,

.q/!nC1�q
D

�
.�1/nP

qŠ

�
˝J

FJ
^
dF

F
C d � .�1/n

VJ

FJ

��
jJ jDq

2

2 Cm.U ;˝nC1�q

PnC1 .logX//:

Applying residue to .q/!, we obtain Carlson–Griffiths’ Theorem 7.4.
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7.7 Cup product for hypersurfaces
Now we have all the necessary tools to describe the cup product for hypersurfaces.
We content ourselves with the following result due to Carlson and Griffiths (1980,
Theorem 2).

Theorem 7.6. Let pC q D n. For every P;Q 2 CŒx0; : : : ; xnC1� with degP D
d.q C 1/ � n � 2 and degQ D d.p C 1/ � n � 2 we have

res
�
P˝

F qC1

�
[ res

�
Q˝

F pC1

�
D 0 if and only if PQ 2 JF :

The proof of the above theorem will be given in the next chapter as a con-
sequence of our computations of periods, see Proposition 8.4. The following is
the explicit computation of the cup in the Čech cohomology group Hn.X;˝nX /

relative to the Jacobian covering.

Proposition 7.2. LetpCq D n. ConsiderP;Q 2 CŒx0; : : : ; xnC1� homogeneous
polynomials with degP D d.qC1/�n�2 and degQ D d.pC1/�n�2. Then
for every m D 0; : : : ; nC 1�
res
�
P˝

F qC1

�
[ res

�
Q˝

F pC1

��n
0����m���nC1

D

8<: .�1/pCmPQxm˝.qC1/Fm

pŠ�qŠF0���FnC1�FqC1
if m 6 q;

.�1/pCmPQxm˝.q/Fm

pŠ�qŠF0���FnC1�Fq
if m > q:

Proof. Since res
�
P˝
F qC1

�
2 F pHn

dR.X=C/ and res
�
Q˝

F pC1

�
2 F qHn

dR.X=C/ it
follows from the cup product formula (Theorem 5.3) that�

res
�
P˝

F qC1

�
[ res

�
Q˝

F pC1

��n
0����m���nC1

D

D

m�1X
rD0

.�1/nCr

�
res
�
P˝

F qC1

��n�r

0���r

^

�
res
�
Q˝

F pC1

��r
r ����m���nC1

C

C

nC1X
rDmC1

.�1/nCrC1

�
res
�
P˝

F qC1

��n�rC1

0����m���r

^

�
res
�
Q˝

F pC1

��r�1

r ���nC1

D

D

8̂<̂
: .�1/p

�
res
�
P˝
F qC1

��p
0���q
^

�
res
�
Q˝

F pC1

��q
q����m���nC1

if q < m;

.�1/p
�
res
�
P˝
F qC1

��p
0����m���qC1

^

�
res
�
Q˝

F pC1

��q
qC1���nC1

if q > m:
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By Carlson–Griffiths theorem (Theorem 7.4) we can compute this explicitly as

�
res
�
P˝

F qC1

�
[ res

�
Q˝

F pC1

��n
0����m���nC1

D

D

8<: .�1/pPQ
pŠ PqŠ

˝.0���q/

F0���q
^
˝.q��� Om���nC1/

Fq��� Om���nC1
if q < m;

.�1/pPQ
pŠ PqŠ

˝.0��� Om���qC1/

F0��� Om���qC1
^
˝.qC1���nC1/

FqC1���nC1
if q > m:

The result follows from the next identities

˝.0���q/ ^˝.q����m���nC1/ D .�1/
qC1�E � @

@xq

�
V.0���q�1/

�
^˝.q����m���nC1/

D .�1/qC1�E � @
@xq

�
V.0���q�1/ ^˝.q����m���nC1/

�
D .�1/qC1�E � @

@xq

�
V.0���q�1/^

^ .�1/.nC1/q�m..�1/qxmdx0 ^ � � � ^ dxq�1C

C

q�1X
jD0

.�1/jxjdx0 ^ � � � �dxj � � � ^ dxq�1 ^ dxm/

1A
D .�1/.nC1/qCmC1xm�E � @

@xq

.dxq ^ � � � ^ dxnC1^

^ dx0 ^ � � � ^ dxq�1/

D .�1/mC1xm�E � @
@xq

.V /

D .�1/mxm˝.q/;
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and similarly

˝.0����m���qC1/ ^˝.qC1���nC1/ D .�1/
qC1�E � @

@xqC1

�
V.0����m���q/

�
^˝.qC1���nC1/

D .�1/qC1�E � @
@xqC1

�
V.0����m���q/ ^˝.qC1���nC1/

�
D .�1/qC1�E � @

@xqC1

�
V.0����m���q/^

^ .�1/nq
qX
jD0

.�1/jxjdx0 ^ � � � �dxj � � � ^ dxq
1A

D .�1/nqC1xm�E � @
@xqC1

.dxm ^ dxqC1 ^ � � � ^

^ dxnC1 ^ dx0 ^ � � � �dxm � � � ^ dxq/
D .�1/mC1xm�E � @

@xqC1

.V / D .�1/mxm˝.qC1/:



8 Periods of
algebraic

cycles

In its early phase (Abel, Riemann, Weierstrass), algebraic geometry was just a
chapter in analytic function theory, Solomon Lefschetz (1968).

8.1 Introduction

Periods of algebraic cycles play a fundamental role when we look at Hodge con-
jecture in families. In fact, they determine the cohomology class of the algebraic
cycle which together with the infinitesimal variation of Hodge structure gives us
the tangent space of the underlying Hodge locus. This is our main motivation to
compute those periods, and it is the central topic of this chapter. Since non-zero
dimensional algebraic cycles cannot lie inside affine varieties, their periods do not
fit well into the multiple integral context of Picard and Simart (1897, 1906). This
has actually produced Picard’s �0 puzzle, for details see Movasati (2021, Chapter
3). Historically, the first use of periods of algebraic cycles in the literature is by
Deligne, Milne, et al. (1982, Proposition 1.5) which leads him to define the notion
of an absolute Hodge cycle. This has been reproduced in Proposition 5.11. When
algebraic cycles are known exactly, which is the case in this chapter, computation
of such periods can be done by theoretical Čech cohomology manipulations such
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as in Carlson and Griffiths (1980), and this eventually leads us to the verification
of the alternative Hodge conjecture in explicit examples. This method was sug-
gested by Movasati (2017b, Section 3.5) and carried out by Movasati and Villaflor
(2018) for linear algebraic cycles. The full computation for complete intersection
algebraic cycles was done by the second author in his thesis, see Villaflor (2019,
n.d.[a]), and this is the main content of this chapter. The applications are left to
Chapters 11 and 12 in which we discuss the variational and alternative Hodge
conjecture. For Fermat varieties the periods are known exactly and the problem
reduces to finding algebraic relations between values of the Gamma function on
rational numbers, see Deligne, Milne, et al. (1982, Section 7) and Movasati (2021,
Chapter 16).

In Proposition 5.11 we have already seen that integration over algebraic cycles
is a purely algebraic operation. In this chapter we consider the case of an even di-
mensional smooth hypersurface X D fF D 0g � PnC1 given by a homogeneous
polynomial F of degree d . Every n

2
-dimensional subvariety Z of X determines

an algebraic cycle ŒZ� 2 Hn.X;Z/: Recall that by Griffiths’ Theorem 7.2, each
piece of the Hodge filtration is generated by the differential forms

!P WD res
�
P˝

F qC1

�
2 F n�qHn

dR.X=C/0;

for P 2 CŒx0; : : : ; xnC1�d.qC1/�n�2. Note that, since Z is a projective variety
of positive dimension, it intersects every divisor of X . This means that it is im-
possible to find an affine chart of X containing Z, and hence, the computation of
periods of Z by calculus methods would be impossible. Our strategy to compute
the periods is to reduce the computation to a period of some projective space PN .

As mentioned before, the content of this chapter was mainly taken from Vil-
laflor (n.d.[a]). Nevertheless we alert the reader that if one compares those results
with the corresponding ones in this book, one encounters several sign discrepan-
cies. These differences are due to our choice of the differentialD D ı C .�1/qd
in algebraic de Rham cohomology (in Villaflor (ibid.) the chosen differential in
algebraic de Rham cohomology isD0 D d C .�1/pı).

8.2 Periods of top forms
In Section 5.10 we computed the period of the standard top form relative to the
standard covering of PN . Using Corollary 5.3 we can compute the periods of top
forms in PN described with other open coverings (not just the standard one), for
instance the Jacobian covering associated to a smooth hypersurface.
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Proposition 8.1. Let f0; : : : ; fN 2 CŒx0; : : : ; xN �d homogeneous polynomials
of the same degree d > 0, such that

ff0 D � � � D fN D 0g D ¿:

They define the finite morphism F W PN ! PN given by

F.x0 W � � � W xN / WD .f0 W � � � W fN /:

Let UF D fVigNiD0 be the open covering associated, i.e. Vi D ffi ¤ 0g. Then the
top form

˝F

f0 � � � fN
WD

PN
iD0.�1/

ifi �dfi
f0 � � � fN

2 HN .UF ;˝NPN /;

has period Z
PN

˝F

f0 � � � fN
D dN � .�1/.

N
2 /.2�

p
�1/N :

Proof. If˝ is the standard top form associated to the standard covering, applying
Corollary 5.3 we get F�1.U/ D UF and F �˝ D ˝F . Then it follows from
topological degree theory thatZ

PN

˝F

f0 � � � fN
D deg.F / �

Z
PN

˝

x0 � � � xN
D deg.F / � .�1/.

N
2 /.2�

p
�1/N :

Since F is defined by a base point free linear system, the fiber of F is generically
reduced by Bertini’s theorem (see Hartshorne (1977, p. 179)), and corresponds to
dN points by Bézout’s theorem, i.e. deg.F / D dN .

Before going further we will recall the following theorem due to Macaulay
(for a proof see Voisin (2003, Theorem 6.19)):

Theorem 8.1 (Macaulay (1916)). Given f0; : : : ; fN 2 CŒx0; : : : ; xN � homoge-
neous polynomials with deg.fi / D di and

ff0 D � � � D fN D 0g D ¿:

Letting

R WD
CŒx0; : : : ; xN �

hf0; : : : ; fN i
;

then for � WD
PN
iD0.di � 1/, we have that
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(i) For every 0 6 i 6 � the product Ri �R��i ! R� is a perfect pairing.

(ii) dimC R� D 1.

(iii) Re D 0 for e > � .

Definition 8.1. A ring of the formR D CŒx0; : : : ; xN �=I for some homogeneous
ideal I is called an Artinian Gorenstein algebra of socle degree � , if there exist
� 2 N such thatR satisfies properties (i), (ii) and (iii) of Macaulay’s Theorem 8.1.
We also say that I is an Artinian Gorenstein ideal of socle � .

Remark 8.1. It is easy to see (using Euler’s identity) that

˝F D d
�1 det.Jac.F //˝

where Jac.F / D
h
@fi

@xj

i
06i;j6N

is the Jacobian matrix of F . Any element of

HN .UF ;˝NPN / is of the form

! D
P˝

f
˛0

0 � � � f
˛N

N

where ˛0; : : : ; ˛N 2 Z>0 with d � .˛0 C � � � C ˛N / D deg.P /C N C 1. Using
Macaulay’s Theorem 8.1, we see that

P D
X

d.ˇ0C���CˇN /Ddeg.P /�d.NC1/

f
ˇ0

0 � � � f
ˇN

N Pˇ

with deg.Pˇ / D .d � 1/.N C 1/ D � . This reduces the problem of computation
of periods, to forms of the form

Pˇ˝

f
˛0

0 � � � f
˛N

N

; (8.1)

with ˛0; : : : ; ˛N 2 Z such that ˛0 C � � � C ˛N D N C 1 and deg.Pˇ / D .d �

1/.NC1/. It is clear that such a form represents an exact top form ofPN if some ˛i
is non-positive (in fact, it is equivalent to show that it is zero in hypercohomology
and this is clear because the form extends to a d -closed form on V

0���Oi ���N
, as in the

proof of Proposition 5.9) then we reduce the computation to forms of the form

Q˝

f0 � � � fN
;

where deg.Q/ D � .
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Corollary 8.1. IfQ 2 CŒx0; : : : ; xN �� , thenZ
PN

Q˝

f0 � � � fN
D c � dNC1

� .�1/.
N
2 /.2�

p
�1/N ;

where c 2 C is the unique number such that

Q � c � det.Jac.F // (mod hf0; : : : ; fN i).

Proof. To show the existence and uniqueness of c 2 C we use item (ii) ofMacaulay’s
Theorem 8.1. So, it is enough to show

det.Jac.F // … hf0; : : : ; fN i:

This is direct from the previous considerations and the fact

˝F

f0 � � � fN
2 HN .PN ;˝NPN /

does not represent an exact top form by Proposition 8.1.

Remark 8.2. In summary, the computation of the period reduces to the computa-
tion of such constant c that relatesQ with det.Jac.F // in R� .

8.3 Coboundary map
In order to compute periods of complete intersection algebraic cycles, we need to
compute periods of smooth hyperplane sections Y of a given projective smooth
variety X . In other words, for Y ,! X a smooth hypersurface given by fF D 0g,
we need an explicit description of the isomorphism

Hn.Y;˝nY /
�
' HnC1.X;˝nC1

X /; (8.2)
! 7! e!

together with the relation of periods, that is, the number a 2 C such thatZ
X

e! D a Z
Y

!:

For this purpose recall the exact sequence (6.3)

� � � ! HkC1
dR .X=C/! HkC1

dR .U=C/
res
�! Hk

dR.Y=C/
�
�! HkC2

dR .X=C/! � � � ;
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induced by the short exact sequence of complexes

0! ˝�
X ! ˝�

X .logY /
res
�! j�˝

��1
Y ! 0:

SinceH 2nC1
dR .U / D H 2nC2

dR .U / D 0, the coboundary map is an isomorphism

H 2n
dR .Y=C/

�
' H 2nC2

dR .X=C/:

These vector spaces are one dimensional, and � preserves the Hodge filtration.
Therefore, it induces the desired isomorphism in (8.2).

Proposition 8.2. Let X � PN be an smooth complete intersection of dimension
n C 1, and Y � X be a smooth hyperplane section given by fF D 0g \ X ,
for some homogeneous F 2 CŒx0; : : : ; xN �d . Let ! 2 C n.X;˝nX / such that

!jY 2 ker.C n.Y;˝nY /
ı
�! C nC1.Y;˝nC1

Y //. For any ! 2 C n.X;˝nC1
X .logY //

such that
! � ! ^

dF

F
(mod C n.X;˝nC1

X //;

we have

�.!/ D e! WD ı.!/ 2 ker.C nC1.X;˝nC1
X /

ı
�! C nC2.X;˝nC1

X //:

Furthermore,e! 2 HnC1.X;˝nC1
X / is uniquely determined by!jY 2 Hn.Y;˝nY /

and Z
X

e! D �2�p�1 Z
Y

!:

Remark 8.3. Since any hypersurface section fF D 0g \ X as above is a hyper-
plane section after using a Veronese embedding (see for instance Movasati (2021,
Section 5.2)) we will only use the latter.

Proof. Themap described in the proposition is the coboundary map � , i.e. �.!/ De!. Therefore, it is left to prove the period relation. By the fact that � is an isomor-
phism of one dimensional spaces we have a constant aX;Y 2 C� such thatZ

X

�.!/ D aX;Y

Z
Y

!;

for every ! 2 Hn.Y;˝nY /. Since X is a complete intersection, Lefschetz hy-
perplane section theorem (see for instance Movasati (ibid., Chapter 4)) implies
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ŒY � D d � ŒX \ PN�1� for some general hyperplane PN�1 � PN , and so we can
assume F D xdN . Let us evaluate the above period relation at ! D �

n. By (5.14)
we have for the standard open covering of PN that

�ni0���in
D .�1/.

nC1
2 /

�
dxi0
xi0
�
dxi1
xi1

�
^

�
dxi1
xi1
�
dxi2
xi2

�
^ � � � ^

�
dxin�1

xin�1

�
dxin
xin

�
D .�1/.

n
2/
�
dxi1
xi1
�
dxi0
xi0

�
^

�
dxi2
xi2
�
dxi0
xi0

�
^ � � � ^

�
dxin
xin
�
dxi0
xi0

�
:

Thus

!i0���in D

d �.�1/.
n
2/
�
dxi1
xi1
�
dxi0
xi0

�
^

�
dxi2
xi2
�
dxi0
xi0

�
^� � �^

�
dxin
xin
�
dxi0
xi0

�
^

�
dxN

xN
�
dxi0
xi0

�
;

hence

�.�n/i0���inC1
D

D d � .�1/.
n�1

2 /
�
dxi1
xi1
�
dxi0
xi0

�
^

�
dxi2
xi2
�
dxi0
xi0

�
^ � � � ^

�
dxinC1

xinC1

�
dxi0
xi0

�
D

D �d � �nC1
i0���inC1

:

By Proposition 5.4 it follows that

� d � deg.X/
�
2�
p
�1
�nC1

D

Z
X

�.�n/ D

D aX;Y

Z
Y

�n D aX;Y � deg.Y /
�
2�
p
�1
�n

and so aX;Y D �2�
p
�1.

8.4 Periods of complete intersection algebraic cycles
In this section we compute periods of complete intersection algebraic cycles inside
a smooth hypersurfaceX � PnC1, of even dimension n. After Carlson–Griffiths’
theorem we know that the integrands in these periods are of the form

!P D res
�
P˝

F
n
2

C1

�n
2
;n

2

D
1
n
2
Š

�
P˝J

FJ

�
jJ jD n

2

2 H
n
2 .X;˝

n
2

X /; (8.3)



8.4. Periods of complete intersection algebraic cycles 145

where P 2 CŒx0; : : : ; xnC1�� , and � D .d �2/.n2C1/. In order to compute these
periods over a complete intersection subvariety Z of PnC1 (contained in X ), the
main ingredient is the explicit description of the coboundary map. For a complete
intersection Z � X of dimension n

2
, we construct a chain of subvarieties

Z D Z0 � Z1 � Z2 � � � � � Zn
2

C1 D PnC1;

where eachZi is a hypersurface section ofZiC1, and apply inductively the cobound-
ary map, to reduce the computation of the period of Z to the computation of the
integral of a top form in PnC1. Recall that for functions F W CnC1 ! C and
H D .H0;H1; : : : ;HnC1/ W CnC1 ! CnC1 the Hessian and Jacobian matrices
are defined in the following way:

Hess.F / WD
�
@2F

@xi@xj

�
.nC1/�.nC1/

; Jac.H/ WD
�
@Hi

@xj

�
.nC1/�.nC1/

(8.4)

Theorem 8.2 (Villaflor (n.d.[a])). LetX � PnC1 be a smooth hypersurface given
by X D fF D 0g. Suppose

F D f1g1 C � � � C fn
2

C1gn
2

C1;

such that Z WD ff1 D � � � D fn
2

C1 D 0g � X is a complete intersection (i.e.
dim.Z/ D n

2
). Define

H D .h0; : : : ; hnC1/ WD .f1; g1; f2; g2; : : : ; fn
2

C1; gn
2

C1/:

Then Z
Z

!P D
.�2�

p
�1/

n
2

n
2
Š

c � .d � 1/nC2; (8.5)

where !P is given by (8.3), and c 2 C is the unique number such that

P � det.Jac.H// � c � det.Hess.F // (mod JF /:

Remark 8.4. To understand the statement of Theorem 8.2 recall that Macaulay’s
Theorem 8.1 implies that the Jacobian ring

RF D
CŒx0; : : : ; xnC1�

JF
;
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where JF D hF0; : : : ; FnC1i is the Jacobian ideal, is an Artinian Gorenstein al-
gebra of socle 2� . In particular dimC R

F
2� D 1. Furthermore, by Proposition 8.1

and Remark 8.1, RF2� is generated by det.Hess.F //. In consequence, for any pair
of polynomials P;Q 2 CŒx0; : : : ; xnC1�� there exists a unique c 2 C such that

P �Q � c � det.Hess.F // (mod JF /:

Definition 8.2. We say that a algebraic cycle ı 2 Hn.X;Z/ is of complete inter-
section type if

ı D

kX
iD1

ni ŒZi �;

for Z1; : : : ; Zk � X a set of n
2
-dimensional subvarieties that are complete inter-

section inside PnC1, given by

Zi D ffi;1 D � � � D fi;n
2

C1 D 0g; i D 1; : : : ; k;

such that there exist gi;1; : : : ; gi;k 2 CŒx0; : : : ; xnC1� with

F D

n
2

C1X
jD1

fi;jgi;j :

For such an algebraic cycle, we define its associated polynomial

Pı WD

kX
iD1

ni � det.Jac.Hi // 2 RF� ;

where � WD .d � 1/.n
2
C 1/ andHi WD .fi;1; gi;1; : : : ; fi;n

2
C1; gi;n

2
C1/.

Remark 8.5. Theorem 8.2 tells us that in order to compute the periods of a com-
plete intersection type cycle ı it is enough to know its associated polynomialPı . In
fact, we are determining the Poincaré dual of the cycle ı in primitive cohomology

ı
pd
0 D res

�
Pı˝

F
n
2

C1

�n
2
;n

2

2 H
n
2
;n

2 .X/0;

that is, it satisfies (up to some constant non-zero factor)
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Z
ı

! D

Z
X

! [ res
�
Pı˝

F
n
2

C1

�
; 8! 2 Hn

dR.X/0.

Let ! D !P be as in (8.3). In order to prove Theorem 8.2, we will use Propo-
sition 8.2 to construct inductively

!.0/ WD !jZ 2 H
n
2 .Z;˝

n
2

Z /;

!.l/ WD
A
!.l�1/ 2 H

n
2

Cl.Zl ;˝
n
2

Cl

Zl
/; l D 1; : : : ;

n

2
C 1

with Zl WD fflC1 D � � � D fn
2

C1 D 0g � PnC1 and Z0 D Z and Zn
2

C1 D

PnC1.

Proposition 8.3. Both sides of the periods equation (8.5) depend continuously on
the parameters

.f1; g1; : : : ; fn
2

C1; gn
2

C1/ 2

n
2

C1M
iD1

CŒx0; : : : ; xnC1�di
˚CŒx0; : : : ; xnC1�d�di

;

such that F WD f1g1 C � � � C fn
2

C1gn
2

C1.

Proof. Consider

U WD

8<:.f1; g1; : : : ; fn
2

C1; gn
2

C1/ 2

n
2

C1M
iD1

CŒx�di
˚CŒx�d�di

W

X WD ff1g1 C � � � C fn
2

C1gn
2

C1 D 0g is smooth and

Z WD ff1 D f2 D � � � D fn
2

C1 D 0g is a complete intersection
o
:

Let � WD .d�2/.n
2
C1/ and fix anyP 2 CŒx�� . For .f1; g1; : : : ; fn

2
C1; gn

2
C1/ 2

U , we know that the Jacobian ideal JF WD h @F
@x0
; : : : ; @F

@xnC1
i (whereF WD f1g1C

� � � C fn
2

C1gn
2

C1 2 CŒx�d ) is Artinian Gorenstein of soc.JF / D 2� , and that
det.Hess.F // 2 CŒx�2� n JF2� (by Corollary 8.1). Therefore there exists a unique
number c 2 C such that

P � det.Jac.f1; g1; : : : ; fn
2

C1; gn
2

C1// � c � det.Hess.F // .mod JF /:
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We claim that this number c depends continuously on

� WD .f1; g1; : : : ; fn
2

C1; gn
2

C1/ 2 U:

In fact, consider the C-vector space V WD CŒx�2� . For every � 2 U define the
hyperplane V� WD JF2� � V , we claim that V� varies continuously with respect to
� in the space of hyperplanes of V , in fact, each V� is generated as C-vector space
by the vectors

V� D

�
@F�

@xi
xI W i D 0; : : : ; nC 1; xI monomials with jI j D 2� � d C 1

�
;

where F� WD F D f1g1 C � � � C fn
2

C1gn
2

C1, and each of these vectors depend
continuously on � 2 U (here we are using the non-trivial fact that we know a
priori that the generated spaces are hyperplanes). In consequence, there exists a
continuous map

' W U ! P .V �/

such that V� D Ker '�. Now we can compute c in terms of continuous functions
depending on � 2 U as

c D
'�.P � det.Jac.�///
'�.det.Hess.F�///

:

Remark 8.6. In order to use the coboundary map, we will assume that every Zl
is a smooth hyperplane section of Zl�1. We can reduce ourselves to this situation
by noticing this will hold for a general pair .Z;X/ satisfying the hypothesis of the
theorem, then by continuity the result will extend to every such pair.

Lemma 8.1. For each l D 0; : : : ; n
2
C1 and J D fj0; : : : ; jn

2
Clg � f0; : : : ; nC1g
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let K D fk0; : : : ; kn
2

�lg D f0; 1; : : : ; nC 1g n J . We have

.!.l//J D
.�1/

.
n
2

C2

2
/Cj0C���Cjn

2
ClP � d l � d1 � d2 � � � dl

n
2
Š � FJ

�24 lX
mD1

.�1/m�1gm
�dgm
d

n
2

�l^
rD0

dxkr

l̂

tD1

dft

dt
C

C.�1/l

n
2

�lX
pD0

.�1/pxkp

l̂

sD1

dgs

d
^ �dxkp

^

l̂

tD1

dft

dt

C.�1/
n
2

Cl
lX

qD1

�dgq
d
^
dF

d

n
2

�l^
rD0

dxkr
^

�dfq
dq

35 ;

Proof. We proceed by induction on l :

l D 0: We have

˝J WD � @
@xj n

2

.� � � � @
@xj0

.˝/ � � � / D .�1/
j0C���Cjn

2
C.

n
2

C2

2
/

n
2X
lD0

.�1/lxkl
�dxkl
;

(8.6)
This gives us

.!.0//j0���jn
2

D .!/j0���jn
2

D
.�1/

.
n
2

C2

2
/Cj0C���Cjn

2 P
n
2
Š � FJ

24 n
2X

pD0

.�1/pxkp
�dxkp

35 :
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l ) l C 1:

.!.l//J ^
dflC1

flC1
�
.�1/

.
n
2

C2

2
/Cj0C���Cjn

2
ClPd ld1 � � � dlC1

n
2
Š � FJ � flC1

�

24 lX
mD1

.�1/m�1gm
�dgm
d

n
2

�l^
rD0

dxkr

lC1̂

tD1

dft

dt

C.�1/l

n
2

�lX
pD0

.�1/pxkp

l̂

sD1

dgs

d
^ �dxkp

^

lC1̂

tD1

dft

dt

C.�1/
n
2

Cl

lX
qD1

�dgq
d
^
dF

d

n
2

�l^
rD0

dxkr
^

�dfq
dq
^
dflC1

dlC1

C.�1/
n
2

ClC1flC1

lC1X
uD1

�dgu
du

n
2

�l^
rD0

dxkr
^

�dfu
du

35 :
Applying ı of the Čech cohomology we get

!
.lC1/
J D

.�1/
.

n
2

C2

2
/Cj0C���Cj n

2
ClC1d ld1 � � �dlC1

n
2
Š �FJ � flC1

�

24 lX
mD1

.�1/m�1gm

�dgm

d
^

0@ n
2 ClC1X

pD0

Fjp
dxjp

1A n
2 �l�1^

rD0

dxkr

lC1̂

tD1

dft

dt

C.�1/l

0@ n
2 ClC1X

pD0

Fjp
xjp

1A l̂

sD1

dgs

d

n
2 �l�1^

qD0

dxkq

lC1̂

tD1

dft

dt

C.�1/lC1

n
2 �l�1X
pD0

.�1/pxkp

l̂

sD1

dgs

d
^

0@ n
2 ClC1X

rD0

Fjr
dxjr

1A^ �dxkp

lC1̂

tD1

dft

dt

C.�1/
n
2 Cl

lX
qD1

�dgq

d
^
dF

d
^

0@ n
2 ClC1X

pD0

Fjp
dxjp

1A n
2 �l�1^

rD0

dxkr
^

�dfq

dq

^
dflC1

dlC1

C.�1/
n
2 ClC1flC1

lC1X
uD1

�dgu

du

^

0@ n
2 ClC1X

pD0

Fjp
dxjp

1A n
2 �l^
rD0

dxkr
^

�dfu

du

35



8.4. Periods of complete intersection algebraic cycles 151

D
.�1/

.
n
2

C2

2
/Cj0C���Cj n

2
ClC1

d l d1 � � � dlC1
n
2 Š � FJ � flC1

264 lX
mD1

.�1/m�1gm

�dgm

d
^

dF

d

n
2

�l�1^
rD0

dxkr

lC1̂

tD1

dft

dt

C.�1/l F

l̂

sD1

dgs

d

n
2

�l�1^
qD0

dxkq

lC1̂

tD1

dft

dt
C .�1/lC1

n
2

�l�1X
pD0

.�1/pxkp

l̂

sD1

dgs

d
^

dF

d
^ �dxkp

lC1̂

tD1

dft

dt

C.�1/
n
2

Cl
lX

qD1

�dgq

d
^

dF

d
^

dF

d

n
2

�l�1^
rD0

dxkr ^
�dfq

dq
^

dflC1

dlC1

C.�1/
n
2

ClC1
flC1

lC1X
uD1

�dgu

du
^

dF

d

n
2

�l^
rD0

dxkr ^
�dfu

du

375 :

Replacing F D f1g1 C � � � C fn
2

C1gn
2

C1 in the first three expressions we finish
the induction.

Proof of Theorem 8.2. Using Lemma 8.1 for l D n
2
C 1 we get

.!.
n
2 C1//0���nC1 D

.�1/
.

n
2

C1

2
/
Pd

n
2 C1d1 � � � dn

2 C1

n
2 Š � F0 � � �FnC1

24n
2 C1X
mD1

.�1/m�1gm
�dgm
d

n
2 C1^
tD1

dft

dt

C.�1/nC1

n
2 C1X
qD1

�dgq
d
^
dF

d
^

�dfq
dq

35 :
Replacing F D f1g1 C � � � C fn

2
C1gn

2
C1 we obtain

.!.
n
2 C1//0���nC1 D

.�1/
.

n
2

C1

2
/
Pd

n
2 C1d1 � � � dn

2 C1

n
2 Š � F0 � � �FnC1

24n
2 C1X
mD1

.�1/m�1

�
d � dm

d

�
gm

�dgm
d

n
2 C1^
tD1

dft

dt

C.�1/
n
2

n
2 C1X
qD1

.�1/qfq

n
2 C1^
sD1

dgs

d
^

�dfq
dq

35 ;
in other words

.!.
n
2

C1//0���nC1 D
.�1/

n
2

C1Pe0 � � � enC1
n
2
Š � F0 � � �FnC1

nC1X
kD0

.�1/khk
�dhk
ek

;

where ek D deg.hk/. Replacing ei � hi D
nC1X
jD0

@hi

@xj
� xj and dhi D

nC1X
jD0

@hi

@xj
dxj

we obtain

.z!
.n

2
C1/

i /0���nC1 D
.�1/

n
2

C1P � det.Jac.H//
n
2
Š � F0 � � �FnC1

nC1X
kD0

.�1/kxk �dxk :
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The theorem follows from Proposition 8.2, Proposition 5.7, and Corollary 8.1.

8.5 Cohomology class of complete intersection algebraic
cycles

In this section we rewrite Theorem 8.2 in the language of cohomology class of
algebraic cycles.

Theorem 8.3. Let X � PnC1 be a smooth degree d hypersurface of even dimen-
sion n given by X D fF D 0g. Suppose thatZ WD ff1 D � � � D fn

2
C1 D 0g � X

is a complete intersection inside PnC1 and

I.Z/ D hf1; : : : ; fn
2

C1i � CŒx0; : : : ; xnC1�:

Write
F D f1g1 C � � � C fn

2
C1gn

2
C1;

and define

H D .h0; : : : ; hnC1/ WD .f1; g1; : : : ; fn
2

C1; gn
2

C1/:

Then

ŒZ� D
deg.Z/
deg.X/

�
n
2 �

n
2
Š.�1/

n
2

deg.X/
res
�
det.Jac.H//˝

F
n
2

C1

�n
2
;n

2

2 H
n
2
;n

2 .X/;

where

˝ D

nC1X
iD0

.�1/ixidx0 ^ � � � �dxi � � � ^ dxnC1

is the generator of H 0.PnC1;˝nC1
PnC1.nC 2// and � 2 H 1;1.X/ is the polariza-

tion.

After Griffiths basis theorem we know that

ŒZ� D .!PZ
/

n
2
;n

2 C ˛�
n
2 2 H

n
2
;n

2 .X/ (8.7)

for some ˛ 2 C and somePZ 2 CŒx0; : : : ; xnC1�.d�2/.n
2

C1/. In order to compute
˛ let us integrate the polarization � n

2 over Z

deg.Z/ D
1

.2�
p
�1/

n
2

Z
Z

�
n
2 D

1

.2�
p
�1/n

Z
X

�
n
2 [ ˛�

n
2 D ˛ � deg.X/;
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and so ˛ D deg.Z/
deg.X/ . We will need the following fact whose proof was essentially

done in the proof of Carlson and Griffiths (1980, Theorem 2).

Proposition 8.4. LetX � PnC1 be a smooth degree d hypersurface of dimension
n (not necessarily even). For every pair of homogeneous polynomials P;Q 2
CŒx0; : : : ; xnC1� with degP D .qC 1/d � n� 2 and degQ D .pC 1/d � n� 2
for p C q D n, thenZ

X

!P [ !Q D
.�1/.

nC1
2 /CqC1.2�

p
�1/n

pŠqŠ
c � .d � 1/nC2d;

where c 2 C is the unique number such that

PQ � c � det.Hess.F // .mod JF /:

Proof. Let U be the Jacobian covering of PnC1. By (8.3) we know explicitly how
.!P /

p;p and .!Q/q;q look like in Čech cohomology. Then we can also compute
.!P [ !Q/

n;n 2 Hn.U ;˝nX / by performing the twisted product (see Proposi-
tion 7.2)

..!P /
p;p
[ .!Q/

q;q/0����m���nC1 D

8<: .�1/pCmPQxm˝.qC1/Fm

pŠqŠF0���FnC1�FqC1
if m 6 q

.�1/pCmPQxm˝.q/Fm

pŠqŠF0���FnC1�Fq
if m > q

where ˝.i/ D � @
@xi

.˝/ for i D q; q C 1. A direct application of Proposition 8.2
gives us Z

PnC1

e! D �2�p�1 Z
X

!P [ !Q;

for e! D d � .�1/qPQ˝

pŠqŠF0 � � �FnC1
2 C nC1.U ;˝nC1

PnC1/:

The result follows from Corollary 8.1.

Proof of Theorem 8.3. Let

RZ WD
.�1/

n
2

C1 n
2
Š

deg.X/
det.Jac.H// 2 CŒx0; : : : ; xnC1�.d�2/.n

2
C1/
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we claim that PZ D RZ (where PZ is given by (8.7)). In fact, since the wedge
product inHn

dR.X/prim is not degenerated it is enough to check that

1

.2�
p
�1/

n
2

Z
Z

!P D
1

.2�
p
�1/n

Z
X

!PZ
[!P D

1

.2�
p
�1/n

Z
X

!RZ
[!P ;

8P 2 CŒx0; : : : ; xnC1�.d�2/.n
2

C1/, which follows from Theorem 8.2 and Propo-
sition 8.4.

Proof of Theorem 7.6. Since Hn.X;˝nX / D C � �n and
R
X �

n ¤ 0, it follows
that

!P [ !Q D 0 ()

Z
X

!P [ !Q D 0 () c D 0 () PQ 2 JF :

8.6 Applications

We denote by CHn.X/cit the space of algebraic cycles of complete intersection
type. We define the degree of ı 2 CHn.X/cit as its degree as an element of
Hn.PnC1;Z/, i.e. deg.ı/ WD

Pk
iD1 ni � deg.Zi /. It follows from Theorem 8.3

and the linearity of the cycle class map that

Œı� D
deg.ı/
deg.X/

�
n
2 �

n
2
Š.�1/

n
2

deg.X/
.!Pı

/
n
2
;n

2 : (8.8)

Corollary 8.2. Let X � PnC1 be a smooth hypersurface given by

X D fF D 0g:

If ı; � 2 CHn.X/cit are complete intersection type algebraic cycles, then

(i) Pı 2 JF if and only if Œı� D ˛ � ŒX \ P
n
2

C1�, for ˛ D deg.ı/= deg.X/.

(ii) Let c 2 C be the unique number such that Pı �P� � c �det.Hess.F // (mod
JF ), then

ı � � D
deg.ı/ � deg.�/

deg.X/
� c �

.deg.X/ � 1/nC2

deg.X/
: (8.9)
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Proof. The first part is a direct application of Griffiths basis theorem and (8.8).
The second part is a direct application of the fact

ı � � D
1

.2�
p
�1/n

Z
X

Œı� [ Œ��;

together with equation (8.8), Corollary 8.1 and Proposition 8.4.

Remark 8.7. It follows from (8.9) that for every pair of algebraic cycles ı; � 2
CH

n
2 .X/, the unique number c 2 C such that Pı � P� � c � det.Hess.F // (mod

JF ) is in fact a rational number such that

c � .d � 1/nC2 2 Z and c � .d � 1/nC2 � ı � � (mod d ).

In general, it is not known how to determine when a given element of Griffiths ba-
sis .!P /

n
2
;n

2 2 H
n
2
;n

2 .X/ is an integral or rational class in terms of the polynomial
P 2 CŒx0; : : : ; xnC1�.d�2/.n

2
C1/. Equation (8.9) gives us a (computable) neces-

sary condition: If .!P /
n
2
;n

2 2 H
n
2
;n

2 .X/ \ Hn.X;Z/ then for every complete
intersection type algebraic cycle ı 2 CH n

2 .X/cit

P � Pı � c � det.Hess.F // .mod JF /; (8.10)

for some c 2 Q such that c � .d � 1/nC2 2 Z. Other necessary condition that
follows from Proposition 8.4 is

P 2 � cP � det.Hess.F // .mod JF /; (8.11)

for some cP 2 Q such that cP .d � 1/nC2d 2 .n
2
Š/2Z.

Remark 8.8. Another observation we can derive from Theorem 8.2 is that each
period is of the form .2�

p
�1/

n
2 times a number in a number field k, where k is

the smallest number field such that f1; g1; : : : ; fn
2

C1; gn
2

C1 2 kŒx0; : : : ; xnC1�,
i.e. the periods belong to the same field where we can decompose F as f1g1 C
� � � C fn

2
C1gn

2
C1. This was already mentioned in Deligne’s work about absolute

Hodge cycles, see Deligne, Milne, et al. (1982, Proposition 7.1).

Corollary 8.3. Let
X D fxd0 C � � � C x

d
nC1 D 0g

be the Fermat variety. For ˛0; ˛2; : : : ; ˛n 2 f1; 3; : : : ; 2d � 1g consider

P
n
2
˛ WD fx0 � �

˛0

2d
x1 D � � � D xn � �

˛n

2d
xnC1 D 0g; (8.12)
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and ı WD P
n
2
˛ . Its associated polynomial is

Pı D d
n
2

C1�
˛0C���C˛n

2d

n
2

C1Y
jD1

0@d�2X
lD0

xd�2�l
2j�2 �

˛2j �2l

2d
xl2j�1

1A : (8.13)

In particular

P
n
2
˛ � P

n
2

ˇ
D
1 � .1 � d/mC1

d

where m D dimP
n
2
˛ \ P

n
2

ˇ
.

Proof. Computing the Jacobian matrix ofH as in Theorem 8.2, we see it is diag-
onal by 2 � 2 blocks, and each block has determinant

d.�
˛2j �2

2d
xd�1
2j�2 C x

d�1
2j�1/

x2j�2 � �
˛2j �2

2d
x2j�1

;

and so (8.13) follows. In order to compute the intersection product apply Corol-
lary 8.2, part (ii). We just need to compute c 2 C such thatPı �P� � c �dnC2.d�

1/nC2.x0 � � � xnC1/
d�2 (mod hxd�1

0 ; : : : ; xd�1
nC1i), where ı D P

n
2
˛ and � D P

n
2

ˇ
.

It follows from (8.13) that

c D
�
.˛0Cˇ0/C���C.˛nCˇn/

2d

.d � 1/nC2

n
2

C1Y
jD1

0@d�2X
lD0

�
˛2j �2lCˇ2j �2.d�2�l/

2d

1A
D

Qn
2

C1

jD1

�Pd�2
lD0 �

˛2j �2.lC1/Cˇ2j �2.d�1�l/

2d

�
.d � 1/nC2

:

For every j D 1; : : : ; n
2
C 1

d�2X
lD0

�
˛2j �2.lC1/Cˇ2j �2.d�1�l/

2d
D

D �

d�1X
lD1

�
.˛2j �2�ˇ2j �2/l

2d
D

�
1 � d if ˛2j�2 D ˇ2j�2;

1 if ˛2j�2 ¤ ˇ2j�2:

Therefore c.d � 1/nC2 D .1 � d/mC1 and so by (8.9) the result follows.
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We close this section by computing the periods of linear cycles inside Fermat
varieties. Consider the following set

I.d�2/.n
2

C1/ WD

WD f.i0; : : : ; inC1/ 2 f0; : : : ; d � 2g
nC2
W i0C � � � C inC1 D .d � 2/.

n

2
C 1/g;

we define for every i 2 I.d�2/.n
2

C1/

!i WD res

 
xi˝

F
n
2

C1

!
D

1
n
2
Š

(
xi˝J

FJ

)
jJ jD n

2

2 H
n
2 .X;˝

n
2

X /:

We know these forms are a Griffiths basis forH n
2
;n

2 .X/prim.

Corollary 8.4 (Movasati and Villaflor (2018)). Let X � PnC1 be the degree d
even dimensional Fermat variety, let P

n
2 � X as in (8.12) for ˛0 D � � � D ˛n D 1,

and let i 2 I.d�2/.n
2

C1/. Then

Z
P

n
2

!i D

8<: .�2�
p

�1/
n
2

d
n
2

C1
� n

2 Š
�2d

n
2 C1Ci0Ci2C���Cin if i2l�2 C i2l�1 D d � 2;8l D 1; : : : ; n2 C 1;

0 otherwise.

Proof. By Theorem 8.2 we just need to compute c 2 C such that

xiPı � c � d
nC2.d � 1/nC2.x0 � � � xnC1/

d�2 (mod hxd�1
0 ; : : : ; xd�1

nC1i/:

By Corollary 8.3

xiPı D d
n
2

C1�
n
2

C1

2d
xi

n
2

C1Y
jD1

0@d�2X
lD0

xd�2�l
2j�2 �l2dx

l
2j�1

1A ;
� ci � .x0 � � � xnC1/

d�2 (mod hxd�1
0 ; : : : ; xd�1

nC1i/:

If for every j D 1; : : : ; n
2
C1 there exist lj 2 f0; : : : ; d�2g such that ljCi2j�1 D

d � 2 and d � 2� lj C i2j�2 D d � 2, then ci D �
n
2

C1Cl1C���Cln
2

2d
. This condition

is equivalent to lj D i2j�2 and i2j�2 C i2j�1 D d � 2. Otherwise ci D 0, and
the result follows.



9 Gauss–Manin
connection

Grâce à l’article de Manin (1964), les équations de Picard–Fuchs redeviennent à
la mode, sous le nouveau nom de “connexion de Gauss–Manin” (dû à Grothen-
dieck, je crois)-pourquoi “connexion”?-sans doute parce que “équations différen-
tielles” sonne moins bien, aux oreilles d’un géomètre, que “connexion sur un fibré
vectoriel”, (F. Pham (1979) page 18).

9.1 Introduction
The Gauss–Manin connection of families of projective varieties in a language
closer to Gauss’ original works has been fairly explained inMovasati (2021, Chap-
ter 12). This includes a variety of examples such as the Weierstrass family of el-
liptic curves. In that book one captures the cohomology of a projective variety
by looking in a fixed affine chart of it. This was a common procedure in the 19th
century’s works on abelian and multiple integrals such as Picard and Simart (1897,
1906). Soon after the development of hypercohomology and algebraic de Rham
cohomology by A. Grothendieck among many others (see Chapters 3 and 5), the
Gauss–Manin connection was reformulated in this new framework by Katz and
Oda (1968), see also Deligne (1969). In this chapter we aim to present this formula-
tion. Our computational approach to algebraic de Rham cohomology in Chapter 5
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is the ground for the more explicit and computable presentation of Gauss–Manin
connection in this chapter. In particular, the reader will see that the so called in-
finitesimal variation of Hodge structures developed by Griffiths and his coauthors
in Carlson, Green, et al. (1983), Griffiths (1983), and Griffiths and Harris (1983)
is just a small package derived from Gauss–Manin connection. The computation
of Gauss–Manin connection usually produces huge polynomials and the available
algorithms work only for families of lower dimensional varieties with few param-
eters. For more on this topic see Movasati (2011, 2012, 2021).

9.2 De Rham cohomology of families of projective vari-
eties

Let � W X ! T be a family of smooth projective varieties over k. Recall from
Section 4.4 that the sheaf of relative differential forms in X is

˝mX=T WD
˝mX

��˝1T ^˝
m�1
X

;

where �� is the pull-back of differential forms in˝1T to X. Later, we will need the
sheaf of holomorphic and C1 differential forms in X. For these we will use the
notations ˝mXan=Tan and ˝mX1=T1 , respectively.

The differential operator d for differential forms in X induces a differential
operator d W ˝mX=T ! ˝mC1

X=T for which we use the same letter d . We denote by
.˝�

X=T; d / the resulting complex.

Definition 9.1. We define them-th relative de Rham cohomology of X=T as the
m-th hypercohomology of the complex .˝�

X=T; d /, that is

Hm
dR.X=T/ WD Hm.˝�

X=T; d /: (9.1)

This is a sheaf of OT-modules in a natural way. Following Chapter 5, we
explain how the elements of the hypercohomology (9.1) look like and how to cal-
culate them. This will provide us with a natural definition of the Gauss–Manin
connection.

Remark 9.1. From a computational point of view it is convenient to describe the
Gauss–Manin connection for a projective variety X defined over an affine vari-
ety T WD Spec.R/ with a ring R described in Movasati (2021, §10.2). In other
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words we consider a projective variety X over the ring R. The hypercohomology
Hm.˝�

X; d / is now anR-module, but not necessarily free. In the context of moduli
of enhanced projective varieties, see Movasati (2020b), it is natural to detect when
Hm.˝�

X; d / is a free R-module.
Let U D fUigi2I be any open covering of X by open affine subsets, where I

is a totally ordered finite set. This gives us a covering of each fiber Xt ; t 2 T
which we denote it by the same notation. We have the following double complex

:::
:::

:::

" " "

.˝X=T/
0
2 ! .˝X=T/

1
2 ! .˝X=T/

2
2 ! � � �

" " "

.˝X=T/
0
1 ! .˝X=T/

1
1 ! .˝X=T/

2
1 ! � � �

" " "

.˝X=T/
0
0 ! .˝X=T/

1
0 ! .˝X=T/

2
0 ! � � �

: (9.2)

Here .˝X=T/
i
j is the product over I1 � I; #I1 D j C 1 of the set of global

sections !� of ˝iX=T in the open set � D \i2I1
Ui . The horizontal arrows are

usual differential operator d of .˝X=T/
i
X=T’s and vertical arrows are differential

operators ı in the sense of Čech cohomology, that is,

ı W .˝X=T/
i
j ! .˝X=T/

i
jC1; f!�g� 7!

8<:jC1X
kD0

.�1/k!z�k
jz�

9=;
z�

: (9.3)

Here z�k is obtained from z� , neglecting the k-th open set in the definition of z� .
The k-th piece of the total chain of (9.2) is

Lk WD ˚kiD0.˝X=T/
i
k�i

with the differential operator

D D ı C .�1/k�id W Lk ! LkC1: (9.4)

Using Theorem 4.6 and Theorem 3.1, we know that the relative de Rham coho-
mologyHk

dR.X=T/ is the total cohomology of the double complex (9.2), that is,

Hk
dR.X=T/ WD Hk.X;˝�

X=T/ D
ker.Lk

d
! LkC1/

Im.Lk�1
d
! Lk/

:
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Theorem 9.1. Let X ! T be a family of smooth projective varieties over k.
The relative de Rham cohomology H i

dR.X=T/ is a free sheaf of finite rank of OT-
module.

Topological proof. We first remark that the natural map

� W Hm
dR.X=T/! Hm

dR.X1=T1/ (9.5)

is an inclusion. Here,Hm
dR.X1=T1/ is the sheaf of sections of the C1 cohomol-

ogy bundle over T1. For a sheaf S in T and t a point in the ambient space T, let
LSt WD S=MtS be the evaluation vector space, where Mt � OT;t is the maximal
ideal. The evaluation vector spaces in both sides of (9.5) gives us the morphism
�t W H

m
dR.Xt=k/! Hm

dR.Xt /. By the comparison theorem between C1 and alge-
braic de Rham cohomology, see Section 5.3, we know that �t is an isomorphism.
This is enough to conclude that � is an inclusion.

Now, we would like to prove that Hm
dR.X=T/ is free. We know that

Hm
dR.X1=T1/ is a free C1

T -module. Since �t is an isomorphism, we can take
local sections of Hm

dR.X=T/ at t 2 T which generate Hm
dR.X1=T1/ freely, and

hence, for any other section ˛ of Hm
dR.X=T/ we can write ˛ D

P
i fi˛i , where

fi ’s are C1 functions. We have to argue that fi ’s are regular algebraic functions
in a neighborhood of t . For this we may use Hard Lefschetz theorem to consider
only the case m < dimension of the fibers of X=T. Then we use the fact that the
cup produce induces a non-degenerate map inHm

dR.X=T/.

Algebraic proof. Let us show first that Hm
dR.X=T/ is a coherent OT-module. In

other words we have to show that for U � T affine open subset, Hm
dR.XU =U / is

a finitely generatedOT.U /-module. In order to do this, consider the Hodge filtra-
tionF iHm

dR.XU =U /. It is enough to show thatF iHm
dR.XU =U /=F iC1Hm

dR.XU =U /
is a finitely generated OT.U /-module for every i D 0; : : : ; m. By Hartshorne
(1977, Theorem III.8.8 (b)) Hm�i .XU ;˝iXU =U

/ is a finitely generated OT.U /-
module. Consider the map

mX
jDi

!j 2 Hm.XU ;˝�>i
XU =U

/
�
�! !i 2 Hm�i .XU ;˝iXU =U

/:

This map is well-defined and has kernel

eF iC1 WD Im.Hm.XU ;˝�>iC1
XU =U

/! Hm.XU ;˝�>i
XU =U

//:
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Therefore, Hm.XU ;˝�>i
XU =U

/=eF iC1 is a finitely generated OT.U /-module. On
the other hand we have a natural epimorphism

Hm.XU ;˝�>i
XU =U

/=eF iC1 � F iHm
dR.XU =U /=F iC1Hm

dR.XU =U /

and so F iHm
dR.XU =U /=F iC1Hm

dR.XU =U / is finitely generated. Finally, by
Hartshorne (1977, Exercise II.5.8 (c))Hm

dR.X=T/ is locally free since it is coherent
and for every t 2 T

Hm
dR.X=T/=mtH

m
dR.X=T/ ' Hm

dR.Xt=k/ ' Hm
dR.X0=k/

where mt is the maximal ideal of OT;t and in the last isomorphism we have used
Ehresmann’s fibration theorem.

It would be essential for computational purposes to give an algorithmic proof
to Theorem 9.1 without referring to C1 context which uses statements such as
Ehresmann’s fibration theorem. Let 0 2 T and consider the canonical projection

� W Hm
dR.X=T/! Hm

dR.X0=k/;

which is surjective. We choose a basis ˇ1; ˇ2; : : : ; ˇb ofHm
dR.X0=k/ and consider

˛1; ˛2; : : : ; ˛b in the stalk S0 of S WD Hm
dR.X=T/ at 0 which are mapped to ˇi ’s,

that is, �.˛i / D ˇi . It would be interesting to give an algorithmic proof to the fact
that ˛i ’s freely generate S0, that is, the proof gives an algorithm for computing the
underlying coefficients.

9.3 Algebraic Gauss–Manin connection

Let X=T be as in the previous section. In this section we construct a connection

r W Hm
dR.X=T/! ˝1T ˝OT H

m
dR.X=T/;

where ˝1T is by definition the sheaf of differential 1-forms in T. By definition of
a connection, r is k-linear and satisfies the Leibniz rule

r.r!/ D dr ˝ ! C rr!; r 2 OT; ! 2 H
m
dR.X=T/: (9.6)

For simplicity, we assume that T WD Spec.R/ is an affine variety and X is a pro-
jective variety over R. The general context can be easily recovered replacing
R with OT.U / for open subsets U of T. Therefore, in the following we have
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OT D R;˝1T D ˝R etc. We need to distinguish between the differential operator
relative to OT

dR D dX=T W ˝
m
X=T ! ˝mC1

X=T

and the differential operator dX relative to k:

dk D dX W ˝
m
X ! ˝mC1

X :

Let us take a covering U D fUigi2I of X=T by affine open sets. We need to
consider the double complex similar to (9.2) relative to k:

:::
:::

:::

" " "

.˝X/02 ! .˝X/12 ! .˝X/22 ! � � �

" " "

.˝X/01 ! .˝X/11 ! .˝X/21 ! � � �

" " "

.˝X/00 ! .˝X/10 ! .˝X/20 ! � � �

(9.7)

The differential operator of the double complexes (9.2) and (9.7) is respectively
denoted by DX=T and DX. There is a natural projection map from the double
complex (9.7) to (9.2). Let ! 2 Hk

dR.X=T/. By our definition, ! is represented
by

˚
m
iD0!

i ; !i 2 .˝X=T/
i
m�i

and !i is a collection of i -forms f!i�g� . By definition we haveDX=T! D 0. The
differential map dX=T used in the definition of DX=T is relative to R, that is, by
definition dr D 0; r 2 R. Now, let us take any element L! in the double complex
(9.7) which is mapped into ! under the canonical projection. We apply DX on
L! and the result is not necessarily zero. However, by our choice of ! we have
DX=T! D 0, and so, DX L! maps to zero in the double complex (9.2). This is
equivalent to say that

DX L! D L� D ˚
mC1
iD0 L�

i ;

L�i D
X
a

ˇi;a ^ ˛a 2 .˝X/
i
mC1�i ^˝

1
T: (9.8)

where ˛a’s generate ˝1T as OT-module. We map L� into

˝1T ˝OT

�
˚
mC1
iD0 .˝X=T/

i
mC1�i

�
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which is the tensor product over OT of˝1T with the double complex (9.2) and we
get an element

L�i D
X
a

˛a ˝ ˇi;a 2 ˝
1
T ˝OT .˝X=T/

i
kC1�i ;

which for simplicity we have used the same notation. This new double complex
has the differential operator id ˝ DX=T, that is in ˝1T it acts as identity and in
˚kiD0.˝X=T/

i
k�i

as DX=T. Since DX=T is OT-linear, id ˝DX=T is well-defined.
Note that we replace the notation ^ with the tensor product ˝ and we first write
the elements of ˝1T.

Proposition 9.1. We have

.id˝DX=T/. L�/ D 0: (9.9)

Proof. This is a direct consequence ofDXıDX. L!/ D 0. We know that˝T D ˝R
asOT-module is generated by exact 1-forms. This together with the fact thatDX=T
is OT-linear, implies that in (9.8) we can assume that ˛a are exact, and hence,
closed. In particular,

0 D DX ıDX. L!/ D
X
a

DXˇi;a ^ ˛a:

By definition we have .id˝DX=T/. L�/ D
P
a ˛i;a ˝DXˇi;a, and hence, we get

the desired result.

We use (9.9) and get an element in˝1T ˝OT H
m
dR.X=T/which is the definition

of the algebraic Gauss–Manin connection

r! WD .�1/m L�:

Remark 9.2. We have inserted .�1/m in the definition of Gauss–Manin connec-
tion because in this format it satisfies the fundamental property Theorem 9.3.

Exercise 9.1. Show that r defined as above is well-defined, that is, it does not
depend on the chosen representative L!, and that it satisfies (9.6).
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A vector field v in T is an R-linear map ˝1T ! R. We define

rv W H
m
dR.X=T/! Hm

dR.X=T/

to be r composed with

v ˝ Id W ˝1T ˝R H
m
dR.X=T/! R˝R H

m
dR.X=T/ D Hm

dR.X=T/:

If R is a polynomial ring QŒt1; t2; : : :� then we have vector fields @
@ti

which are
defined by the rule

@

@ti
.dtj / D 1 if i D j andD 0 if i 6D j :

In this case we simply write @
@ti

instead of r @
@ti

. Sometimes it is useful to choose
a basis !1; !2; : : : ; !h of the R-module Hm.X=T/ and write the Gauss–Manin
connection in this basis

r

0BBB@
!1
!2
:::

!h

1CCCA D A˝

0BBB@
!1
!2
:::

!h

1CCCA (9.10)

where A is a h � h matrix with entries in ˝1T. For simplicity, we take X to be a
variety over the ring R and T WD Spec.R/.

9.4 Integrability
The Gauss–Manin connection (and in general any connection) induces maps

ri W ˝
i
T ˝OT H

m
dR.X=T/! ˝iC1T ˝OT H

m
dR.X=T/: (9.11)

It is uniquely defined by the fact that it is k-linear and satisfies the equality

ri .˛ ˝ !/ D d˛ ˝ ! C .�1/
i˛ ^ r!; ˛ 2 ˝iT; ! 2 H

m
dR.X=T/;

for i D 0; 1; 2; : : :.

Proposition 9.2. The Gauss–Manin connection is integrable, that is,

riC1 ı ri D 0; i D 0; 1; 2; : : : : (9.12)
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Proof. The proof is a direct consequence of the definition of ri . Note that if we
take representative L! 2 ˝mX for ! then ri .˛˝!/ is represented by L! ^˛ and ri
is justDX. In this way the affirmation follows fromDX ıDX D 0.

Let A be the Gauss–Manin connection matrix as in (9.10). The integrability
of the Gauss–Manin connection is translated into the following identity

dA D A ^ A: (9.13)

This follows from

0 D r1 ı r0.!/

D r1.A˝ !/
D dA˝ ! � A ^ r.!/
D .dA � A ^ A/˝ !;

where ! D Œ!1; !2; � � � ; !b�tr.

9.5 Griffiths transversality

Let X=T be as before. The relative algebraic de Rham cohomology Hm
dR.X=T/

carries a natural filtration which is called the Hodge filtration:

0 D FmC1
� Fm � � � � � F 1 � F 0 D Hm

dR.X=T/

Its ingredients are defined by

F k D F kHm
dR.X=T/ D Im

�
Hm.X;˝�>k

X=T /! Hm.X;˝�
X=T/

�

Theorem 9.2 (Griffiths transversality). The Gauss–Manin connection maps F k
to ˝1T ˝R F k�1, that is,

r.F k/ � ˝1T ˝R F
k�1; k D 1; 2; : : : ; m:

Proof. This follows from the definition of the Gauss–Manin connection. Let ! 2
F k and so ! is represented by L! WD ˚m

iDk
L!i ; L!i 2 .˝X/im�i
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0 L�k

L!k L�kC1

: : :
: : :

L!m�1 L�m

L!m L�mC1
(9.14)

We have DX. L!/ D L� D ˚
mC1
iDk
L�i ; L�i 2 .˝X/imC1�i ^ ˝

1
T which implies the

result.

For a bm�bm matrixM we denote byM ij ; i; j D 0; 1; 2; : : : ; m the hm�i;i�

hm�j;j sub matrix of M corresponding to the decomposition bm WD hm;0 C
hm�1;1 C � � � C h0;m.

M D ŒM ij � D

0BBBBB@
M 00 M 01 M 02 � � � M 0m

M 10 M 11 M 12 � � � M 1m

M 20 M 21 M 22 � � � M 2m

:::
:::

:::
: : :

:::

Mm0 Mm1 Mm2 � � � Mmm

1CCCCCA :

We callM ij ; i; j D 0; 1; 2 : : : ; m the .i; j /-th Hodge block ofM .
LetA be the Gauss–Manin connectionmatrix as in (9.10). We assume that!i ’s

are compatible with the Hodge filtration ofHm
dR.X=T/. TheGriffiths transversality

implies that
Ai;jm D 0; j > i C 2 (9.15)

where we have used Hodge blocks notation for a matrix. For instance for m D 4

we have

Am D

0BBBB@
� � 0 0 0

� � � 0 0

� � � � 0

� � � � �

� � � � �

1CCCCA
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9.6 Polarization, cup product and Gauss–Manin connec-
tion

The following assertions are well-known in the topological context and we verify
them in the algebraic context.

Proposition 9.3. The Gauss–Manin connection satisfies the following properties:

1. The polarization � 2 H 2
dR.X=T/ is a flat section, that is,

r.�/ D 0; (9.16)

2. For ˛ 2 Hm1

dR .X=T/ and ˇ 2 H
m2

dR .X=T/ we have

r.˛ [ ˇ/ D r.˛/ [ ˇ C .�1/m1˛ [ r.ˇ/: (9.17)

3. r sends the primitive cohomology Hm
dR.X=T/0 to itself, and hence, it re-

spects the Lefschetz decomposition.

Proof. For the first item one has to recall the algebraic definition of the polariza-
tion in Section 5.7. We note that the canonical representative of � in X satisfies
DX.�/ D 0, and hence, by definition of r we have r.�/ D 0.

For the second item we have to remind the definition of [ in Section 5.5. We
also note that for differential m1-form ˛ and m2-form ˇ in X we have dX.˛ ^
ˇ/ D dX˛ ^ ˇ C .�1/m1˛ ^ dXˇ. This together with the fact that the Gauss–
Manin connection in the level of representatives in X is justDX we get the desired
equality.

Item 1 and 2 imply that

r.˛ [ �m/ D r.˛/ [ �m

and the last item follows from this and the definition of primitive cohomology.

9.7 Analytic Gauss–Manin connection

The Gauss–Manin connection from a topological point of view is simple to de-
scribe, however, it becomes computationally complicated from an algebraic point
of view. The topological description is as follows.
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Figure 9.1: Gauss–Manin connection

LetX! T be a family of smooth projective varieties overC. By Ehresmann’s
fibration theorem, this is a locally trivial C1 bundle over T, and hence, it gives
us the cohomology bundle

H WD [t2TH
m.Xt ;C/

overTwhose fiber at t 2 T is them-th cohomology of the fiberXt , formore details
see Movasati (2021, Chapter 6). This bundle has special holomorphic sections s
such that for all t 2 T we have s.t/ 2 Hm.Xt ;Q/. These are called flat sections.
In a small neighborhood U of t 2 T we can find flat sections s1; s2; : : : ; sb such
that any other holomorphic section in U can be written as s D

Pb
iD1 fisi , where

fi ’s are holomorphic functions in U . The Gauss–Manin connection on H is the
unique connection onH with the prescribed flat sections:

r W H ! ˝1T ˝OT H; r

 bX
iD1

fisi

!
D

bX
iD1

dfi ˝ si ;

see Figure 9.1 for a pictorial description of Gauss–Manin connection.
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9.8 Algebraic vs. Analytic Gauss–Manin connection

Let us now assume that k D C. The main motivation, which is also the historical
one, for defining the Gauss–Manin connection is the following:

Theorem 9.3. For any ! 2 Hm
dR.X=T/ and a continuous family of cycles ıt 2

Hm.Xt ;Z/ we have

d

�Z
ıt

!

�
D

Z
ıt

r!: (9.18)

Note that in the right hand side of (9.18) the integration takes place only in the
cohomologyHm

dR.X=T/, that is,Z
ıt

˛ ˝ ˇ WD ˛

Z
ıt

ˇ; ˛ 2 ˝1T; ˇ 2 H
m
dR.X=T/:

Theorem 9.4. The algebraic and analytic Gauss–Manin connections are the same
under the canonical isomorphismHm

dR.Xt=C/ Š H
m
dR.Xt / discussed in Section 5.3.

Proof. The definition of the algebraic Gauss–Manin connection ralg is done us-
ing algebraic differential forms. In a similar way we define r1 which is de-
fined using C1 differential forms. We have to show that r1 coincides with
the analytic Gauss–Manin connection defined in (9.7). We first find a refine-
ment of the covering U in analytic topology such that the intersection of all open
sets Ui are simply connected. This implies that the horizontal maps in the dou-
ble complex .˝X1=T1/�� are exact, and hence, ! D !0 C !1 C � � � C !m 2

Hm
dR.X1=T1/ is equivalent to another one whose only non-zero piece is !0. The

equality DX1=T1.!/ D 0 implies that dX1=T1!0 D 0 which in turn is equiva-
lent to the fact that !0 is a C1 function in T. Moreover, ı.!0/ D 0. Now, let
us assume that r1.!/ D 0. This means that !0i0i1���im

are constants independent
of t . Therefore, flat sections of r1 are generated by sections of the cohomology
bundle with images in the cohomology with integral coefficients.

Proof of Theorem 9.3. The proof is the continuation of the proof of Theorem 9.4.
The vertical arrows in .˝X1=T1/�� are exact and hence ! D !0 C !1 C � � � C

!m 2 Hm
dR.X1=T1/ is equivalent to another one whose only non-zero piece is

!m with ı.!/ D 0. Therefore, ! gives a global m-form in X. It may not be
closed but restricted to each fiber Xt is closed. The rest of the proof is similar to
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Movasati (2021, Proposition 13.1). Note that this proposition is valid without any
sign ambiguity if we write the differential of parameters (˛i ’s in the definition of
algebraic Gauss–Manin connection) first and then the differential forms involved
in hypercohomology. This is the main reason for the appearance of .�1/m in our
definition of algebraic Gauss–Manin connection.

Proposition 9.4. We have

d

 "Z
ıj

!i

#!
D

"Z
ıj

!i

#
� A: (9.19)

where A is the Gauss–Manin connection matrix in (9.10).
Proof. We just integrate both side of the equality (9.10) over a basis ı1; ı2; : : : ; ıh 2
Hm.Xt ;Q/.

Remark 9.3. Gauss–Manin connection near the degeneracy locus of families of
projective varieties is regular. The main references for this are Griffiths (1970,
p. 237), Arnold, Gusein-Zade, and Varchenko (1988, Chapter 13) and Deligne
(1970).
Remark 9.4. For a smooth hypersurface X � PnC1, Griffiths theorem gives us
a basis of Hn

dR.U=C/ for U WD PnC1 � X . Computation of the Gauss–Manin
connection in this case is essentially a pole order reduction. This is mainly known
as Griffiths–Dwork method. For more details see Movasati (2021, Chapter 12).

9.9 Gauss–Manin connection for hypersurfaces
The Gauss–Manin connection for hypersurfaces is simple. Recall that the coho-
mology of the complement of a smooth hypersurface X W F D 0 is given by
algebraic differential forms P˝

F k , where deg.P /C nC 2 D d � k. If the polyno-
mial F depends on a parameter t then

r @
@t

�
P˝

F k

�
D

 
�k

@F
@t
P˝

F kC1

!
˝ dt (9.20)

In order to do pole order reduction we use 
nC1X
iD1

Ai
@F

@xi

!
˝

F kC1
D
1

k

 
nC1X
iD1

@Ai

@xi

!
˝

F k
C exact terms: (9.21)



10 Infinitesimal
variation of

Hodge
structures

The theory of the great Italian geometers was essentially, like part regarding the
work of Picard. This was natural since in his time Poincaré’s creation of algebraic
topology was in its infancy. Indeed when I arrived on the scene (1915) it was
hardly further along. [...] I cannot refrain, however, from mention of [....] the
systematic algebraic attack on algebraic geometry byOscar Zariski and his school,
and beyond that of AndréWeil and Grothendieck, (S. Lefschetz in his mathematical
autobiography Lefschetz 1968, page 855).

10.1 Introduction

Gauss–Manin connection carries many information of the underlying family of
algebraic varieties, however, in general it is hard to compute it and verify some of
its properties. For this reason it is sometimes convenient to break it into smaller
pieces and study these by their own. Infinitesimal variation of Hodge structures,
IVHS for short, is one of these pieces of the Gauss–Manin connection, and we
explain it in this chapter. It was originated by the articles of Griffiths around sixties
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Griffiths (1968a,b, 1969a), and was introduced by him and his collaborators in the
subsequent articles Carlson, Green, et al. (1983), Carlson and Griffiths (1980),
Griffiths (1983), and Griffiths and Harris (1983).

10.2 IVHS and Gauss–Manin connection
Recall that for a family of projective varieties X! T we have the Gauss–Manin
connection

r W Hm
dR.X=T/! ˝1T ˝OT H

m
dR.X=T/:

We have also the Hodge filtration

0 D FmC1
� Fm � � � �F 1 � F 0 D Hm

dR.X=T/

and the Gauss–Manin connection satisfies the so called Griffiths transversality:

r.F i / � ˝1T ˝OT F
i�1; i D 1; 2; : : : ; m:

Therefore, the Gauss–Manin connection induces well-defined maps

ri W
F i

F iC1
! ˝1T ˝OT

F i�1

F i
(10.1)

In Theorem 5.1 we have learned that

F i

F iC1
Š Hm�i .X; ˝iX=T/:

Therefore, we get the following OT-linear map

ri W H
m�i .X; ˝iX=T/! ˝1T ˝OT H

m�iC1.X; ˝i�1X=T/: (10.2)

After analysing the definition of the Gauss–Manin connection we get the following
description of ri . Let ! 2 Hm�i .X; ˝iX=T/. It is given by a cocycle in

.˝X=T/
i
m�i D

.˝X/im�i

��˝1T ^ .˝X/i�1m�i

:

Let L! 2 .˝X/im�i such that it maps to ! under the canonical projection. We have

ı. L!/ 2 ��˝1T ^ .˝X/
i�1
m�iC1:
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Lifting it to˝1T˝OT .˝X/i�1m�iC1 and then projecting it to˝
1
T˝OT .˝X=T/

i�1
m�iC1

we get an element independent of the chosen lifting, corresponding to ri .!/.
Sometimes it is useful to write (10.2) in the following way:

ri W �T ! hom
�
Hm�i .X; ˝iX=T/;H

m�iC1.X; ˝i�1X=T/
�
: (10.3)

We will also need the following map obtained by specialization:

ri W T0T! hom
�
Hm�i .X; ˝iX /;H

m�iC1.X; ˝i�1X /
�
: (10.4)

This is the so called infinitesimal variation of Hodge structures (IVHS).

10.3 Kodaira–Spencer map I
Let � W X ! T be a proper surjective morphism of varieties over a field k and
let S be a sheaf over T. Our main example for S is the sheaf of vector fields over
T. It follows that � is an open map, that is, for U open subset of X, �.U / is an
open subset of T, and this is what we need in order to define the inverse image of
S. The inverse image ��1S of S by � is the sheaf over X which for every open
subset U of X we have ��1S.U / WD S.�.U //.

Proposition 10.1. We have

Hm.X; ��1�T/ D Hm.T; �T/; m D 0; 1; 2; : : : :

Proof. This is a direct consequence of the definition of the inverse image of a
sheaf and the definition of Čech cohomology.

Definition 10.1. Let � W X ! T be a family of smooth projective varieties over
a field k as before. The sheaf �X=T of relative vector fields is by definition the
dual of the sheaf of ˝1X=T as OX-module. In a small open set U � T, an element
v 2 �X=T.U / is induced by a OX.U /-linear map ˝1X=T.U /! OX .U /.

By definition it is clear that we have the inclusion

�X=T � �X:

In geometric terms,�X=T is the sheaf of vector fields tangent to the fibers of X!
T.
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Definition 10.2. Let us define the Kodaira–Spencer map

K W H 0.T; �T/! H 1.X; �X=T/: (10.5)

For a global vector field v in T we choose an acyclic covering U D fUigi2I of
X=T and vector fields vi in Ui such that vi is mapped to v under X ! T. The
vector fields vi � vj are tangent to the fibers of X ! T. We define K.v/ as the
cohomology class of the cocycle fvi jUi \Uj

� vj jUi \Uj
gi;j2I .

The Kodaira–Spencer map K corresponds to the connecting homomorphism
of the long exact sequence associated to the following short exact sequence:

0! �X=T ! L�X=T ! ��1�T ! 0 (10.6)

where L�X=T � �X is by definition the sheaf of vector fields inXwhich aremapped
to vector fields in T, and ��1�T the pull-back of the sheaf �T. Note that L�X=T
and��1�T are not sheaves ofOX-modules, but sheaves of��1OT-modules. The
long exact sequence of (10.6) turns out to be

� � � ! H0.X; L�X=T/! H0.T; �T/
K
! H1.X; �X=T/! H1.X; L�X=T/! H1.T; �T/! � � �

(10.7)

Proposition 10.2. Let T be an affine variety. The Kodaira–Spencer map is sur-
jective if and only ifH 1.X; L�X=T/ D 0.

Proof. Weknow that�T is a coherent sheaf and so by Serre’s theoremH 1.T; �T/ D
0. The statement follows from the long exact sequence (10.7).

For the purposes of the present book, it would be essential to compute
H i .X; L�X=T/, for i D 0; 1.

Let us describe the Kodaira–Spencer map for the family of all smooth degree d
hypersurfaces of PnC1. In this case T is the affine space Aa

k
minus a discriminant

locus f� D 0g. It has the coordinate system .t˛; ˛ 2 LI /, where

LI WD
n
.˛0; ˛1; : : : ; ˛mC1/ j 0 6 ˛e 6 d;

X
˛e D d

o
:

The polynomial expressions of � in terms of the variables t˛ is in general huge.
The variety X � PmC1 � T is given by

X W g D 0
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where g WD
X
˛2 LI

t˛x
˛

and X! T is the projection to T.

Definition 10.3. We call X ! T as above, the full family of smooth hypersur-
faces.

Let @
@t˛
; ˛ 2 LI be the canonical vector fields over T. Since the fibers of

X ! T are smooth, we can take the Jacobian covering U D fUj gjD0;1;2;:::;nC1

of X, given by
Uj W

@g

@xj
6D 0; j D 0; 1; : : : ; nC 1:

The vector field
@

@t˛
�

@g
@t˛

@g
@xj

@

@xj

is defined in Uj and under the projection it is mapped to @
@t˛

. Therefore, the
Kodaira–Spencer map is given by

K. @
@t˛

/ WD

�
@g

@t

�
.
@g

@xj
/�1

@

@xj
� .

@g

@xi
/�1

@

@xi

��
i;jD0;1;:::;nC1

:

Conjecture 10.1. For the full family of hypersurfaces X ! T, we have that
H 1.X; L�X=T/ D 0 except for hypersurface of dimension two and degree four.
In this exceptional case it is a one dimensional Q-vector space.

The evidence to this conjecture comes from the classical presentation ofKodaira–
Spencer map that we are going to discuss next.

10.4 Kodaira–Spencer map II
The content of Section 10.3 is not exactly the classical presentation of the Kodaira–
Spencer map, and that is why, we landed on Conjecture 10.1 in a natural way. In
the literature, see for instance the book of Voisin (2003, Lemma 6.15), one mainly
take a point 0 2 T, set X WD X0 and specialize (10.5) at a point 0 2 T:

K W T0T! H 1.X;�X /: (10.8)
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We start with

0 ! TX ! TXjX ! NX�X ! 0

# # #

0 ! TX ! TPnC1
ˇ̌
X
! NX�PnC1 ! 0:

(10.9)

Here, NA�B is the normal bundle of A inside B , the first down arrow map is
the identity, the second is the derivation of the projection X ! PnC1 and then
restricted to X , and the third is the map induced in the quotient.

Proposition 10.3. The normal bundle NX�X is trivial. More precisely, a trivial-
ization of this bundle is given by the restriction of the derivation of the mapX! T
to the points of X . In particular, we have canonical identifications

Hm.X;NX�X/ Š T0T˝k H
m.X;OX /; m D 0; 1; : : :

Proof. For x 2 X the derivationTxX! T�.x/T of the map � W X! T restricted
to to the tangent space ofX inside X is zero as � sendsX to the point 0 (recall that
X is the fiber of � over 0). Taking the quotient we get the natural isomorphism
NX�X Š X � T0T. Note that X is compact and hence global sections of OX are
only the constant functions. Therefore,

H 0.X;NX�X/ Š T0T:

Wewrite the long exact sequence of (10.9) and use Proposition 10.3. We arrive
at

H0.X; TXjX / ! T0T K
!H1.X;TX/! H1.X; TXjX / !T0T ˝k H1.X;OX /

# # # # #

H0.X; TPnC1
ˇ̌
X
/

b
!H0.X;NX�PnC1 /

c
!H1.X;TX/!H1.X; TPnC1

ˇ̌
X
/! H1.X;NX�PnC1 /

" a

H0.PnC1;TPnC1/

(10.10)
The up arrow map is just the restriction map from PnC1 to X . We will need it
later.

10.5 Kodaira–Spencer map for hypersurfaces

Let us now consider the parameter spaceT of smooth hypersurfacesX D fF D 0g
of degree d in the projective space PnC1 over a field k. For any point t 2 T the
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tangent space TtT is canonically identified with kŒx�d for x D .x0; x1; :::; xnC1/

as follows. For P 2 kŒx�d we consider the curve F C tP; t 2 k in T whose
derivation at t D 0 gives the corresponding vector in T0T. Our main aim in this
section is to prove the following theorem.

Theorem 10.1. For a fixed hypersurface X � PnC1; n > 1 given by the homo-
geneous polynomial F of degree d and parameterized with 0 2 T the Kodaira–
Spencer map

kŒx� K
! H 1.X;�X /

1. is given by

K.P / WD
(
P

 �
@F

@xj

��1 @

@xj
�

�
@F

@xi

��1 @

@xi

!)
i;jD0;1;:::;nC1

for P 2 kŒx�d .

2. Its kernel is JF
d
D h

@F
@x0
; : : : ; @F

@xnC1
id .

3. For .n; d/ 6D .2; 4/ it is surjective and for .n; d/ D .2; 4/ its image is of
codimension one and dimension 19 inH 1.X;�X /.

The immediate consequence of the above theorem is that for .n; d/ 6D .2; 4/

the Kodaira–Spencer map induces an isomorphism:�kŒx�
JF

�
d

K
Š H 1.X;�X / (10.11)

In order to prove Theorem 10.1 we need the following statements.

Proposition 10.4. Let X be a smooth hypersurface of degree d in PnC1.

1. For .n; d/ 6D .1; 3/ we have

H 1.PnC1;TPnC1.X// D 0;

whereTPnC1.X/ is the sheaf of vector fields inPnC1 vanishing alongX . In
the exceptional case .n; d/ D .1; 3/ we have dimkH 1.P2;TP2.X// D 1.
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2. For .n; d/ 6D .2; 4/ we have

H 1.X;TPnC1
jX / D 0;

where TPnC1jX is the sheaf of sections of the restriction of the tangent
space of PnC1 to X . In the exceptional case, .n; d/ D .2; 4/ we have
dimkH 1.X;TP3jX / D 1.

Proof. This follows from Bott’s theorem, see Theorem 7.1, as follows. In this
theorem we first put p D 1;N D n C 1, use Serre duality and and arrive at the
formula

dimk.H
nC1�q.PnC1;TPnC1.�k � n � 2/// D

8<: 1 if k D 0; q D 1;�
�kC1

�k

��
�k�1
n

�
if q D nC 1; k < �n;

0 otherwise.

We have used the fact that the canonical bundle of PnC1 is OPnC1.�n � 2/.
Proof of item 1. We must take q D n. This falls into the third case in Bott’s

formula as above except for q D n D 1; k D 0 which falls in the first case. Note
that

TPnC1.X/ Š TPnC1.�d/: (10.12)

Proof of item 2. We write the long exact sequence of the restriction of TPnC1 to
X and arrive at

� � � ! H 1.PnC1;TPnC1/! H 1.X;TPnC1
jX /! H 2.PnC1;TPnC1.X//! � � �

Bott’s formula as above implies that H 1.PnC1;TPnC1/ D 0. Moreover
H 2.PnC1;TPnC1.X// D 0 for .n; d/ 6D .2; 4/, and for .n; d/ D .2; 4/ we
have

dimkH
2.PnC1;TPnC1.X// D 1:

Proposition 10.5. We have canonical identifications

H 0.X;NX�X/ Š T0T Š kŒx�d (10.13)
H 0.X;NX�PnC1/ Š kŒx�d=kF; for n > 1 (10.14)

and themapH 0.X;NX�X/! H 0.X;NX�PnC1/ after these identifications turns
out to be the natural projection.
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Proof. The first isomorphism in (10.13) was proved in Proposition 10.3. We have
the short exact sequence

0! OPnC1.d/.X/! OPnC1.d/! OX .d/! 0 (10.15)

where OPnC1.d/.X/ is the the sheaf of section of OPnC1.d/ vanishing along X .
We have also a canonical isomorphismOX Š OPnC1.d/.X/; s 7! sF . Knowing
thatH 1.X;OX / D 0 for n > 1, the long exact sequence of the above short exact
sequence gives us

0! kF ! kŒx�d ! H 0.X;NX�PnC1/! 0

where we have used the isomorphism:

NX�PnC1 Š OX .d/:

This finishes the proof.

Remark 10.1. The long exact sequence of (10.15) also implies

H i .X;NX�PnC1/ D 0; i > 1:

Proposition 10.6. The k-vector spaceH 0.X;TPnC1/ is generated by xj @
@xi

and
the composition b ı a

H 0.PnC1;TPnC1/
a
! H 0.X;TPnC1

jX /
b
! H 0.X;NX�PnC1/ Š kŒx�d

is given by

xj
@

@xi
! xj

@F

@xi
: (10.16)

Proof. Themaps a and b are just natural projections, and so the result follows from
noting that the isomorphism NX�PnC1 Š OX .d/ is given locally by (10.16).

Proof of Theorem 10.1. We have many canonical identifications and vanishings
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so that (10.10) becomes

H0.X; TXjX / ! kŒx�d
K
!H1.X;TX/! H1.X; TXjX / ! 0

# # # # #

H0.X; TPnC1
ˇ̌
X
/

b
!kŒx�d=k � F

c
!H1.X;TX/!H1.X; TPnC1

ˇ̌
X
/!H1.X;NX�PnC1/

" a

hxi
@

@xj
i

i; j D 1; 2; : : : ; nC 1

(10.17)
The last zero in the above diagram is due to the vanishingH 1.X;OX / D 0. For
this we assume that n 6D 1, that is, X is not a curve.

Proof of item 1. The proof is in Section 10.3.
Proof of item 2. The second and third down arrows in the above diagram are

respectively surjective and isomorphism and so, the kernel of K projected into
kŒx�=k � F is the same as the kernel of c, and hence, the image of b. Since a is
a surjective map (Proposition 10.4, Item 1), by Proposition 10.6 we conclude the
first statement.

Proof of item 3. By the second part of Proposition 10.4 we know that for
.n; d/ 6D .2; 4/we haveH 1.X; TPnC1

ˇ̌
X
/ D 0. Moreover, the Kodaira–Spencer

map and c have the same image. This implies the result. In particular, this
argument implies that H 1.X; TXjX / D 0. For .n; d/ D .2; 4/ we have
dimkH 1.X; TPnC1

ˇ̌
X
/ D 1 which finishes the proof.

10.6 A theorem of Griffiths

Recall the definition of the Kodaira–Spencer map in both Sections 10.3 and 10.4.

Theorem 10.2 (Griffiths). There is a canonical map

Nri W H
1.X;�X /! hom

�
Hm�i .X; ˝iX /;H

m�iC1.X; ˝i�1X /
�

(10.18)

such that the IVHS map (10.4) factors through the Kodaira–Spencer map (10.8),
that is,

ri D
Nri ı K
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Moreover, ifH 1.X; �X/ D 0 there is also a canonical map

Nri W H
1.X; �X=T/! hom

�
Hm�i .X; ˝iX=T/;H

m�iC1.X; ˝i�1X=T/
�

(10.19)

such that the IVHS map (10.3) factors through the Kodaira–Spencer map (10.5).

Proof. The proof of the first part must follow from the second part but we do not
know how to do it. In Voisin (2002, Section 5.1.2) it is said that (10.18) is the
cup product map, but we do not see the relation. One might look for Griffiths’
original proof. This is also reproduced in Voisin (2003, Section 10.2.3). Below,
we reproduce the proof only for the second part. It might indicate what kind of
changes must be done, in order to have a proof of first part.

Let v D fvij g 2 H 1.X; �X=T/ and ! 2 Hm�i .X; ˝iX=T/. We want to define
Nri .v/.!/ 2 H

m�iC1.X; ˝i�1X=T/. We take an acyclic covering U WD fUigi2I of
X and a cocycle L! 2 .˝X/im�i which maps to ! under the canonical projection
˝iX ! ˝iX=T. Since ! is ı-closed, we have

ı L! 2 ˝1T ^ .˝
i�1
X /m�iC1: (10.20)

Since�X=T � �X, we can consider v as an element inH 1.X; �X/. However, we
have assumed that this cohomology is zero. Therefore, we have vector fields vi in
Ui such that vij D vj � vi . In any intersections U0 \ U1 \ � � � \ Uim \ Um�iC1

we have
0 D iviaib

.ı L!/ D ivib
.ı L!/ � ivia

.ı L!/:

The first equality is in ˝i�1X=T and it follows from the following. We write ı L! D
˛ ^ ˇ, where ˛ is a section of ˝1T and ˇ is a section of ˝i�1X , see (10.20). We
have

ivij
.˛ ^ ˇ/ D ivij

˛ ^ ˇ C .�1/1˛ ^ ivij
ˇ D �˛ ^ ivij

ˇ:

where we have used ivij
˛ D 0 because vij is tangent to the fibers of X=T. There-

fore, fivia
.ı L!/g does not depend on the choice of a D 0; 1; ; : : : ; m� i C 1. This

gives us the desired element inHm�iC1.X; ˝i�1X=T/.

10.7 IVHS for hypersurfaces

Here is the main theorem of this section.
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Theorem 10.3. The infinitesimal variation of Hodge structures

H 1.X;�X / �H
n�k.X;˝kX /0 ! Hn�kC1.X;˝k�1

X /0

for a smooth hypersurface X D fF D 0g of degree d and dimension n is given
(up to some non-zero constant factor) by the multiplication of polynomials

.CŒX�=JF /d � .CŒX�=J
F /.kC1/d�n�2 ! .CŒX�=JF /.kC2/d�n�2

.P;Q/ 7! PQ;
(10.21)

provided that .n; d/ 6D .2; 4/. In this exceptional case, the same statement is true
if we replaceH1.X;�X / with the image of the Kodaira–Spencer map.
Proof. The identifications of involved cohomologieswith the homogeneous pieces
of the ring CŒx�=JF is done in Theorem 7.3 and Theorem 10.1. Note that for n
even and k D n

2
, we haveHk.X;˝n�k

X / D Hk.X;˝n�k
X /0C�

n
2 . For all other n

and k,Hk.X;˝n�k
X /0 D H

k.X;˝n�k
X /. It is now enough to argue that the IVHS

map becomemultiplication of polynomials. This follows from the definition of the
Gauss–Manin connection for hypersurfaces in (9.20).

Remark 10.2. Let us consider the following IVHS
Nr W H 1.X;�X / �H

1.X;˝1X /! H 2.X;˝0X /:

The polarization � is a flat section of the Gauss–Manin connection. Therefore, it
is natural to define

H 1.X;�X /0 WD
˚
a 2 H 1.X;�X / j Nr.a; �/ D 0

	
(10.22)

In the case of a hypersurface X � PnC1, for n > 3 by Lefschetz theorems, and
for n D 1 by the Hodge decomposition of the top cohomology, we know that we
haveH 2.X;˝0X / D 0. Therefore, in this case we have

H 1.X;�X /0 D H
1.X;�X /:

Remark 10.3. A hypersurface X � P3 of degree 4 is called a K3 surface. Using
Serre duality we have

H 1.X;�X / Š H
1.X;˝1X /

Note that ˝1X is dual to �X and ˝2X is the trivial line bundle. We find that the
dimension of H 1.X;�X / is the Hodge number h1;1 of X . This is h1;1 D 20.
From another side dim.CŒx�=JF /4 D 19. We conclude that the complex moduli
space of a K3 surface is of dimension 20. Algebraic deformations correspond to
a 19 dimensional subspace of this space.



11 Hodge cycles
and Artinian
Gorenstein
algebras

Although intersection theory in manifolds is mainly of historical interest today,
it is still of some value in aiding our geometric intuition about cocycles and cup
products, at least in the case of manifolds. (W. S. Massey (1991, page 392)).

11.1 Introduction

In this chapter to any Hodge cycle of a smooth hypersurface we attach an Artinian
Gorenstein algebra, and in this way many problems related to Hodge cycles, boil
down to problems in commutative algebra. Some of the material of the present
text are inspired from Dan (2017), Movasati and Villaflor (2018), Otwinowska
(2002, 2003), Villaflor (n.d.[a]), and Voisin (2003). In this chapter, k is a field of
characteristic zero, but not necessarily algebraically closed. Once we talk about
Hodge cycles, it is assumed that k � C.
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11.2 Artinian Gorenstein algebras

We have already introduced Artinian Gorenstein algebras and ideals in Section 8.2.
We start by recalling their definitions.

Definition 11.1. Let n 2 N, and I � kŒx0; : : : ; xnC1� be a homogeneous ideal.
We say I is Artinian Gorenstein if R WD kŒx0; : : : ; xnC1�=I for some � 2 N
satisfies

1. dimkR� D 1.

2. For every 0 6 i 6 � the multiplication map

Ri �R��i ! R�

is a perfect pairing.

3. Re D 0 for e > � .

We also say that R is an Artinian Gorenstein algebra. The number � is called
the socle of I and R. In the literature, R� is also called the socle of R.

The above definition is mainly inspired from the following example, which is
Macaulay’s Theorem 8.1.

Example 11.1. Let f0; : : : ; fnC1 2 kŒx0; : : : ; xnC1� be homogeneous polynomi-
als with deg.fi / D di and

ff0 D � � � D fnC1 D 0g D ¿ � PnC1:

By Theorem 8.1, the following

R WD
kŒx0; : : : ; xnC1�

hf0; : : : ; fnC1i
;

is an Artinian Gorenstein algebra of socle � WD
PnC1
iD0 .di � 1/.

For a proof see Voisin (2003, Theorem 6.19). Note that for the proof we can
assume that k D C. For an arbitrary k, we first note that Theorem 8.1 is inde-
pendent of the field extension, and we can take k small enough such that k can be
embedded in C.
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Example 11.2. Let F 2 kŒx0; x1; : : : ; xnC1� be a homogeneous polynomial of
degree d such that its Jacobian ideal JF WD h @F

@x0
; @F
@x1
; � � � @F

@xnC1
i has an isolated

singularity at the origin 0 2 CnC2. This is our main example of an Artinian
Gorenstein ideal which is of socle � WD .nC 2/.d � 2/. For F WD xd0 C x

d
1 C

� � � C xdnC1 this is
JF D hxd�1

0 ; xd�1
1 ; : : : ; xd�1

nC1i:

In this case R� is generated by xd�2
1 xd�2

2 � � � xd�2
nC1 .

Definition 11.2. For an ideal I of a ring R and some P 2 R, the quotient ideal
is defined as follows:

.I W P / WD fQ 2 R W PQ 2 I g:

The following elementary proposition will be used frequently.

Proposition 11.1. We have

1. If I is Artinian Gorenstein with socle � , and P 2 kŒx0; : : : ; xnC1�� n I�,
then .I W P / is Artinian Gorenstein of socle � � �.

2. If I1; I2 � kŒx0; x1; : : : ; xnC1� are two Artinian Gorenstein ideals with the
same socle � and .I1/� D .I2/� then I1 D I2.

Proof. The proof of the first statement is as follows. Let R D kŒx0; : : : ; xnC1�.
The first item in the definition of an Artinian Gorenstein algebra for R=.I W P /
follows from the fact that .R=I /� � .R=I /��� is a perfect pairing. This also
implies that .R=.I W P //a � .R=.I W P //����a ! .R=.I W P //��� is a perfect
pairing.

For the second item we first observe that I1 \ I2 is also Artinian Gorenstein.
We then prove the same statement with the additional hypothesis I1 � I2. We only
need to prove that the pairing .kŒx�=I1\ I2/a � .kŒx�=I1\ I2/��a ! .kŒx�=I1\
I2/� is perfect. If it not then we have P 2 .kŒx�a with P 62 .I1/a or P 62
.I2/a whose product with all Q 2 kŒx���a is in .I1/� D .I2/� . If for instance,
P 62 .I1/a then this contradicts the same property for I1. Now let us assume that
I1 � I2. If Q 2 I2 and Q 62 I1 then Q gives a non-zero element in R=I1 and
so there is an element P 2 R=I1 such that PQ is a non-zero element of the socle
.R=I1/� . This is equal to .R=I2/� which implies that PQ is zero, and hence, we
get a contradiction.
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Remark 11.1. The intersection of two Artinian Gorenstein ideal I1; I2 is not nec-
essarily Artinian Gorenstein. For instance, consider the case in which I1 and I2
have the same socle and .I1/� 6D .I2/� which implies that dimC.CŒx�=I1 \
I2/� D 2. Note also that for two polynomials P;Q 2 CŒx�� and an Artinian
Gorenstein ideal I we have the inclusion

.I W P / \ .I W Q/ � .I W P CQ/

which is a strict inclusion if .I W P /��� 6D .I W Q/���.

11.3 Artinian Gorenstein algebra attached to a Hodge cy-
cle

Let X D fF D 0g � PnC1 be a smooth hypersurface of degree d and even
dimension n define over a field k � C, and

� WD .
n

2
C 1/.d � 2/:

Let also Z1 be the intersection of a linear P
n
2

C1 with X and ŒZ1� 2 Hn.X;Z/
be the induced element in homology (the polarization). It is also well-known that
Hn.X;Z/ has no torsion, see for instance Movasati (2021, Section 5.5)

Definition 11.3. For every Hodge cycle ı 2 Hn.X;Z/=ZŒZ1� we define its as-
sociated Artinian Gorenstein ideal as the homogeneous ideal

I.ı/a WD

(
Q 2 CŒx�a

ˇ̌̌̌
ˇ
Z
ı

res
�
QP˝

F
n
2

C1

�
D 0; 8P 2 CŒx���a

)
:

We define the Artinian Gorenstein algebra of ı as R.ı/ WD CŒx�=I.ı/. By
definition I.ı/m D CŒx�m for all m > � C 1 and so R.ı/a D 0.

Definition 11.4. For a non-zero Hodge cycle ı 2 Hn.X;Z/=ZŒZ1�, its canoni-
cal associated polynomial zPı 2 CŒx�.n

2
C1/.d�2/ is the one such that

ıpd
D res

 
zPı˝

F
n
2

C1

!
2 F

n
2Hn

dR.X/: (11.1)
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Proposition 11.2. We have

I.ı/ D .JF W zPı/

and hence I.ı/ is Artinian Gorenstein of socle � WD .n
2
C 1/.d � 2/.

Proof. We first show that JF � I.ı/. This follows from

d
� !

F i�1

�
D

d!

F i�1
� .i � 1/

dF ^ !

F i
(11.2)

D

d! C d � .i � 1/ � P � � @
@xj

dx

F i�1
� .i � 1/

@F
@xj

P˝

F i
(11.3)

for i D n
2
C 1 and ! D P � @

@xj

˝; P 2 CŒx�.i�1/�d�n�1. Since ı is a Hodge
cycle, after taking the residue and then integrating the above equality over ı we
conclude that Z

ı

res

0@ @F
@xj

P˝

F
n
2

C1

1A D 0;
which implies that @F

@xj
2 I.ı/; j D 0; 1; 2; : : : ; n C 1 (another way to see the

above equality is noticing that by Griffiths’ Theorem 7.3 the differential forms
lies in F n

2
C1). Note that we cannot use directly the equality (11.2) as �E of its

ingredients are not zero (and of the ingredients of the second equality are zero),
and hence, they do not give us differential forms in the projective space PnC1. By
Poincaré duality we haveZ

ı

res
�
QP˝

F
n
2

C1

�
D

Z
X

QP˝

F
n
2

C1
[
zPı˝

F
n
2

C1
(11.4)

and by Theorem 7.6 the right hand side of the above equality is zero if and only
if QP zPı 2 JF . By Theorem 8.1, the Jacobian ideal JF is Artinian Gorenstein,
and in particular the multiplication is a perfect pairing. It follows that (11.4) is
zero for all P 2 CŒx���a if and only ifQ zPı 2 JF .

Remark 11.2. When ı is of complete intersection type, the relation between the
canonical polynomial of ı and its associated polynomial defined in Definition 8.2
is

zPı �

n
2
Š.�1/

n
2

C1

deg.X/
Pı (mod JF /: (11.5)
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In particular
.JF W zPı/ D .J

F
W Pı/: (11.6)

Proposition 11.3. If ı D ŒZ� and Z is given by the ideal IZ then

IZ � I.ı/: (11.7)

In particular, if the primitive part of the cycles ŒZ1�; ŒZ2�; : : : ; ŒZk� form a one
dimensional subspace ofHn.X;Q/0 then

kX
iD1

IZi
� I.ı/: (11.8)

Proof. For (11.7) we use Carlson–Griffiths Theorem 7.4. In the equality (7.7) if
P D Q zP and Q 2 IZ then its right hand side restricted to Z is identically zero
and soQ 2 I.ı/. The second part follows from the first part and the fact that I.ı/
depends only the class of ı in P .Hn.X;Q/=QŒZ1�/.

Definition 11.5. An algebraic cycle Z is called perfect (resp. perfect at level
m 2 N) if there are other algebraic cycles Zi ; i D 2; : : : ; k; Z1 D Z as in
the above definition such that (11.8) is an equality (resp. equality for degree 6 m

pieces).

Proposition 11.4. Complete intersection algebraic cycles inside hypersurfaces
are perfect.

Proof. We first recall the definition and related notations of a complete intersec-
tion algebraic cycle. Assume that n > 2 is even andF 2 CŒx�d is of the following
format:

F D f1fn
2

C2Cf2fn
2

C3C� � �Cfn
2

C1fnC2; fi 2 CŒx�di
; fn

2
C1Ci 2 CŒx�d�di

;

(11.9)
where 1 6 di < d; i D 1; 2; : : : ; n

2
C 1 is a sequence of natural numbers. A

complete intersection algebraic cycle Z is given by the ideal hf1; f2; : : : ; fn
2

C1i.
InHn.X;Z/ the homology classes of all cycles

LZ W g1 D g2 D � � � D gn
2

C1 D 0; gi 2 ffi ; fn
2

C1Cig (11.10)

are equal up to sign and up to ZŒZ1�. This with Proposition 11.3 imply that

J WD
X

LZ

I LZ
D hf1; f2; : : : ; fnC2i � .Iı/:
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where LZ runs through all algebraic cycles in (11.10). Now Macaulay’s Theo-
rem 8.1 implies that the ideal J is also Artinian Gorenstein of socle degree � WD
d � d1 C d1 C � � � C d � dn

2
C1 � dn

2
C1 D .

n
2
C 1/d and so I.ı/ D J .

Remark 11.3. Meantime the present text was being written, the first author to-
gether with E. Sertöz analyzed the perfectness of curves inside surfaces. For in-
stance, they prove the following. Let Z be a twisted cubic in a smooth quartic
surface X � P3. The class ŒZ� is perfect at level 2 if and only if I.ŒZ�/1 D 0 and
dim I.ŒZ�/2 D 3. In Cifani, Pirola, and Schlesinger (2021) the authors investi-
gate the perfectness further and prove that arithmetically Cohen–Macaulay curves
inside surfaces in P3 are perfect. They also prove that a smooth rational curve
of degree 4 contained in a smooth surface X � P3 of degree 4 is not perfect at
level 3 (and hence not perfect). This rises the question of geometric meaning of
polynomials in I.ı/ which are not in any ideal IZi

.

11.4 Field of definition of Hodge cycles

In this sectionwe define the field of definition of Hodge cycles. For this we assume
that the projective variety X is defined over a subfield k of C. In principle, all the
notions that we are going to introduce depend on the embedding k � C.

Definition 11.6. Let X be a smooth hypersurface defined over the field k � C.
For a Hodge cycle ı 2 Hn.X;Z/=ZŒZ1� let zPı 2 CŒx�.n

2
C1/.d�1/ be the canoni-

cal polynomial defined in (11.1). The subfield of C generated over k by the coeffi-
cients of zPı is called the field of definition of ı. We denote it by kı . By definition,
kı is the smallest field such that zPı 2 kı Œx�.

We have the following natural isomorphism of one dimensional vector spaces:

H.ı/ W R� ! C; P 7!
1

.2�i/
n
2

Z
ı

P˝

F
n
2

C1
(11.11)

and hence we get:
H.ı/ W Ra �R��a ! R� Š C:

Proposition 11.5. If ı D ŒZ� is an algebraic cycle, and bothZ andX are defined
over a field k � C then kı D k and I.ı/, R.ı/ andH.ı/ are defined over k.
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Proof. It follows from Proposition 5.11 that Pı 2 kŒx�. The Jacobian ideal is
defined over k and so I.ı/; R.ı/ are defined over k. In a similar way, because of
Proposition 5.11H.ı/ is defined over k.

Knowing Proposition 11.5, the following is a consequence of the Hodge con-
jecture.

Conjecture 11.1. If F is defined over a field k � C then I.ı/; R.ı/ andH.ı/ are
defined over a finite algebraic extension of k.

It seems that the algebraic extension in Section 3.3 highly depends on the un-
derlying variety X . The following particular case might indicate some general
phenomena.

Theorem 11.1 (Deligne, Milne, et al. (1982)). If F is the Fermat polynomial,
and hence defined over Q, then I.ı/; R.ı/ andH.ı/ are defined over an abelian
extension of Q.

A major problem in our way is that for a generic F there is no non-zero prim-
itive Hodge cycle, and we might be interested to translate this into non-existence
of certain Artinian Gorenstein rings of socle degree � for such polynomials. Note
that Conjecture 11.1 and Theorem 11.1 are the only manifestation of the fact that
ı has coefficients in Z.

11.5 A quotient ideal over a sum of two polynomials

We close this chapter with a proposition we will use in the proof of Theorem 12.4.

Proposition 11.6. Consider the ideal I WD hxd�1
0 ; : : : ; xd�1

2r�1i � CŒx0; : : : ; x2r�1�.
Let d > 3, and ˇ1; ˇ2; c1; c2 2 C� with ˇ1 ¤ ˇ2. For i D 1; 2, define

Ri WD ci �

rY
jD1

.xd�1
2j�2 � .ˇix2j�1/

d�1/

.x2j�2 � ˇix2j�1/
:

Then
.I W R1/e \ .I W R2/e D .I W R1 CR2/e; (11.12)

if and only if e ¤ .d � 2/ � r .
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Proof. First of all, note that .I W R1/, .I W R2/ and .I W R1 C R2/ are Artinian
Gorenstein ideals of socle .d � 2/ � r . In consequence,

.I W R1/ \ .I W R2/ ¤ .I W R1 CR2/:

Otherwise, we would have .I W R1 CR2/ � .I W R1/, which implies

.I W R1/ D .I W R1 CR2/ D .I W R2/;

a contradiction. Therefore, in order to prove the proposition, it is enough to prove
(11.12) for e ¤ .d � 2/ � r . If e > .d � 2/ � r , the equality (11.12) is trivial since
.d � 2/ � r is the socle of the three ideals. If e < .d � 2/ � r , we claim (11.12)
reduces to the case e D .d �2/ � r �1. In fact, if we assume (11.12) fails for some
e < .d � 2/ � r , we can choose

p 2 .I W R1 CR2/e n .I W R1/e: (11.13)

Since .I W R1/ is Artinian Gorenstein of socle .d � 2/ � r , the perfect pairing prop-
erty implies that we can find a degree .d �2/ � r � e monomial xi D xi00 � � � x

i2r�1

2r�1
such that

xi � p 2 .I W R1 CR2/.d�2/�r n .I W R1/.d�2/�r : (11.14)

Since deg.xi / > 0, there exist some ij > 0, then (11.13) and (11.14) imply that

xi

xj
� p 2 .I W R1 CR2/.d�2/�r�1 n .I W R1/.d�2/�r�1;

and so (11.12) would fail for e D .d � 2/ � r � 1, as claimed. Therefore, we just
consider the case e D .d � 2/ � r � 1. It is enough to show that .I W R1CR2/e �
.I W R1/e \ .I W R2/e. Take p 2 .I W R1 C R2/e. Without loss of generality we
may assume it can be written as

p D
X
k even

d�3X
lD0

xlkx
d�3�l
kC1 pk;l ;

where each pk;l does not depend on xk and xkC1, and is a C-linear combination
of monomials of the form xi00 � � � x

ik�1

k�1
x
ikC2

kC2
� � � x

i2r�1

2r�1 with i2j�2Ci2j�1 D d�2,
for all j 2 f1; : : : ; rg n fk

2
C 1g. For every k and l , and i D 1; 2, there exist a

constant ak;l;i 2 C such that

pk;l
Ri

.xd�2
k
C xd�3

k
.ˇixkC1/C � � � C .ˇixkC1/

d�2/
� ak;l;i

.x0 � � � x2r�1/
d�2

.xkxkC1/
d�2

;



11.5. A quotient ideal over a sum of two polynomials 193

modulo hxd�1
0 ; : : : ; xd�1

k�1
; xd�1
kC2

; : : : ; xd�1
2r�1i. Then

pRi � .x0 � � � x2r�1/
d�2

X
k even

0@ 1

xk

d�3X
lD0

ak;l;iˇ
lC1
i C

1

xkC1

d�3X
lD0

ak;l;iˇ
l
i

1A ;
modulo I . Since p � .R1 CR2/ 2 I we conclude that

d�3X
lD0

ak;l;1ˇ
lC1
1 C

d�3X
lD0

ak;l;2ˇ
lC1
2 D

d�3X
lD0

ak;l;1ˇ
l
1 C

d�3X
lD0

ak;l;2ˇ
l
2 D 0:

Since ˇ1 ¤ ˇ2, this implies

d�3X
lD0

ak;l;1ˇ
l
1 D

d�3X
lD0

ak;l;2ˇ
l
2 D 0;

and so pRi 2 I for i D 1; 2.



12 Some
components of

Hodge loci

One may ask whether imposing a certain Hodge class upon a generic member
of an algebraic family of polarized algebraic varieties amounts to an algebraic
condition upon the parameters. A. Weil (1977, page 429).

12.1 Introduction
For a family of algebraic varieties X ! V one may ask for the description of sub
locus LW � V such that the varietiesXt ; t 2 W enjoy certain algebraic properties
which is not satisfied by a genericXt , for instance, one can impose the existence of
an algebraic cycleZt � Xt . Instead of the parameter space V , one can consider a
moduli space for which the algebraic familyX ! V might not exist. Examples of
such special loci W are abundant. Noether–Lefschetz loci parametrize hypersur-
faces in P3 with Picard number > 1 (see for instance Griffiths and Harris (1985)),
modular curves parameterize pairs of isogeneous elliptic curves (see for instance
Galbraith (1996) or Movasati (2021, Exercise 16.8)) and Humbert surfaces param-
eterize abelian varieties with certain endomorphism structure (see for instance van
der Geer (1988, Chapter IX) or Gruenewald (2008)). The last two examples can
be reformulated in terms of algebraic cycles and if the algebraic cycle is replaced
with a Hodge class/cycle then such special loci are called Hodge loci. In this chap-



12.2. Hodge locus 195

ter we aim to gather all well-known components of the Hodge locus in the case of
hypersurfaces. Some of these components are conjectural and for some we have
proofs.

12.2 Hodge locus
Hodge loci arise naturally when one wants to study Hodge cycles in families. Let
Y ! V be a family of smooth complex projective varieties (Y � PN � V and
Y ! V is obtained by projection on the second coordinate). Let F iHm

dR.Y=V /

be the vector bundle of F i pieces of the Hodge filtration ofHm
dR.Yt /; t 2 V . This

notation is mainly used for the free sheaf of sections, however, in the definition
below we use it as the total space of the bundle.

Definition 12.1. The locus of Hodge classes is the subset of F m
2 Hm

dR.Y=V / con-
taining all Hodge classes.

Note that F m
2 Hm

dR.Y=V / is an algebraic bundle, however, the locus of Hodge
classes is a union of local analytic varieties. This will be clear once we define the
Hodge locus in terms of integrals. Now, we define the Hodge locus in V itself.

Definition 12.2. The projection of the locus of Hodge classes under
F

m
2 Hm

dR.Y=V /! V is called the Hodge locus in V . An irreducible component
H of the Hodge locus in a (usual) neighborhood of a point t0 2 V is characterized
in the following way. It is an irreducible closed analytic subvariety of .V; t0/ with
a continuous family of Hodge classes ıt 2 Hm.Yt ;Z/\F

m
2 in varieties Yt ; t 2 H

such that for points t in a dense open subset ofH , the monodromy of ıt to a point
in a neighborhood (in the usual topology of V ) of t and outside H is no more a
Hodge class.

Remark 12.1. Even though for all known examples of irreducible components
H of the Hodge locus, the dense open subset ofH in the above definition can be
replaced byH itself, we do not expect this to be true in general. In Definition 12.3,
we introduce the Hodge locus ı0 attached to ı0 whichmight have many irreducible
components and H is just one of them. Here, the dense open subset of H refers
toH minus all other components of Vı0

.

The following consequence of the Hodge conjecture is well-known:

Conjecture 12.1. Let Y ! V be a family of smooth projective varieties defined
over a field k � C. All the components of the locus of Hodge classes are algebraic
subsets of F

m
2 Hm

dR.Y=V / defined over the algebraic closure of k.
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In particular, the components of the Hodge locus in V are also algebraic.

Proposition 12.1. Hodge conjecture implies Conjecture 12.1.

Proof. We follow the argument in Cattani, Deligne, and Kaplan (1995, page 483).
Let Cd be the Chow variety parameterizing projective sub schemes Z of PN of
degree d and dimension n � m

2
, where n is the dimension of Yt . Here, we have

to use the language of schemes, as we would like to consider Z as an effective
algebraic cycle Z D

Pk
iD1 niZi ; ni 2 N and Zi ’s are degree d subvarieties

of PN of degree d and dimension n � m
2
. Moreover, by definition deg.Z/ DPk

iD1 ni deg.Zi /. The multiplicities ni ’s are encoded in the defining ideal of
Z. Instead of Chow varieties we may also use Hilbert schemes. We consider
the subvariety Ad of Cd � V containing the points .Z; t/ with Z � Yt . We
only look at it as a local analytic variety near the point p0 WD .Zt0 ; t0/ and then
consider its projection .Bd ; t0/ � .V; t0/ in the second coordinate. Note that
Bd is a branch of an algebraic variety in V near t0, and this variety might have
other branches due to different choices of the algebraic cycle Zt0 with fixed t0.
Moreover, Ad and Bd might be singular at p0 and t0, respectively, and the map
.Ad ; p0/ ! .Bd ; t0/ might have non-zero dimensional fibers. After changing
the base point t0, if necessary, we can find a smooth subvariety zAd of Ad and
of the same dimension as Bd such that the projection . zAd ; p0/ ! .Bd ; t0/ is a
biholomorphism. This implies that we have a family of topological cycle ŒZt � 2
Hm.Yt ;Z/; t 2 Bd which is obtained by the monodromy of ŒZt0 � 2 Hm.Yt0 ;Z/.
One might try to give a more convincing proof of the mentioned fact by applying
a version of Ehresmann’s theorem. Note thatZt ’s might be singular. One can also
try to construct ŒZt � in the algebraic de Rham cohomology and prove that it is a
flat section of the Gauss–Manin connection.

LetH be an irreducible component of the Hodge locus in V passing through t0.
For t 2 H we have the Hodge cycles ıt which is also algebraic ıt D 1

a
.ŒZ1;t � �

ŒZt;2�/, where Z1;t and Z2;t are two sub schemes of Yt of codimension m
2
and

a 2 N is a number depending on t . So far we do not know, how Zi;t ; i D

1; 2 varies with t . Since the degrees of Z1;t and Z2;t are discrete functions in t ,
we conclude that there is dense subset zH (outside an enumerable proper analytic
subvarieties ofH ) such that degZ1;t D d1 and deg.Z2;t / D d2 is constant in zH
(independent of t ). Without loss of generality, we can assume that our base point
t0 2 zH . We haveH � Bd1

\ Bd2
and claim thatH is an irreducible component

of Bd1
\Bd2

. If not, it lies properly inside a component of Bd1
\Bd2

. The triple
.Yt0 ; Z1;t0 ; Z2;t0/ deforms to a point t 62 H . However, this deformation gives us
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the monodromy ıt WD 1
a
.ŒZ1;t �� ŒZ2;t �/ which is Hodge. This is in contradiction

with the definition ofH .

The algebraicity statement in Conjecture 12.1 has been proved by Cattani,
Deligne and Kaplan.
Theorem 12.1. (Cattani, Deligne, and Kaplan (ibid.)) The irreducible compo-
nents of the locus of Hodge classes in F

m
2 Hm

dR.Y=V / are algebraic sets.
Themain ingredient of their proof is Schmid’s nilpotent orbit theorem in Schmid

(1973) together with some results in Cattani, Kaplan, and Schmid (1986). All these
are purely transcendental methods in algebraic geometry, and hence, their proof
does not give any light into the second part of Conjecture 12.1, that is, any com-
ponent of the locus of Hodge classes is defined over the algebraic closure of the
base field k.

The algebraicity statement for the locus of Hodge classes is slightly stronger
than the same statement for the Hodge locus. Let us explain this. We take an
irreducible component H of the Hodge locus. Above each point t 2 H we have
a Hodge class ˇ and the above theorem implies that the action of the monodromy
representation �1.H; t/ ! Aut.Hm.Yt ;Q// on ˇ produces a finite number of
cohomological classes (which are again Hodge classes). This topological fact does
not follow just from the algebraicity ofH .

We will work with Hodge cycles which live in homology in comparison with
Hodge classes which live in cohomology. Both notions are related to each other
by Poincaré duality. Let Y ! V be a family of smooth projective varieties as
before. Let also ıt 2 Hn.Yt ;Z/ be a continuous family of cycles. We consider
sections !1; !2; : : : ; !a of the cohomology bundleHm

dR.Yt /; t 2 .V; 0/ such that
for any t 2 .V; 0/ they form a basis of the F m

2
C1-piece of the Hodge filtration of

Hm
dR.Yt /. Therefore, a D h

n
2

C1. Let OV;0 be the ring of holomorphic functions
in a neighborhood of 0 in V . We have the elementsZ

ıt

!i 2 OV;0; i D 1; 2; : : : ; a:

Definition 12.3. The (analytic)Hodge locus passing through 0 and corresponding
to ı is the analytic variety

Vı WD

(
t 2 .V; 0/

ˇ̌̌̌
ˇ
Z
ıt

!1 D

Z
ıt

!2 D � � � D

Z
ıt

!a D 0

)
: (12.1)
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We consider it as an analytic scheme with

OVı
WD OV;0

,*Z
ıt

!1;

Z
ıt

!2; � � � ;

Z
ıt

!a

+
: (12.2)

In the two dimensional case, that is dim.Yt / D 2, the Hodge locus is usually
called Noether–Lefschetz locus. In this case the Hodge conjecture is known as
Lefschetz .1; 1/ theorem. The Hodge locus is given by the vanishing of a D hn

2
C1

holomorphic functions in t . By definition of a Hodge cycle, we already know that
0 is a point of this variety. This is a local analytic, not necessarily irreducible,
subset of V .

The fact that a Hodge locus is given by holomorphic functions is immediate in
our context. However, this is not easily seen by the classical definition, “It seems
to be a known fact (cf. e.g. P. Griffiths, passim) that to impose a Hodge class upon
a manifold with complex structure imposes upon its local moduli a holomorphic
condition”, (Weil (1999, page 428)).

12.3 Hodge locus for hypersurfaces

Let T � CŒx�d be the parameter space of smooth hypersurface of degree d and
even dimension n in PnC1. For t 2 T we have the hypersurface Xt given by
Ft 2 CŒx�d . We fix 0 2 T. In the case of hypersurfaces, we have the Grif-
fiths’ description of the de Rham cohomology of a hypersurface, together with
its Hodge filtration, and so a Hodge locus can be presented only with the knowl-
edge of integrals. This is actually the way it is done in Movasati (2021, Section
16.5). For the convenience of the reader we repeat it here. For a Hodge cycle
ı D ı0 2 Hm.X;Z/, let ıt 2 Hn.Xt ;Z/ be the monodromy of ı to the hypersur-
face Xt . Let OT;0 be the ring of holomorphic functions in a neighborhood of 0 in
T. We have the elements

fP;i .t/ WD

Z
ıt

res
�
P˝

F i

�
2 OT;0; P 2 CŒx���.n

2
�iC1/d ; i D 1; 2; : : : ;

n

2
:

where � D .d � 2/.n
2
C 1/.
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Definition 12.4. The (analytic)Hodge locus passing through 0 and corresponding
to ı is the analytic variety

Vı WD

(
t 2 .T; 0/

ˇ̌̌̌
ˇ fP;i .t/ D 0; 8P 2 CŒx���.n

2
�iC1/d ; i D 1; 2; : : : ;

n

2

)
:

(12.3)
We consider it as an analytic scheme with

OVı
WD OT;0

,*
fP;i

ˇ̌̌̌
ˇ P 2 CŒx���.n

2
�iC1/d ; i D 1; 2; : : : ;

n

2

+
: (12.4)

The main reason for the introduction of Artinian Gorenstein algebras in Chap-
ter 11 is the following theorem.

Theorem 12.2. Let Vı � .T; 0/ be the Hodge locus passing through 0 and corre-
sponding to ı D ı0. The Zariski tangent space of Vı at 0 is canonically identified
with I.ı/d .

Proof. This follows by our definition of Hodge locus above. Note that (up to some
non-zero constant factor)

@

@t˛

Z
ıt

res
�
P˝

F i

�
D

Z
ıt

res
�
QP˝

F iC1

�
; Q WD �

@F

@t˛
: (12.5)

This implies that the linear part of fP;i for i < n
2
is zero and only the linear parts

of fP;n
2
contribute to the tangent space of Vı at 0 2 T.

In the terminology of Voisin (2002), tr.ıpd/ D I.ı/d is the Zariski tangent
space of Vı at 0.

Definition 12.5. Note that the Zariski tangent space T0Vı is the the tangent space
of Vı as scheme. If Vı is the zero set of f1; f2; � � � ; fk 2 OT;0 then T0Vı is
the zero set of the linear part of fi ’s. We say that Vı is smooth if it is smooth
in the scheme theoretical context, that is, the ideal defining Vı is generated by
f1; f2; : : : ; fk and the linear parts of fi ’s are linearly independent. This also im-
plies that Vı is reduced. Note that reducedness is a weaker property than smooth-
ness.
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Corollary 12.1. Let T be the parameter space of smooth degree d hypersurfaces
of PnC1, of even dimension n. For t 2 T, let Xt D fF D 0g � PnC1 be the
corresponding hypersurface. If ı 2 CHn.Xt /cit is a complete intersection type
algebraic cycle, then

TtVŒı� D .J
F
W Pı/d :

Proof. By Theorem 12.2 and Theorem 8.2 we have

TtVŒı� D fP 2 CŒx0; : : : ; xnC1�d W P �Q � Pı 2 J
F ;

for allQ 2 CŒx0; : : : ; xnC1�d n
2

�n�2g.
By item (ii) of Macaulay’s Theorem 8.1 applied to the Jacobian ring RF , we

conclude

TtVŒı� D fP 2 CŒx0; : : : ; xnC1�d W P � Pı 2 J
F
g D .JF W Pı/d :

In order to prove Theorem 12.4 we will use Corollary 12.1 for t D 0 2 T
corresponding to the Fermat variety, and ı D P

n
2 2 CHn.X0/ a linear cycle

inside it.

12.4 Alternative Hodge conjecture

In this section we are going to present the alternative Hodge conjecture (AHC)
which is a stronger version of Grothendieck’s variational Hodge conjecture (VHC).
This appears first in Movasati (2021, Section 18.2) and it is false in general. How-
ever, its validity in many concrete examples is still a conjecture, and that is the
main reason for letting the name conjecture in its title. The concept of a defor-
mation of a pair of a variety X together with an algebraic cycle Z � X is not
rigorously established in Movasati (ibid.) and we fill this gap here.

Let X � PN be a smooth projective variety and Z be an algebraic cycle of
dimension m

2
, where m is an even number between 0 and 2 dim.X/. We assume

that X D X0 is the fiber over 0 2 T of a family X ! T of smooth projective
varieties. We would like give a precise definition for deformations Zt � Xt of
Z0 � X0 within this family.
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Definition 12.6. The deformation space VZ � .T; 0/ of Z within T is defined
in the following way. First, we write

Z D

kX
iD1

niZi ; ni 2 Z (12.6)

where Zi ’s are effective algebraic cycles, that is, they can be written as sum of
irreducible subvarieties of X of dimension m

2
and with positive coefficients. Let

Hilb.X/ and Hilb.X;Zi /; i D 1; 2; : : : ; k be the Hilbert scheme parametrizing
deformations ofX and the pair .X;Zi /, respectively. We have the canonical maps

�i W Hilb.X;Zi /! Hilb.X/; i D 1; 2; : : : ; k

We denote by 0 2 Hilb.X/ and 0 2 Hilb.X;Zi / the points corresponding to X
and .X;Zi /, respectively. We define

VZ WD \
k
iD1Image.�i W .Hilb.X;Zi /

an; 0/! .Hilb.X/an; 0//:

For an arbitrary T we define VZ by taking pull-back through T! Hilb.X/. This
definition depends on the decomposition (12.6). By definition we have a family
.Zt ; Xt /; t 2 VZ .

Remark 12.2. For a scheme V we denote by V an the analytic scheme (and not
the analytic variety as we have used in earlier chapters) attached to V and we
denote by .V an; 0/ a small neighborhood of V an in the analytic/usual topology.
By definition VZ is an analytic scheme whose scheme structure comes from the
algebraic scheme structure of Hilb.X;Zi /.

Remark 12.3. LetX! T be a family of smooth projective varieties. If the Hodge
conjecture is true then the components of the Hodge locus in T enjoy two different
scheme theoretical structures, one is analytic coming from Hodge theory and the
other is algebraic coming from Hilbert scheme arguments. It is not clear whether
the former is the analytification of the latter.

Remark 12.4. For an effective algebraic cycle Z D
Pk
iD1 niZi ; ni 2 N we

consider it as scheme in the following way. First, we consider the ideal Ii of all
regular functions vanishing on Zi . Therefore, by definition Ii is radical. The
defining ideal of Z is In1

1 I
n2

2 � � � I
nk

k
. Note that for two ideals I and J , the ideal

IJ is defined by the products ab; a 2 I; b 2 J . It is not clear for an arbitrary
ideal I inducing an irreducible varietyZ what kind of coefficient one must attach
to Z, and this indicates that Definition 12.6 might need some improvements.



202 12. Some components of Hodge loci

Conjecture 12.2 (Alternative Hodge Conjecture). Let fXtgt2T be a family of com-
plex smooth projective varieties, and letZ0 be an algebraic cycle of dimension m2
in X0 for 0 2 T. We say that the weak alternative Hodge conjecture (WAHC)
holds if there is a deformation space VZ such that the underlying analytic vari-
eties of VZ and VŒZ� are the same. In other words, there is an open neighborhood
U of 0 in T (in the usual topology) such that for all t 2 U if the monodromy
ıt 2 Hn.Xt ;Z/ of ı0 D ŒZ0� is a Hodge cycle, then there is an algebraic defor-
mation Zt � Xt of Z0 � X0 such that ıt D ŒZt �. In other words, deformations
ofZ0 as a Hodge cycle and as an algebraic cycle are the same. We say that strong
alternative Hodge conjecture (SAHC) holds if VŒZ� D VZ as analytic schemes.
By AHC we mean WAHC.

We would like to get some information about the tangent space of VZ at 0.
Since VZ is given as the image of another variety, we will be able to get some
information about the image of the derivation of � at 0. This might be strictly
smaller than T0VZ .

12.5 Complete intersection algebraic cycle

Assume that n > 2 is even and F 2 CŒx�d is of the following format:

F D f1fn
2

C2Cf2fn
2

C3C� � �Cfn
2

C1fnC2; fi 2 CŒx�di
; fn

2
C1Ci 2 CŒx�d�di

;

(12.7)
where 1 6 di < d; i D 1; 2; : : : ; n

2
C 1 is a sequence of natural numbers. We

denote by Td the subvariety of T containing hypersurfacesX given by such an F .
We say that the fi and fn

2
C1Ci are companion of each other. Let X � PnC1 be

the hypersurface given by F D 0 and Z � X be the algebraic cycle given by

Z W f1 D f2 D � � � D fn
2

C1 D 0:

In this section we aim to prove the following.
Theorem 12.3. Let VZ be the analytic branch of Td corresponding to deforma-
tions of .X;Z/. We have

VZ D VŒZ�;

that is SAHC holds for .X;Z/. This implies that the subvariety Td of T is a com-
ponent of the Hodge locus. In other words, there is a Zariski open (and hence
dense) subset U of Td such that for all t 2 U and a complete intersection alge-
braic cycle Z � X WD Xt as above, deformations of Z as an algebraic cycle and
Hodge cycle are the same.
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This theorem is proved in Dan (2017, Theorem 1.1) in which the author as-
sumes d > deg.Z/ which is not necessary, see also Kloosterman (2020) and
Villaflor (n.d.[b]). The computational proof for particular examples of n and d
is done in Movasati and Villaflor (2018). It has the advantage that it works for
other algebraic cycles which are not complete intersections. The main result in
Otwinowska (2003) implies Theorem 12.3 for very large degrees, however, the
lower bound in this article is not explicitly computed.

Proof. InHn.X;Z/ the homology classes of all cycles

g1 D g2 D � � � D gn
2

C1 D 0; gi 2 ffi ; fn
2

C1Cig

are equal up to sign and up to ZŒZ1�. Let us denote it by ı. This with Proposi-
tion 11.3 imply that Z is perfect and

Jd WD hf1; f2; : : : ; fnC2id � I.ı/d :

Now Macaulay’s Theorem 8.1 implies that J is also Artinian Gorenstein of socle
degree � WD d �d1Cd1C� � �Cd �dn

2
C1�dn

2
C1 D .

n
2
C1/d and so I.ı/ D J ,

and in particular, I.ı/d D Jd . Note that Jd is the tangent space of Td at X and
this proves the theorem.

Remark 12.5. The Zariski open subset in Theorem 12.3 is the set of homogeneous
polynomials F in (12.7) such that the zero set of the ideal hf1; f2; : : : ; fnC1i in
PnC1 is empty. This is needed in Macaulay’s theorem used in the proof.

Exercise 12.1. In the case of Fermat variety Xdn and

xd2i�2 � x
d
2i�1 D fifn

2
C1Ci ; fi 2 CŒx2i�2; x2i�1�di

;

fn
2

C1Ci 2 CŒx2i�2; x2i�1�d�di
; i D 1; : : : ;

n

2
C 1

the Macaulay’s theorem is an easy exercise in commutative algebra. Prove it.

12.6 Sum of two algebraic cycles
In this sectionwe discuss a theoretical approach in order to generalize Theorem 12.3.
For a complete algebraic cycle Z as in the previous section, let VZ be the local
analytic branch of Td passing through 0. It corresponds to deformations of the
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pair Z � X . We follow the notations in Movasati (2021, Section 17.9). In Theo-
rem 12.3 we have actually proved that the tangent space of both VZ and VŒZ� are
the same, and hence, these two analytic schemes are the same.

LetZ and LZ be two complete intersection algebraic cycles given by the ideals
IZ D hf1; f2; : : : ; fn

2
C1i and I LZ

D h Lf1; Lf2; : : : ; Lfn
2

C1i, respectively. Let also
ı WD rŒZ�C LrŒ LZ� 2 Hn.X;Z/; r; Lr 2 Z�f0g be the corresponding Hodge cycle.
We define

I
ZC LZ

WD Radical
�M�

IZ � I LZ

��
;

where the sum is over all possible replacements of companions of the generators
of IZ and I LZ

. By Proposition 11.3 we know that

I
ZC LZ

� I.ı/:

By definition I.ı/ depends on the numbers r and Lr , however, for many interest-
ing cases it turns out that it is independent of these coefficients. If the the ring
CŒx�=I

ZC LZ
is Artinian Gorenstein of socle degree � WD .n

2
C 1/.d � 2/ then we

have the equality I
ZC LZ

D I.ı/ and we expect that

V
rŒZ�CLrŒ LZ�

D V
rZCLr LZ

WD VZ \ V LZ
;

and hence the alternative Hodge conjecture (seeMovasati (ibid., Conjecture 18.2))
is true for .X; rZC Lr LZ/. We only need to check that .I

ZC LZ
/d is the tangent space

of VZ \ V LZ
. We will analyze this situation in the following particular case.

Let X � PnC1 be a smooth hypersurface given by the homogeneous polyno-
mial

F D f1fsC1Cf2fsC1C� � �CfmfsCmCfmC1fsCmC1g1C� � �Cfsf2sgs�m;

with s D n
2
C 1. We have the algebraic cycles:

Z W f1 D f2 D � � � D fm D fmC1 D � � � D fs D 0;

LZ W f1 D f2 D � � � D fm D fsCmC1 D � � � D f2s D 0:
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Proposition 12.2. The ideal I
ZC LZ

in CŒx� contains

fi ; 1 6 i 6 m; (12.8)
fi ; i D s C 1 6 i 6 s Cm; (12.9)
fifj ; mC 1 6 i 6 s; s CmC 1 6 j 6 2s; (12.10)
fkfsCmCjgj ; 1 6 j 6 s �m; s CmC 1 6 k 6 2s; (12.11)
fkfmCjgj ; 1 6 j 6 s �m; mC 1 6 k 6 s; (12.12)
figj ; 1 6 j 6 s �m; i 2 fs CmC j;mC j g: (12.13)

Proof. The idea is similar to the case of a single complete intersection algebraic
cycle treated in Section 12.5. We start with the radical I of the ideal of Z C LZ
which contains (12.8) and (12.10). As before, we can replace any polynomial in
the ideal of Z and LZ with its companion and add it the ideal to I . Replacing
each element in (12.8) with its companion in both Z and LZ we get the elements
(12.9). All other companion substitution will give us (12.11) and (12.12). There
are elements among these polynomials which are of the form a2b. Knowing that
each time we take radical of the ideal we get elements (12.13).

Remark 12.6. In Proposition 12.2 we may further claim that I
ZC LZ

is equal to the
ideal generated by (12.8) till (12.13). For this we must prove that the second ideal
is radical.

For a complete intersection algebraic cycle as in Corollary 8.1, and for a generic
choice of .X;Z/, the tangent space of VZ at 0 is given by:
T0VZ Š hf1; f2; : : : ; f2sid WD

˚
p1f1 C p2f2 C � � � C p2sf2s j pi 2 kŒx�d�ai

	
;

where ai WD deg.fi /. We must verify this for our complete intersection algebraic
cyclesZ and LZ in this section. For a while suppose that this is done. We conclude
that both T0.VZ \ V LZ

/ � T0VZ \T0V LZ
are contained in the d -th homogeneous

piece of the the ideal I�

ZC LZ
defined as bellow. It is the ideal generated by the

polynomials (12.8), (12.9), (12.10) with j � i D s and (12.13). These are exactly
the companion of single fi or gi ’s in F . We could assume that fi and gi ’s are
irreducible and so these are companion of irreducible ingredients of F . We have
the inclusions:

JF � I�

ZC LZ
� I

ZC LZ
� I

ŒZ�CŒ LZ�
: (12.14)

We reduce the verification of alternative Hodge conjecture in an example to the
following purely commutative algebra problem. For simplicity we have only con-
sidered the case m D s, that is, the cycles Z and LZ do not intersects each other,
and it can be formulated easily for arbitrary m.
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Problem 12.1. Let F 2 CŒx� D CŒx0; x1; : : : ; xnC1� be a homogeneous polyno-
mial of degree d and of the following format

F D f1fsC1f2sC1 C f2fsC2f2sC2 C � � � C fsf2sf3s; s WD
n

2
C 1

where fi ’s are homogeneous and we have assumed that n is even. Let I� be the
ideal in CŒx� generated by fifsCi ; fif2sCi ; fsCif2sCi ; i D 1; 2; : : : ; s and JF

be the Jacobian ideal of F , that is, it is generated by @f
@xi
; i D 0; 1; 2; : : : ; nC 1.

We have JF � I� and we assume that F D 0 is smooth and hence by Macaulay
theorem CŒx�=JF is Artinian Gorenstein of socle degree � WD .n C 2/.d � 2/.
Show that if there is a third ideal I such that JF � I� � I and CŒx�=I� is
Artinian Gorenstein of socle degree �

2
D .n

2
C 1/.d � 2/ then for large d , the

degree d pieces of I and I� are equal.

12.7 Sum of two linear cycles
Our main aim in this section is to approach the following conjecture:

Conjecture 12.3. LetX � PnC1 be a smooth hypersurface containing two linear
projective spaces P

n
2 and LP

n
2 with P

n
2 \ LP

n
2 D Pm. For

m <
n

2
�

d

d � 2
(12.15)

we have
V
rŒP

n
2 �CLrŒ LP

n
2 �
D V

ŒP
n
2 �
\ V

Œ LP
n
2 �
:

for r; Lr 2 Z � f0g.

Let us consider the space LT of smooth hypersurfaceX � PnC1 containing two
linear projective spacesP

n
2 and LP n

2 withP
n
2\ LP

n
2 D Pm. An immediate corollary

of Conjecture 12.3 is that LT is a component of the Hodge locus, provided that we
have (12.15). Note that by Theorem 12.3 we have V

P
n
2
D V

ŒP
n
2 �
, and so, V

ŒP
n
2 �
\

V
Œ LP

n
2 �

is a deformation space V
rP

n
2 CLr LP

n
2
of the algebraic cycle rP n

2 C Lr LP
n
2 . In

this section we aim to prove the following weaker version of Conjecture 12.3.

Theorem 12.4 (Movasati and Villaflor (2018) and Villaflor (n.d.[a])). Let X �
PnC1 be the Fermat variety

xd0 C x
d
1 C � � � C x

d
nC1 D 0
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of even dimension n and degree d . LetP
n
2 ; LP

n
2 � X be the two linear subvarieties

such that P
n
2 \ LP

n
2 D Pm given by

Pn�m
WD fxn�2m � �2dxn�2mC1 D � � � D xn � �2dxnC1 D 0g;

P
n
2 WD fx0 � �2dx1 D � � � D xn�2m�2 � �2dxn�2m�1 D 0g \ Pn�m;

LP
n
2 WD fx0 � �

˛0

2d
x1 D � � � D xn�2m�2 � �

˛n�2m�2

2d
xn�2m�1 D 0g \ Pn�m;

where �2d 2 C is a primitive 2d -root of unity, and ˛0; ˛2; : : : ; ˛n�2m�2 2

f3; 5; : : : ; 2d � 1g. Then Conjecture 12.3 is true in this case.

Note that

Pm WD P
n
2 \ LP

n
2 D fx0 D x1 D � � � D xn�2m�1 D 0g \ Pn�m:

Proof. We have the following equality

codim V
ŒP

n
2 �
\ V

Œ LP
n
2 �
D codim T0V

ŒP
n
2 �
\ T0V

Œ LP
n
2 �

(12.16)

D 2

 
n
2
C d

d

!
� 2.

n

2
C 1/2 �

 
mC d

d

!
C .mC 1/2;

(12.17)

which is proved in Movasati (2021, Proposition 17.8 and Proposition 17.9). Since
T0V

ŒP
n
2 �
\ T0V

Œ LP
n
2 �
D T0.V

ŒP
n
2 �
\ V

Œ LP
n
2 �
/, this implies that V

ŒP
n
2 �
\ V

Œ LP
n
2 �

is smooth. Moreover, V
ŒP

n
2 �

intersects V
Œ LP

n
2 �

transversely. Note that by Theo-
rem 12.3 we have V

P
n
2
D V

ŒP
n
2 �

which is smooth. Knowing (12.16) and the
trivial inclusion V

ŒP
n
2 �
\ V

Œ LP
n
2 �
� V

rŒP
n
2 �CLrŒ LP

n
2 �
, Theorem 12.4 follows from:

We have
T0V

ŒP
n
2 �
\ T0V

Œ LP
n
2 �
D T0V

rŒP
n
2 �CLrŒ LP

n
2 �

if and only ifm < n
2
�

d
d�2

. By Theorem 12.2, Proposition 11.2 and Corollary 8.3,
this is equivalent to the following algebraic equality

.JF W P1/d \ .J
F
W P2/d D .J

F
W P1 C P2/d ; (12.18)

where P1 D R1Q, P2 D R2Q with

Q WD
Y

k>n�2m even

.xd�1
k
� .�2dxkC1/

d�1/

.xk � �2dxkC1/
;
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R1 WD c1 �
Y

k<n�2m even

.xd�1
k
� .�2dxkC1/

d�1/

.xk � �2dxkC1/
;

R2 WD c2 �
Y

k<n�2m even

.xd�1
k
� .�

˛k

2d
xkC1/

d�1/

.xk � �
˛k

2d
xkC1/

;

for some c1; c2 2 C�. We claim that

.JF W P1/e \ .J
F
W P2/e D .J

F
W P1 C P2/e; (12.19)

if and only if e < .d � 2/.n
2
� m/ or e > .d � 2/.n

2
C 1/. In fact, for e >

.d � 2/.n
2
C 1/ the claim follows from the fact that .d � 2/.n

2
C 1/ is the socle

of the three ideals appearing in (12.19). For e < .d � 2/.n
2
� m/, consider any

q 2 .JF W P1 C P2/e. Write
q D r C s;

where r 2 CŒx0; : : : ; xn�2m�1�e and s 2 hxn�2m; : : : ; xnC1ie � CŒx0; : : : ; xnC1�e.
Noting that

.JF W Q/ D hxd�1
0 ; : : : ; xd�1

n�2m�1; xn�2m; : : : ; xnC1i;

it is clear that s 2 .JF W Pi / D ..JF W Q/ W Ri / for every i D 1; 2. In
consequence r 2 ..JF W Q/ W R1 C R2/. Since r � .R1 C R2/ does not depend
on xn�2m; : : : ; xnC1 we conclude that

r 2 .I W R1 CR2/e � CŒx0; : : : ; xn�2m�1�e

for I D hxd�1
0 ; : : : ; xd�1

n�2m�1i. Using Proposition 11.6 for r D n
2
� m, we

conclude that r 2 .I W Ri /e for i D 1; 2, and so q 2 .JF W Pi /e for i D 1; 2 as
claimed.

Finally, if .d�2/.n
2
�m/ 6 e 6 .d�2/.n

2
C1/, we know fromProposition 11.6

for r D n
2
�m, that there exist some p 2 CŒx0; : : : ; xn�2m� such that

p 2 .JF W R1 CR2/.d�2/.n
2

�m/ n .J
F
W R1/.d�2/.n

2
�m/;

and so
p 2 .JF W P1 C P2/.d�2/.n

2
�m/ n .J

F
W P1/.d�2/.n

2
�m/:

Since .JF W P1/ is Artinian Gorenstein with socle .d � 2/.n2 C 1/, we conclude
that there exist some polynomial q 2 CŒx0; : : : ; xnC1�e�.d�2/.n

2
�m/ such that

pq 2 .JF W P1 C P2/e n .J
F
W P1/e;

as desired.
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˝
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˝
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˝
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X an , the sheaf of holomorphic p-forms on X , 6
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˝
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c.L/, Chern class of a line bundle L, 98
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D
D, the differential operator in a double complex, 39
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dR.X=T/, Relative algebraic de Rham cohomology of X! T, 159
Hp.U ; S/, Čech cohomology with respect to a covering, 10
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