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## Preface

This text is a result of the notes written for several Schools. It started with a series of lectures, Probability and uniformly hyperbolic systems, given by Carlangelo Liverani in Coimbra in 2008 and the lectures delivered by Mark Demers and Carlangelo Liverani at the International Conference on Statistical Properties of Non-equilibrium Dynamical Systems, SUSTC, Shenzhen, July 27 - August 2, 2016. It was then modified and used for the lectures An introduction to the statistical properties of hyperbolic dynamical systems, delivered by Carlangelo Liverani at the TMU-ICTP School, Tehran, May $5-10,2018$. It has finally reached its present state for the lectures by Carlangelo Liverani at the $33^{\circ}$ Colóquio Brasileiro de Matemática.

Our aim is not to make a review of the field, but rather to introduce the reader to some basic modern techniques used to study the statistical properties of chaotic systems. Here by chaotic we mean uniformly hyperbolic systems. That is, systems that display a strong uniform sensitivity with respect to initial conditions. We will stress in particular the so-called functional approach, but we will also provide a simple introduction to the use of standard pairs and Hilbert metrics, and discuss some of the relations among these tools.

The goal is to provide the reader with a quick introduction to the literature. On the one hand we describe in detail the main techniques when applied to the simplest cases, providing full proofs for the essential general facts of the theory. On the other hand we try to flesh out the fundamental ideas necessary to understand the current literature, while avoiding the most technical details.

This note is a partial update with respect to the small review Liverani (2003).

For a much more in depth and technical discussion of transfer operators see Baladi (2000, 2018).

Our main focus, the functional approach, has its origin in the study of the Koopman operator Koopman (1931) (acting on $L^{2}$ ) starting, at least, with the von Neumann mean ergodic theorem von Neumann (1932) and further developed by the Russian school, see Cornfeld, Fomin, and Sinai (1982). An important development of this point of view occurred with the study of the transfer operator in symbolic dynamics by Sinai $(1968,1972 b)$, Ruelle $(1976 a, 1978)$ and Bowen (1970, 2008).

Next, the functional approach developed further thanks to the work of Lasota and Yorke (1973), Ruelle (1976b), Keller (1979), Hofbauer and Keller (1982) and, more recently, Fried (1986), Rugh (1992, 1996), and Kitaev (1999), just to mention a few. This has eventually led to the current theory, which has assumed its present form starting with Blank, Keller, and Liverani (2002).

The basic idea is to study directly the spectrum of the Ruelle transfer operator without coding the system (even though the theory can be applied also to the transfer operator of a system after inducing). In order to do so, it is necessary to consider the action of the transfer operator on an appropriate Banach (or Hilbert) space or, more generally, in an appropriate topology. The non trivial part of the theory rests in the identification of the appropriate topological spaces which, to be effective, must reflect the geometric features of the dynamics.

In this note we will discuss only uniformly hyperbolic systems, yet the techniques presented here are relevant also in the non uniformly hyperbolic case, although they must be supplemented with essential new ideas such as Young towers, started by Young (1998); coupling, as introduced by Dolgopyat (2000) and Young (1999); and Operator Renewal Theory, whose development is due to Sarig (1999). In fact, it may be interesting to combine different techniques in order to develop a more effective theory: examples of attempts in this direction are De Simoi and Liverani (2016) and Maume-Deschamps (2001).

Another of our goals is to explain which properties the above mentioned Banach spaces must enjoy and to provide a guide for how to construct and adapt them to the peculiarities of the systems at hand. Also, we will briefly discuss the idea of coupling in an especially simple case, but we will not provide any details regarding Young towers or Operator Renewal Theory. More generally, we will not discuss non-uniform hyperbolicity nor general partial hyperbolicity (for the latter we refer to the book Bonatti, Díaz, and Viana (2005)).

The plan of the exposition is as follows: we start, in Chapter 1, discussing the simplest possible case, smooth expanding maps of the circle. This allows us to il-
lustrate, in the simplest possible setting, the power of the functional approach and the type of results that can be obtained once such machinery is in place. In particular, we will show how important properties of the system such as exponential decay of correlations, the Central Limit Theorem, Large deviation results, stability and linear response easily follow from the spectral properties of the transfer operator.

In Chapter 2, we will discuss the case of attractors, where the need to consider spaces of distributions first becomes apparent.

In Chapter 3 we develop the theory for the case of toral automorphisms. This may seem a bit silly as toral automorphisms can be studied directly using Fourier series. Yet, this will allow us to illustrate, in the most elementary manner, the main ideas of the theory, including anisotropic Banach spaces and coupling.

Then, in Chapter 4, we collect all the ideas previously illustrated and extend them to study general uniformly hyperbolic maps. This gives a precise taste of what the full theory looks like for uniformly hyperbolic systems.

Next, we discuss non-singular flows. By non-singular we mean that the vector field generating the flow has no zeros. This implies that a Lyapunov exponent (the one in the flow direction) is necessarily zero. Hence, this is one of the simplest possible partially hyperbolic systems. The other simple classes of partially hyperbolic systems are skew-products and group extensions. Some of these can be treated with similar techniques, but we will not discuss them explicitly in this note.

We will restrict ourselves to the case of contact flows. Although much of the present theory can be applied, with few changes, to more general hyperbolic flows, the contact flow case is the simplest example and hence well suited to an introductory discussion.

There are three main steps in adapting the analysis of the discrete time transfer operator for hyperbolic maps to the semi-group of continuous time transfer operators for hyperbolic flows:

1. Adapt Banach spaces used for hyperbolic maps to the setting of hyperbolic flows: the presence of the neutral flow direction makes this a nontrivial change.
2. Contrary to the discrete-time case, we do not prove the quasi-compactness of the transfer operator for the time-one map of the flow, but rather for the generator of the semi-group of transfer operators for the flow; this involves the use of the resolvent to 'integrate out' the neutral direction.
3. The use of the contact form to estimate an oscillatory integral and derive a spectral gap for the generator of the semi-group and an estimate for the resolvent close to the imaginary axis (the Dolgopyat-type estimate).

It then follows from some general considerations that a spectral gap for the generator of the semi-group implies exponential decay of correlations for the flow. This approach is detailed in Chapter 5.

At last Chapter 6 discusses the extension of these ideas to hyperbolic billiards. Note that hyperbolic billiards have serious discontinuities, hence albeit the overall strategy is the same as in the smooth case, there are crucial technical problems to overcome, problems that delayed the extension of the theory to this type of system for almost 20 years.

The notes also include several appendices. These are aimed at providing the reader with some basic knowledge that, while necessary to fully understand the main text, is not necessarily common knowledge.

Appendix A contains some very basic facts concerning functional analysis. These are normally covered in a graduate functional analysis course, but, just in case the reader was distracted, here we provide the minimum necessary to understand the main text.

Appendix B is devoted to a full exposition of the Hennion-Neussbaum theory. Such a theory underlies much of the current approach, yet it is impossible to find a full exposition of such results that has as prerequisite only the content of a standard first functional analysis course. We think that it is better to have full control of the main instruments used in the field, hence we attempt to fill this expository gap.

Appendix C presents a simplified version of the perturbative theory developed in Keller and Liverani (1999) and Gouëzel and Liverani (2006). Although not necessary to understand the main text, this theory is by now a standard tool to study the dependence of the statistical properties of a system on a parameter or external influences. Hence, it is natural to add it for completeness.

Appendix D contains the basics of projective cones and Hilbert metrics. Part of this material can also be found in other books (e.g., Viana (1997)) but we add it for completeness. Also we emphasize the connection with the Banach space approach, which is not common knowledge.

Appendix E contains hints to the solutions of the problems in the text. We strongly recommend that the readers look at this appendix only as a last resort and only after some hard thinking in order to find a solution.

To conclude we would like to thank all the people that provided us with helpful suggestions related to this text. They are too many to name but, at least, we must mention Viviane Baladi, Oliver Butterley, Jacopo de Simoi, Dmitry Dolgopyat and Sébastien Gouëzel.
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## Expanding maps

We start by discussing smooth expanding maps. By a smooth expanding map we mean a map $f \in \mathcal{C}^{r}(\mathbb{T}, \mathbb{T}),{ }^{1} r \geqslant 2$, such that $\inf _{x}\left|f^{\prime}(x)\right| \geqslant \lambda_{\star}>1$. Clearly $(f, \mathbb{T})$ is a topological, actually differentiable, dynamical system. Our first goal is to view it as a measurable dynamical system, hence we need to select an invariant probability measure.

### 1.1 Invariant measures

Deterministic systems often have a lot of invariant measures. In particular, to any periodic orbit is associated an invariant measure (the average along the orbit). Given such plentiful possibilities, we need a criteria to select relevant invariant measures. A common choice is to consider measures that can be obtained by pushing forward a measure absolutely continuous with respect to Lebesgue.

More precisely, let $d \mu=h(x) d x, h \in L^{1}(\mathbb{T}$, Leb $)$ and define, ${ }^{2}$ for all $\varphi \in$

[^0]$\mathcal{C}^{0}(\mathbb{T}, \mathbb{R})$, the average
$$
\mu(\varphi)=\int_{\mathbb{T}} \varphi(x) \mu(d x)
$$
and the push-forward
$$
f_{*} \mu(\varphi)=\mu(\varphi \circ f)
$$

Note that if $\mu$ is a probability measure (i.e., $\mu(1)=1$ and $h \geqslant 0$ implies $\mu(h) \geqslant 0$ ), then $f_{*} \mu$ is also a probability measure. Then

$$
\left\{\frac{1}{n} \sum_{k=0}^{n-1} f_{*}^{k} \mu\right\}_{n \in \mathbb{N}}
$$

is a weakly compact ${ }^{3}$ set, hence it has accumulation points. On can easily check that such accumulation points are invariant measures for $f$, that is fixed points for $f_{*}$ (this is, essentially, the proof of the Krylov-Bogoliubov Theorem). It is then natural to study the fixed points of $f_{*}$.

To this end we need to understand a bit better the action of $f_{*}$.
For example, if $\mu$ is a delta function supported on a point $\bar{x}$, that is $\mu(\varphi)=$ $\varphi(\bar{x})=\delta_{\bar{x}}(\varphi)$, then $f_{*} \mu(\varphi)=\mu(\varphi \circ f)=\varphi(f(\bar{x}))=\delta_{f(\bar{x})}(\varphi)$, so the action of $f_{*}$ on atomic measures reproduces the dynamics of the map $f$ on points. However, for measures absolutely continuous with respect to Lebesgue, the situation is different. Assume, that $\left\{p_{1}, \ldots, p_{m}\right\}$ is an open partition of $\mathbb{T}$ (that is, each $p_{i}$ is an open interval, $\cup_{i=1}^{m} \bar{p}_{i}=\mathbb{T}$ and $p_{i} \cap p_{j} \neq \emptyset$ implies $\left.i=j\right)$ and that $f: p_{i} \rightarrow \mathbb{T} \backslash\{0\}$ is one-to-one and onto. Then we can set $\phi_{p_{i}}=\left.f\right|_{p_{i}} ^{-1}: \mathbb{T} \backslash\{0\} \rightarrow p_{i}$. Then

$$
\begin{aligned}
f_{*} \mu(\varphi) & =\mu(\varphi \circ f)=\int_{\mathbb{T}} \varphi \circ f(x) \cdot h(x) d x=\sum_{i=1}^{m} \int_{p_{i}} \varphi \circ \phi_{p_{i}}^{-1}(x) \cdot h(x) d x \\
& =\sum_{i=1}^{m} \int_{\mathbb{T}} \varphi(y) \cdot \frac{h\left(\phi_{p_{i}}(y)\right)}{\left|f^{\prime}\left(\phi_{p_{i}}(y)\right)\right|} d y=\int_{\mathbb{T}} \varphi(x) \sum_{y \in f^{-1}(x)} \frac{h(y)}{\left|f^{\prime}(y)\right|} d x .
\end{aligned}
$$

In other words, $\frac{d\left(f_{*} \mu\right)}{d \text { Leb }}=\mathcal{L} h$ where

$$
\begin{equation*}
\mathcal{L h}(x)=\sum_{f(y)=x} \frac{h(y)}{\left|f^{\prime}(y)\right|} \tag{1.1.1}
\end{equation*}
$$

[^1]The operator $\mathcal{L}$ is called the (Ruelle) transfer operator. Of course, to properly define such an operator we must specify on which space it acts. Since

$$
\int|\mathcal{L} h(x)| d x \leqslant \int \mathcal{L}|h|(x) d x=\int 1 \circ f(x)|h(x)| d x=\int|h(x)| d x
$$

it follows that $\mathcal{L}$ is well defined as an operator from $L^{1}(\mathbb{T}, ~ L e b)$ to itself; moreover it is a contraction on $L^{1}(\mathbb{T}$, Leb $)$. In addition, if $d \mu_{*}=h_{*} d x$ is an invariant measure, then

$$
h_{*} d x=d \mu_{*}=d f_{*} \mu_{*}=\mathcal{L} h_{*} d x
$$

that is $\mathcal{L} h_{*}=h_{*}$. Conversely, if $\mathcal{L} h_{*}=h_{*}$, then

$$
d \mu_{*}=h_{*} d x=\mathcal{L} h_{*} d x=d f_{*} \mu_{*}
$$

so that $d \mu_{*}=h_{*} d x$ is an invariant measure.
We have thus reduced the problem of studying the invariant measures absolutely continuous with respect to Lebesgue to the problem of studying the operator $\mathcal{L}$, more precisely the eigenspace associated to the eigenvalue one.
We want thus to investigate the spectral theory of the operator $\mathcal{L}$. Unfortunately, the spectrum of $\mathcal{L}$ on $L^{1}$ turns out to be the full unit disk, a not very useful fact, e.g. see Keller (1984) or Collet and Isola (1991).

### 1.2 Lasota-Yorke like inequalities and physical measures

As before, let $f \in \mathcal{C}^{r}(\mathbb{T}, \mathbb{T}), r \geqslant 2$, such that $\inf _{x}\left|f^{\prime}(x)\right| \geqslant \lambda_{\star}>1$. Following Lasota-Yorke, we look then at the action of $\mathcal{L}$ on $W^{1,1}:{ }^{4}$

$$
\begin{equation*}
\frac{d}{d x} \mathcal{L} h=\mathcal{L}\left(\frac{h}{f^{\prime}}\right)-\mathcal{L}\left(h \frac{f^{\prime \prime}}{\left(f^{\prime}\right)^{2}}\right) \tag{1.2.1}
\end{equation*}
$$

The above implies the so-called Lasota-Yorke inequalities

$$
\begin{align*}
& \|\mathcal{L} h\|_{L^{1}} \leqslant\|h\|_{L^{1}} \\
& \left\|(\mathcal{L} h)^{\prime}\right\|_{L^{1}} \leqslant \lambda_{\star}^{-1}\left\|h^{\prime}\right\|_{L^{1}}+D\|h\|_{L^{1}} \tag{1.2.2}
\end{align*}
$$

[^2]where $D=\left\|\frac{f^{\prime \prime}}{\left(f^{\prime}\right)^{2}}\right\|_{\infty}$. Such inequalities imply that $\mathcal{L}$ is well defined as an operator from $W^{1,1}$ to itself. In addition, when acting on $W^{1,1}$ it is a quasicompact operator, see Theorem 1.1 for the exact statement. That is, the spectrum $\sigma_{W^{1,1}}(\mathcal{L}) \subset\{z \in \mathcal{C}:|z| \leqslant 1\}$ while the essential spectrum is strictly smaller: ess $-\sigma_{W^{1,1}}(\mathcal{L}) \subset\left\{z \in \mathcal{C}:|z| \leqslant \lambda_{\star}^{-1}\right\} .^{5} \quad$ To illustrate the above facts, let us consider first the special case in which the distortion $D=\left\|\frac{f^{\prime \prime}}{\left(f^{\prime}\right)^{2}}\right\|_{L^{\infty}}$ is small, more precisely $\lambda_{\star}^{-1}+D<1$.

Note that, if $\operatorname{Leb}(h)=0$, then also $\operatorname{Leb}(\mathcal{L} h)=0$, hence the space $\mathbb{V}=\{h \in$ $\left.L^{1}: \operatorname{Leb}(h)=0\right\}$ is invariant under $\mathcal{L}$. Also, if $h \in \mathbb{V}$, then, since $W^{1,1} \subset \mathcal{C}^{0}$, by the mean value theorem for integrals there must exist $x_{*}$ such that $h\left(x_{*}\right)=0$, thus

$$
\|h\|_{L^{1}}=\int_{\mathbb{T}}|h(x)|=\int_{\mathbb{T}}\left|\int_{x_{*}}^{x} h^{\prime}(y)\right| \leqslant\left\|h^{\prime}\right\|_{L^{1}}
$$

Next, let us define the norm $\|h\|_{W^{1,1}}=\left\|h^{\prime}\right\|_{L^{1}}+a\|h\|_{L^{1}}$ for some $a>0$ to be chosen shortly. ${ }^{6}$ Accordingly, for $h \in \mathbb{V}$, inequality (1.2.2) implies

$$
\begin{align*}
\|\mathcal{L} h\|_{W^{1,1}} & \leqslant \lambda_{\star}^{-1}\left\|h^{\prime}\right\|_{L^{1}}+(D+a)\|h\|_{L^{1}} \leqslant\left(\lambda_{\star}^{-1}+D+a\right)\left\|h^{\prime}\right\|_{L^{1}} \\
& \leqslant\left(\lambda_{\star}^{-1}+D+a\right)\|h\|_{W^{1,1}} \tag{1.2.3}
\end{align*}
$$

We can then choose $a$ such that $v:=\lambda_{\star}^{-1}+D+a<1$, which implies that $\mathcal{L}$ is a strict contraction on $\mathbb{V}$, that is $\sigma_{W^{1,1}}(\mathcal{L} \mid \mathbb{V}) \subset\{z \in \mathbb{C}:|z| \leqslant \nu\}$. Note that the dual operator $\mathcal{L}^{*}$ satisfies $\mathcal{L}^{*}$ Leb $=$ Leb, hence $1 \in \sigma\left(\mathcal{L}^{*}\right)$ and then $1 \in \sigma(\mathcal{L})$. Thus we have that there exists $h_{*} \in L^{1}$ such that $\mathcal{L} h=h_{*} \operatorname{Leb}(h)+Q h$, where $\|Q\|_{W^{1,1}} \leqslant v$ and Leb $Q=Q h_{*}=0$. Hence, (1.2.3) implies that, for each $h \in W^{1,1}$,

$$
\left\|\mathcal{L}^{n} h-h_{*} \int h\right\|_{W^{1,1}}=\left\|\mathcal{L}^{n}\left(h-h_{*} \int h\right)\right\|_{W^{1,1}} \leqslant v^{n}\left\|h-h_{*} \int h\right\|_{W^{1,1}}
$$

We have just proven that $d \mu_{*}=h_{*}(x) d x$ is the only invariant measure of $f$ absolutely continuous with respect to Lebesgue. ${ }^{7}$

As already mentioned, the above spectral decomposition, and hence the uniqueness of the invariant measure absolutely continuous with respect to Lebesgue,

[^3]holds in much greater generality, in particular for each $f \in \mathcal{C}^{2}$ such that $\left|f^{\prime}\right| \geqslant$ $\lambda_{\star}>1$, due to the following abstract theorem, see Appendix B for a full proof, requiring only a basic knowledge of functional analysis, of the following result, there corresponding to Theorem B. $14,{ }^{8}$ and of a more general statement as well, Theorem B. 15 .

Theorem 1.1 (Hennion (1993)). Let $\mathcal{B} \subset \mathcal{B}_{w}$ be two Banach spaces, $\|\cdot\|$ and $\|\cdot\|_{w}$ being the respective norms, satisfying $\|\cdot\|_{w} \leqslant\|\cdot\|$. In addition, let $\mathcal{L}: \mathcal{B} \rightarrow \mathcal{B}$ be a linear operator such that there exists $M, C, \theta>0$ and $n_{0} \in \mathbb{N}$ such that $\mathcal{L}^{n_{0}}: \mathcal{B} \rightarrow \mathcal{B}_{w}$ is a compact operator and for each $n \in \mathbb{N}$ and $v \in \mathcal{B}$,

$$
\begin{aligned}
& \left\|\mathcal{L}^{n} v\right\|_{w} \leqslant C M^{n}\|v\|_{w} \\
& \left\|\mathcal{L}^{n} v\right\| \leqslant C \theta^{n}\|v\|+C M^{n}\|v\|_{w}
\end{aligned}
$$

then the spectral radius of $\mathcal{L}$ is bounded by $M$ and its essential spectral radius is bounded by $\theta$.

Remark 1.2. In the following we will mostly use the above Theorem when $M=1$. Also, the compactness of the operator (for each $n_{0} \in \mathbb{N}$ ) will often follow by checking that the unit ball in $\mathcal{B},\{v \in \mathcal{B}:\|v\| \leqslant 1\}$, is relatively compact in $\mathcal{B}_{w}$. Finally, if one can prove that there exist eigenvalues outside the essential spectrum (as we have done before), then Theorem 1.1 implies that the operator is quasi compact (that is, the maximal part of the spectrum consists of a point spectrum).

Let us see you Theorem 1.1 can be used to study the statistical properties of expanding maps.

Proposition 1.3. For each $f \in \mathcal{C}^{r}(\mathbb{T}, \mathbb{T}), r \geqslant 2$, with $\inf _{x}\left|f^{\prime}(x)\right| \geqslant \lambda_{\star}>1$, there exists $h_{*} \in W^{1,1}, h_{*}>0$, such that, for all $\alpha>0$ there exists $\nu_{\alpha} \in\left(\lambda_{\star}^{-1}, 1\right)$ such that, for all $h \in \mathcal{C}^{\alpha}$ and $\varphi \in \mathcal{C}^{0}$, we have

$$
\left|\int_{\mathbb{T}} \varphi \circ f^{n} h-\int_{\mathbb{T}} \varphi h_{*} \int_{\mathbb{T}} h\right| \leqslant\|\varphi\|_{\mathcal{C}^{0}}\|h\|_{\mathcal{C}^{\alpha}} v_{\alpha}^{n}
$$

Proof. By Equation (1.2.2) and Theorem 1.1 we know that $\sigma_{W^{1,1}}\{\mathcal{L}\}$ has only finitely many eigenvalues of finite multiplicity on the circle $\{|z|=1\}$ and that there exists $v \in\left(\lambda_{\star}^{-1}, 1\right)$ such that the rest of the spectrum is contained in the disk $\{|z|<\nu\}$.

[^4]It follows that there exists a finite set $\Theta \subset[0,2 \pi)$ such that we can write ${ }^{9}$

$$
\mathcal{L}=\sum_{\theta \in \Theta} e^{i \theta} \Pi_{\theta}+Q
$$

where $\Pi_{\theta}$ are finite rank operators such that $\Pi_{\theta} \Pi_{\theta^{\prime}}=\delta_{\theta, \theta^{\prime}} \Pi_{\theta}, \Pi_{\theta} Q=Q \Pi_{\theta}=$ 0 and the spectral radius of $Q$ is smaller than $v$. Moreover, since $1 \in \mathcal{L}^{*}$, we have $\{0\} \in \Theta$. It follows that, for all $\theta \in \Theta$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} e^{-i k \theta} \mathcal{L}^{k}=\sum_{\theta^{\prime} \in \Theta} \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} e^{i k\left(\theta^{\prime}-\theta\right)} \Pi_{\theta}+e^{-i k \theta} Q^{k}=\Pi_{\theta} \tag{1.2.4}
\end{equation*}
$$

Let $h_{*}=\Pi_{0} 1$, then $\mathcal{L} h_{*}=\mathcal{L} \Pi_{0} 1=\Pi_{0} 1=h_{*}$. Note that, by the above equation $h_{*} \geqslant 0$. Since $h_{*} \in W^{1,1} \subset \mathcal{C}^{0}$, we have that if there exists $\bar{x} \in \mathbb{T}$ such that $h_{*}(x)=0$, then

$$
0=h_{*}(\bar{x})=\left(\mathcal{L}^{n} h_{*}\right)(\bar{x})=\sum_{y \in f^{-n}(\bar{x})} \frac{1}{\left|\left(f^{n}\right)^{\prime}(y)\right|} h_{*}(y)
$$

Thus $h_{*}(y)=0$ for all $y \in f^{-n}(\bar{x}), n \in \mathbb{N}$. But since the map is expanding, for each interval $I$ there exists $n$ such that $f^{n}(I)=\mathbb{T}$, hence the preimages of $\bar{x}$ are dense and since $h_{*}$ is continuous this would imply $h_{*} \equiv 0$, which is not possible. It follows that $h_{*}>0$.

On the other hand, if $\Pi_{\theta} h=e^{i \theta} h$, then by Equation (1.2.4) we have

$$
\begin{aligned}
& |h| \leqslant \Pi_{0}|h| \\
& \int_{\mathbb{T}} \Pi_{0}|h|-|h|=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \int_{\mathbb{T}} \mathcal{L}^{k}|h|-\int_{\mathbb{T}}|h|=0
\end{aligned}
$$

from which it follows that $\mathcal{L}|h|=\Pi_{0}|h|=|h|$. But then we can choose $\beta$ such that $h_{*}-\beta|h| \geqslant 0$ and there exists $\bar{x}$ such that $h_{*}(\bar{x})-\beta|h|(\bar{x})=0$. Then, by the same argument used above, it must be $h_{*}=\beta|h|$, which means that $\Pi_{0}$ is a rank one projector. Accordingly, it must be that $h=e^{i \varphi} h_{*}$ for some $\varphi \in \mathcal{C}^{0}((0,1), \mathbb{R})$. This implies

$$
e^{i \theta+i \varphi} h_{*}=e^{i \theta} h=\mathcal{L} h=\mathcal{L} e^{i \varphi} h_{*}
$$

[^5]that is
$$
\mathcal{L}\left[h_{*}-e^{i(\varphi-\theta-\varphi \circ f)} h_{*}\right]=0
$$

Integrating and taking the real part we have

$$
\int_{\mathbb{T}} h_{*}[1-\cos (\varphi-\theta-\varphi \circ f)]=0
$$

which is possible only if $\varphi-\theta-\varphi \circ f=0$. But multiplying by $h_{*}$ and integrating again we have

$$
\theta=\int_{\mathbb{T}} \theta h_{*}=\int_{\mathbb{T}}(\varphi-\theta-\varphi \circ f) h_{*}=0
$$

which shows that 1 is the only peripheral eigenvalue and it is simple. This proves that for all $h \in W^{1,1}$ and $\varphi \in \mathcal{C}^{0}$, we have

$$
\left|\int_{\mathbb{T}} \varphi \circ f^{n} h-\int_{\mathbb{T}} \varphi h_{*} \int_{\mathbb{T}} h\right| \leqslant\|\varphi\|_{\mathcal{C}^{0}}\|h\|_{W^{1,1}} e^{-v n}
$$

The Proposition then follows by a standard approximation argument.
Problem 1.4. Complete the proof of the Proposition.
As an alternative, you can see Baladi (2000) for a more exhaustive discussion.

Remark 1.5. The proof of the above theorem shows that $v_{\alpha}$ is either the second largest eigenvalue or it is arbitrarily close to $\lambda_{\star}^{-1}$. It is then natural to ask the question if there exist maps that have discrete eigenvalues larger than $\lambda_{\star}{ }^{-1}$, beside 1. The answer is affirmative, see Keller and Rugh (2004) for details.

Problem 1.6. Derive further (1.2.1) to obtain a Lasota-Yorke inequality with respect to the norms $W^{p, 1}, W^{p-1,1}, p \leqslant r-1$. Show then that the essential spectral radius of $\mathcal{L}$ when acting on $W^{p, 1}$ is bounded by $\lambda_{\star}{ }^{-p}$.

The previous problem shows that our game can be played with many norms. This is an important fact since, on the one hand, different norms provide different types of convergence and, on the other hand, certain norms are better suited to capture particular features of the problems. To get a better idea of the possibilities, solve the next problem.

Problem 1.7. For a $\mathcal{C}^{r}$ expanding map, obtain a Lasota-Yorke inequality with respect to the norms $\mathcal{C}^{p}, \mathcal{C}^{p-1}, 1 \leqslant p \leqslant r-1$. Show then that the essential spectral radius of $\mathcal{L}$ when acting on $\mathcal{C}^{p}$ is bounded by $\lambda_{\star}^{-p}$.

An interesting consequence of the above analysis is that smooth expanding maps admit a unique physical measure. A measure $\mu$ is a physical measure if there exists a measurable set $A$ (called the basin of attraction) of positive Lebesgue measure such that, for all $\varphi \in \mathcal{C}^{0}$ and $x \in A$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \varphi \circ f^{n}(x)=\mu(\varphi)
$$

Problem 1.8. Show that if there exists $h_{*} \in L^{1}, h_{*}>0$, such that for all $h \in L^{1}$ we have $\lim _{n \rightarrow \infty} \mathcal{L}^{n} h=h_{*} \int h,^{10}$ then $d \mu_{*}=h_{*}(x) d x$ is the unique physical measure of the system and the basin of attraction is the whole space, except for a zero Lebesgue measure set.

The above problem shows that, for the uniqueness of the physical measure, the speed of convergence is immaterial. Yet, if one has estimates on the speed of convergence (as in our case), then it is possible to obtain a much more useful bound. To see this, for $\varphi \in \mathcal{C}^{1}\left(\mathbb{T}^{1}, \mathbb{C}\right)$, let us set $\hat{\varphi}=\varphi-\mu_{*}(\varphi)$ and compute

$$
\begin{align*}
& \left\|\sum_{k=0}^{n-1} \varphi \circ f^{k}(x)-n \mu_{*}(\varphi)\right\|_{L^{2}\left(\mu_{*}\right)}^{2}=\sum_{k, j=0}^{n-1} \int \overline{\hat{\varphi}} \circ f^{k}(x) \cdot \hat{\varphi} \circ f^{j}(x) \cdot h_{*}(x) d x \\
& =\sum_{k=0}^{n-1} \int|\hat{\varphi}(x)|^{2} \cdot h_{*}(x) d x+2 \sum_{k>j}^{n-1} \sum_{j=0}^{n-2} \int \overline{\hat{\varphi}} \circ f^{k-j}(x) \cdot \hat{\varphi}(x) \cdot h_{*}(x) d x \\
& =n\|\hat{\varphi}\|_{L^{2}(\mu)}+2 \sum_{l=1}^{n-1}(n-l) \int \overline{\hat{\varphi}} \circ f^{l}(x) \cdot \hat{\varphi}(x) \cdot h_{*}(x) d x \\
& =n\left[\|\hat{\varphi}\|_{L^{2}(\mu)}+2 \sum_{l=1}^{\infty} \int \overline{\hat{\varphi}} \circ f^{l}(x) \cdot \hat{\varphi}(x) \cdot h_{*}(x) d x\right] \\
& \quad-2 \sum_{l=n}^{\infty} n \int \overline{\hat{\varphi}}(x) \cdot \mathcal{L}^{l}\left(\hat{\varphi} \cdot h_{*}\right)(x) d x-2 \sum_{l=1}^{n-1} l \int \overline{\hat{\varphi}}(x) \cdot \mathcal{L}^{l}\left(\hat{\varphi} \cdot h_{*}\right)(x) d x . \tag{1.2.5}
\end{align*}
$$

[^6]Note that ${ }^{11}$

$$
\begin{aligned}
\left|\mathcal{L}^{l}\left(\hat{\varphi} \cdot h_{*}\right)(x)\right| & \leqslant h_{*}(x)\left|\int\left(\hat{\varphi} \cdot h_{*}\right)(x) d x\right|+\left\|Q^{l}\left(\varphi h_{*}\right)\right\|_{W^{1,1}} \\
& =\left\|Q^{l}\left(\varphi h_{*}\right)\right\|_{W^{1,1}} \leqslant C_{\#}\|\varphi\|_{\mathcal{C}^{1}} v^{l}
\end{aligned}
$$

for some $v<1$. Thus the quantity in the last line of (1.2.5) is uniformly bounded in $n$ and the quantity in the square bracket is well defined.
Accordingly,

$$
\begin{equation*}
\left\|\frac{1}{n} \sum_{k=0}^{n-1} \varphi \circ f^{k}(x)-\mu_{*}(\varphi)\right\|_{L^{2}(\mu)}^{2} \leqslant C_{\#} \frac{\|\varphi\|_{\mathcal{C}^{1}}}{n} \tag{1.2.6}
\end{equation*}
$$

The above is a refinement, in the special case of expanding maps, of Von Neumann's Mean Ergodic Theorem. Indeed, Von Neumann's Theorem, together with the ergodicity of $\mu_{*}$, implies that the left hand side of the equation (1.2.6) tends to zero but without any information on the speed of convergence. Since $h_{*}>0$, it also provides an alternative solution to Problem 1.8. In addition it can be used to prove the almost sure convergence of the ergodic averages. ${ }^{12}$ The latter follows also from the Birkhoff Ergodic Theorem since $h_{*}>0$. Summarizing: the ergodic average converges Lebesgue almost everywhere to the average with respect to the unique invariant measure absolutely continuous with respect to Lebesgue. A natural question is: what is the exact speed of convergence?

### 1.3 Standard Pairs

Let us revisit what we have learned about smooth expanding maps of the circle using a different technique: standard pairs.

This tool is less powerful than the spectral decomposition of the transfer operator, but much more flexible; it is then instrumental in the study of less trivial systems. We present it in a very simplified manner and such a simplification is possible only because we treat very simple systems: smooth expanding maps. Once we fix some $a>0$, a standard pair is a couple $\ell=(I, \rho)$ where $I=[\alpha, \beta] \subset \mathbb{T}$

[^7]and $\rho \in \mathcal{C}^{1}\left(I, \mathbb{R}_{\geqslant 0}\right)$ such that $\rho \in \mathcal{C}_{a}(I)$, where
$$
\mathcal{C}_{a}(I):=\left\{\rho \in \mathcal{C}^{0}(I): \rho \geqslant 0, \frac{\rho(x)}{\rho(y)} \leqslant e^{a|x-y|}, \forall x, y \in I\right\}
$$
and $\int_{I} \rho=1$. We fix some $\delta<1 / 2$ and denote by $\mathfrak{R}_{a}$ the set of all possible such objects satisfying $\delta \leqslant|I| \leqslant 2 \delta$.

To a standard pair $\ell=(I, \rho)$ is uniquely associated the probability measure.

$$
\mu_{\ell}(\varphi)=\int_{I} \varphi(x) \rho(x) d x
$$

Remark 1.9. For further use we call $\ell=(I, \rho)$, where $|I| \leqslant \delta$ and/or $\rho \in \mathcal{C}_{b}(I)$ for some $b>a$, $a$ prestandard pair.

Remark 1.10. In this particular case we could have considered only the case $I=$ $\mathbb{T}$, but this would not have illustrated the flexibility of the method nor prepared us for future developments.

Lemma 1.11. There exists $a_{0}>0$ such that, for all $a \geqslant a_{0}$ and $\ell \in \mathcal{R}_{a}$ there exists $N \in \mathbb{N}$ and $\left\{\ell_{i}\right\}_{i=1}^{N} \subset \mathfrak{R}_{a}$ such that

$$
f_{*} \mu_{\ell}=\sum_{i=1}^{N} p_{i} \mu_{\ell_{i}}
$$

where $\sum_{i} p_{i}=1$.
Proof. Note that, if we choose $2 \delta$ small enough, then $f$ is invertible on each interval $I$ of length smaller than $I$. Hence, calling $\phi$ the inverse of $\left.f\right|_{I}$.

$$
f_{*} \mu_{\ell}(\varphi)=\int_{f(I)} \rho \circ \phi \cdot\left|\phi^{\prime}\right| \cdot \varphi
$$

Note that by hypothesis $f(I)$ is longer than $\lambda_{\star}$ times $I$. If it is longer than $2 \delta$, then we can divide it into subintervals of length between $\delta$ and $2 \delta$. Let $\left\{I_{i}\right\}$ denote the collection of such a partition of $f(I)$. Also, letting $p_{i}=\int_{I_{i}} \rho \circ \phi \cdot\left|\phi^{\prime}\right|$ and $\rho_{i}=p_{i}^{-1} \rho \circ \phi \cdot\left|\phi^{\prime}\right|$, we have

$$
f_{*} \mu_{\ell}(\varphi)=\sum_{i} p_{i} \int_{I_{i}} \rho_{i} \cdot \varphi
$$

Note that $\int_{I_{i}} \rho_{i}=1$ by construction and that $\rho_{i} \in \mathcal{C}_{a}\left(I_{i}\right)$ follows by the same computations done in Section 1.2.

We have thus seen that convex combinations of standard pairs, which we will write $\left\{p_{i}, \ell_{i}\right\}$ (called standard families), are invariant under the dynamics. This is a different way to restrict the action of the transfer operator to a suitable class of measures. In fact, it is not so different from the previous one as (finite) standard families yield measures absolutely continuous with respect to Lebesgue and with densities that are piecewise $\mathcal{C}^{1}$.

### 1.3.1 Coupling

Given two measures $\mu, v$ on two probability spaces $X, Y$, respectively, a coupling of $\mu, v$ is a probability measure $\alpha$ on $X \times Y$ such that, for all $f \in \mathcal{C}^{0}(X, \mathbb{R})$ and $g \in \mathcal{C}^{0}(Y, \mathbb{R})$ we have

$$
\begin{aligned}
& \int_{X \times Y} f(x) \alpha(d x, d y)=\mu(f) \\
& \int_{X \times Y} g(y) \alpha(d x, d y)=v(g)
\end{aligned}
$$

That is, the marginals of $\alpha$ are exactly $\mu$ and $\nu$.
Problem 1.12. Let $X$ be a compact Polish ${ }^{13}$ space, let $d$ be the distance and consider the Borel $\sigma$-algebra on $X$. For each pair of probability measures $\mu, v$ let $\mathcal{G}(\mu, \nu)$ be the set of couplings of $\mu$ and $\nu$.

1. Show that $\mathcal{G}(\mu, v) \neq \emptyset$.
2. Show that

$$
\boldsymbol{d}(\mu, v)=\inf _{\alpha \in \mathcal{G}(\mu, v)} \int_{X^{2}} d(x, y) \alpha(d x, d y)
$$

is a distance (called the Kantorovich distance in the space of measures).
3. Show that the topology induced by $\boldsymbol{d}$ on the set of probability measures is the weak topology.
4. Discuss the cases $X=[0,1], d(x, y)=|x-y|$ and $X=[0,1], d_{0}(x, y)=$ 0 iff $x=y$ and $d_{0}(x, y)=1$ otherwise.

See the end of Section 2.1 for a generalization of the distance $\boldsymbol{d}$.

[^8]
## Decay of correlations via coupling

In this section we provide an alternative approach to exponential mixing for expanding maps based on the above mentioned ideas. Let us consider any two standard pairs $\ell, \tilde{\ell} \in \mathfrak{R}_{a}$. First of all note that there exists $n_{0} \in \mathbb{N}$ such that, for each $I$ of length $\delta, f^{n_{0}} I=\mathbb{T}^{1}$. We then consider the standard pairs $\left\{\ell_{i}=\left(I_{i}, \rho_{i}\right)\right\}$ and $\left\{\tilde{\ell}_{i}=\left(\tilde{I}_{i}, \widetilde{\rho}_{i}\right)\right\}$ into which, according to Lemma 1.11, we can decompose the measures $f_{*}^{n_{0}} \mu_{\ell}$ and $f_{*}^{n_{0}} \mu_{\tilde{\ell}}$, respectively. Let $\pi_{i}, \widetilde{\pi}_{i}$ be the corresponding weights in the convex combination of the standard families.
Choose any of the intervals $\left\{I_{i}\right\}$, say $I_{0}$. There are, at most, three intervals $\widetilde{I}_{i}$, let us call them $\widetilde{I}_{0}, \widetilde{I}_{1}, \widetilde{I}_{2}$, whose union covers $I_{0}$. Then there must exist an interval $\widetilde{I}_{i}$, say $\widetilde{I}_{0}$, such that $\widetilde{J}=\widetilde{I}_{0} \cap I_{0}$ is an interval of length at least $\delta / 3$. Let $J$ be the central third of $\widetilde{J}$. We can write $I_{0}=J_{1} \cup J \cup J_{2}$ and $\widetilde{I}_{0}=\widetilde{J}_{1} \cup J \cup \widetilde{J}_{2}$. Note that the subintervals $J, J_{i} . \widetilde{J}_{i}$ are, by construction, of size at least $\delta / 9$.

Next, we define $z_{J}=\int_{J} \rho_{0}, \rho_{J}=z_{J}^{-1} \rho_{0} ; \widetilde{z}_{J}=\int_{J} \widetilde{\rho}_{0}, \widetilde{\rho}_{J}=\widetilde{z}_{J}^{-1} \widetilde{\rho}_{0} ;$ $z_{J_{i}}=\int_{J_{i}} \rho_{0}, \rho_{J_{i}}=z_{J_{i}}^{-1} \rho_{0} ; z_{\tilde{J}_{i}}=\int_{\tilde{J}_{i}} \widetilde{\rho}_{0}, \tilde{\rho}_{\tilde{J}_{i}}=z_{\tilde{J}_{i}}^{-1} \widetilde{\rho}_{0}$.

Note that $\left(J, \rho_{J}\right),\left(J, \widetilde{\rho}_{J}\right),\left(J_{i}, \rho_{J_{i}}\right)$ and $\left(\widetilde{J}_{i}, \tilde{\rho}_{\tilde{J}_{i}}\right)$ are all prestandard pairs. Obviously, they will appear in the convex combination defining the measures $f_{*}^{n_{0}} \mu_{\ell}$ and $f_{*}^{n_{0}} \mu_{\tilde{\ell}}$ with the weights $p_{J}=\pi_{0} z_{J}, \tilde{p}_{J}=\tilde{\pi}_{0} \tilde{z}_{J}, p_{i}=\pi_{0} z_{J_{i}}$ and $\widetilde{p}_{i}=\widetilde{\pi}_{0} z_{\widetilde{J}_{i}}$ respectively.

For simplicity we rename our collection of intervals so that they become $\left\{J, I_{i}\right\}$ and $\left\{J, \widetilde{I}_{i}\right\}$ and, together with the corresponding densities that we rename $\rho_{J}, \rho_{i}$ and $\widetilde{\rho}_{J}, \widetilde{\rho}_{i}$, form standard and prestandard pairs. Similarly, we rename the weights to read $p_{J}, p_{i}$ and $\widetilde{p}_{J}, \widetilde{p}_{i}$. This allows us to write

$$
\begin{aligned}
f_{*}^{n} \mu_{\ell}(\varphi) & =p_{J} \int \rho_{J} \varphi+\sum_{i} p_{i} \int_{I_{i}} \rho_{i} \varphi \\
f_{*}^{n} \mu_{\tilde{\ell}}(\varphi) & =\tilde{p}_{J} \int \tilde{\rho}_{J} \varphi+\sum_{i} \widetilde{p}_{i} \int_{\tilde{I}_{i}} \tilde{\rho}_{i} \varphi .
\end{aligned}
$$

Note that there exists a fixed constant $c_{0}>0$ such that $\min \left\{p_{J}, \widetilde{p}_{J}\right\} \geqslant 4 c_{0}$. In addition, by definition $\inf \left\{\rho_{J}, \tilde{\rho}_{J}\right\} \geqslant e^{-a 2 \delta} \geqslant 1 / 2$, provided $\delta$ has been chosen
small enough. Accordingly, setting $\bar{\rho}=\frac{1}{|J|}$, we can write

$$
\begin{align*}
f_{*}^{n} \mu_{\ell}(\varphi)= & c_{0} \int_{J} \bar{\rho} \varphi+\left(p_{J}-2 c_{0}\right) \int_{J} \rho_{J} \varphi+c_{0} \int_{J}\left(2 \rho_{J}-\bar{\rho}\right) \varphi \\
& +\sum_{i} p_{i} \int_{I_{i}} \rho_{i} \varphi=: c_{0} v(\varphi)+\left(1-c_{0}\right) v_{R}(\varphi) \\
f_{*}^{n} \mu_{\tilde{\ell}}(\varphi)= & c_{0} \int_{J} \bar{\rho} \varphi+\left(\tilde{p}_{J}-2 c_{0}\right) \int_{J} \tilde{\rho}_{J} \varphi+c_{0} \int_{J}\left(2 \widetilde{\rho}_{J}-\bar{\rho}\right) \varphi  \tag{1.3.1}\\
& +\sum_{i} \tilde{p}_{i} \int_{\tilde{I}_{i}} \tilde{\rho}_{i} \varphi=: c_{0} v(\varphi)+\left(1-c_{0}\right) \widetilde{\nu}_{R}(\varphi),
\end{align*}
$$

where $v, \nu_{R}, \tilde{v}_{R}$ are probability measures. ${ }^{14}$
We can then consider the coupling

$$
\alpha_{1}(g)=c_{0} \int \bar{\rho}(x) g(x, x)+\left(1-c_{0}\right) v_{R} \times \tilde{v}_{R}(g)
$$

Problem 1.13. For each $n \in \mathbb{N}$, calling $\bar{\rho}_{n}$ the density of $f_{*}^{n} v$, show that

$$
\left(f_{*} \times f_{*}\right)^{n} \alpha_{1}(g)=c_{0} \int \bar{\rho}_{n}(x) g(x, x)+\left(1-c_{0}\right) f_{*}^{n} v_{R} \times f_{*}^{n} \widetilde{v}_{R}(g)
$$

Problem 1.14. Show that there exists $n_{1} \in \mathbb{N}$, such that both $f_{*}^{n_{1}} \nu_{R}$ and $f_{*}^{n_{1}} \widetilde{v}_{R}$ admit a decomposition into standard families $\left\{p_{i}^{1}, \ell_{i}^{1}\right\}$ and $\left\{\widetilde{p}_{i}^{1}, \widetilde{\ell}_{i}^{1}\right\}$, respectively.

The above Problem implies that, at time $\bar{n}=n_{0}+n_{1}$, we can take any two standard pairs $\ell_{i}^{1}$ and $\widetilde{\ell}_{j}^{1}$, apply the same arguments used to derive Equation (1.3.1), and obtain

$$
f_{*}^{n_{0}} \mu_{\ell_{i}^{1}}=c_{0} v_{i, j}+\left(1-c_{0}\right) \tilde{v}_{R}^{1, i, j}, \quad f_{*}^{n_{0}} \mu_{\widetilde{\ell}_{i}^{1}}=c_{0} v_{i, j}+\left(1-c_{0}\right) \widetilde{v}_{R}^{1, i, j}
$$

We can thus write $f_{*}^{n_{0}} \nu_{R}=\sum_{i, j} p_{i}^{1} \tilde{p}_{j}^{1} f_{*}^{n_{0}} \mu_{\ell_{i}^{1}}$ and $f_{*}^{n_{0}} \widetilde{v}_{R}=\sum_{i, j} p_{i}^{1} \tilde{p}_{j}^{1} f_{*}^{n_{0}} \mu_{\tilde{\ell}_{j}^{1}}$ and, letting $\bar{\rho}_{i, j}$ be the density of the measure $\nu_{i, j}$, consider the coupling

$$
\alpha_{2}(g)=\sum_{i j} p_{i}^{1} \tilde{p}_{j}^{1} c_{0} \int_{J_{i, j}} \bar{\rho}_{i, j}(x) g(x, x)+\left(1-c_{0}\right) v_{R}^{1, i, j} \times \tilde{v}_{R}^{1, i, j}(g)
$$

[^9]Collecting the above considerations and recalling Problem 1.13, it follows that there exists a probability density $\bar{\rho}^{1}$ such that the measures $f_{*}^{2 \bar{n}} \mu_{\ell}$ and $f_{*}^{2 \bar{n}} \mu_{\tilde{\ell}}$ admit a coupling of the form
$f_{*}^{n_{1}} \times f_{*}^{n_{1}} \alpha(g)=\left[c_{0}+\left(1-c_{0}\right) c_{0}\right] \int \bar{\rho}^{1}(x) g(x, x)+\left(1-c_{0}\right)^{2} f_{*}^{n_{1}} v_{R}^{1, i, j} \times f_{*}^{n_{1}} \tilde{\nu}_{R}^{1, i, j}(g)$.
But the above implies, using the discrete distance $d_{0}$ of Problem 1.12,

$$
\boldsymbol{d}\left(f_{*}^{2 \bar{n}} \mu_{\ell}, f_{*}^{2 \bar{n}} \mu_{\tilde{\ell}}\right) \leqslant\left(1-c_{0}\right)^{2}
$$

By induction it then follows

$$
\begin{equation*}
\boldsymbol{d}\left(f_{*}^{k \bar{n}} \mu_{\ell}, f_{*}^{k \bar{n}} \mu_{\tilde{\ell}}\right) \leqslant\left(1-c_{0}\right)^{k} \tag{1.3.2}
\end{equation*}
$$

Remark 1.15. Note that if $\mu=\sum_{i=1}^{N} p_{i} \mu_{\ell_{i}}$ is the measure associated to the standard family $\left\{p_{i}, \ell_{i}\right\}_{i=1}^{N}$, then it is absolutely continuous with respect to Lebesgue with density $\rho$ given by ${ }^{15}$

$$
\rho(x)=\sum_{i} p_{i} \rho_{i}(x) \mathbb{1}_{I_{i}}(x) \leqslant \sum_{i} p_{i} e^{a} \leqslant e^{a}
$$

The above allows us to prove the following fact:
Theorem 1.16. For each pair of measures $\mu, \nu$ associated to standard families, and all observables $\varphi \in L^{\infty}$ we have,

$$
\left|f_{*}^{n} \mu(\varphi)-f_{*}^{n} \nu(\varphi)\right| \leqslant C e^{-c n}\|\varphi\|_{L^{\infty}} .
$$

Proof. Let $G$ be any coupling of $f_{*}^{n} \mu$ and $f_{*}^{n} v$, and let $g(x, y)=\varphi(x)-\varphi(y)$. Then

$$
\left|f_{*}^{n} \mu(\varphi)-f_{*}^{n} \nu(\varphi)\right|=|G(g)| \leqslant G(d \cdot|g|) \leqslant\|g\|_{\infty} G(d) \leqslant 2\|\varphi\|_{\infty} G(d)
$$

and the claim follows by Equation (1.3.2), taking the infimum over the couplings and setting $c=\bar{n}^{-1} \ln \left(1-c_{0}\right)^{-1}$.

Thus, if we have a measure $\mu$ determined by a standard family it follows that $\left\{f_{*}^{n} \mu\right\}$ is a sequence of measures determined by standard families, hence it must be a Cauchy sequence (just apply the previous remark to $\mu$ and $f_{*}^{n} \mu$ ). If follows

[^10]that there exists a unique measure $v$, with density $\rho \in L^{\infty}$ such that, for each standard family measure $\mu$ and measurable set $A$,
$$
\lim _{n \rightarrow \infty} \mu\left(f^{-n} A\right)=v(A)=v\left(f^{-1} A\right)
$$

Moreover it is easy to see that we can approximate any measure $\mu$ that is absolutely continuous with respect to Lebesgue by a sequence of measures $\left\{\mu_{k}\right\}$ that arise as standard families. It thus follows that the dynamical system ( $\mathbb{T}, f, v$ ) is mixing, i.e., for each measure $\mu$ absolutely with respect to Lebesgue (hence with respect to $v$ ) we have

$$
\lim _{n \rightarrow \infty} \mu\left(f^{-n} A\right)=v(A)
$$

In particular, $v$ is the unique absolutely continuous invariant measure.
Remark 1.17. Theorem 1.16 is equivalent to the proof of the existence of a spectral gap for the operator $\mathcal{L}$ established in Section 1.2. However, note that the standard pair method does not provide any further information on the spectrum. This is both its weakness and its strength.

In the next section we discuss a further strategy to obtain similar results. Again, such a strategy only allows us to establish the equivalent of a spectral gap, yet it provides a sharper estimate on the size of the gap.

### 1.4 Projective cones and Hilbert metric

Projective metrics are widely used in geometry, not to mention the importance of their generalizations (e.g. Kobayashi metrics) for the study of complex manifolds, Isaev and Krantz (2000b). It may seem surprising that they play a major role. also in the study of statistical properties of dynamical systems, ${ }^{16}$ e.g. see Dubois (2009), Ferrero and Schmitt (1988), Liverani (1995a,b), Liverani and Maume-Deschamps (2003), Rugh (2010), and Saussol (2000).

A quick introduction to the Hilbert metric can be found in Appendix D.
Problem 1.18. Prove that for each $\sigma \in\left(\lambda_{\star}^{-1}, 1\right)$ and $a \geqslant D\left(\sigma-\lambda_{\star}^{-1}\right)^{-1}$, setting

$$
\mathcal{C}_{a}=\left\{h \in \mathcal{C}^{1}\left(\mathbb{T}, \mathbb{R}_{\geqslant 0}\right): \frac{h(x)}{h(y)} \leqslant e^{a|x-y|}\right\},
$$

[^11]it holds true that
$$
\mathcal{L}\left(\mathcal{C}_{a}\right) \subset \mathcal{C}_{\sigma a}
$$

Problem 1.19. Prove that the diameter of $\mathcal{C}_{\sigma a}$ in the Hilbert metric of $\mathcal{C}_{a}$ is finite.
Remark 1.20. Thanks to the above two problems we could conclude by proving Theorem 1.21 using the cone $\mathcal{C}_{a}$. Yet, this gives a not-so-good estimate of the spectral gap. It is thus interesting to see how a more refined cone can be used to yield a better estimate.

Consider a dynamical partition $\mathcal{P}_{m} \cdot{ }^{17}$ Let us define the convex cone

$$
\begin{equation*}
\mathcal{C}_{a, m}=\left\{h \in C^{(0)}(\mathbb{T})\left|\mathbb{E}\left(h \mid \mathcal{F}_{m}\right) \geqslant 0 ;\left|h^{\prime}\right|_{1} \leqslant a \int_{\mathbb{T}} h\right\} .\right. \tag{1.4.1}
\end{equation*}
$$

Where $\mathcal{F}_{m}$ is the $\sigma$-algebra generated by the partition $\mathcal{P}_{m}$ and $\mathbb{E}\left(\cdot \mid \mathcal{F}_{m}\right)$ is the conditional expectation with respect to the Lebesgue measure. The first relevant fact consists in the following computation ${ }^{18}$

$$
\begin{aligned}
\left|(\mathcal{L} h)^{\prime}\right|_{1} & \leqslant \lambda_{\star}^{-1}\left|h^{\prime}\right|_{1}+B|h|_{1} \leqslant \lambda_{\star}^{-1}\left|h^{\prime}\right|_{1}+B \int_{\mathbb{T}} h+B\left|h-\mathbb{E}\left(h \mid \mathcal{F}_{m}\right)\right|_{1} \\
& \leqslant\left(\lambda_{\star}^{-1}+B \lambda_{\star}^{-m}\right)\left|h^{\prime}\right|_{1}+B \int_{\mathbb{T}} h
\end{aligned}
$$

for all $h \in \mathcal{C}_{a, m}$ since each $I \in \mathcal{P}_{m}$ satisfies $|I| \leqslant \lambda_{\star}^{-m}$.
The above means that if $v \in\left(\lambda_{\star}^{-1}, 1\right), \lambda_{\star}^{-m} \leqslant \frac{v-\lambda_{\star}^{-1}}{B}$ and $a=2 B(1-v)^{-1}$, then $\mathcal{L} h$ satisfies the second condition defining the cone. What about the first condition?

$$
\mathcal{L}^{m} h(x) \geqslant \sum_{y \in h^{-m_{x}}}\left|D_{y} f^{m}\right|^{-1}\left\{\mathbb{E}\left(h \mid \mathcal{F}_{m}\right)(y)-\int_{I(y)}\left|h^{\prime}(\xi)\right| d \xi\right\}
$$

where $I(y)$ is the element of $\mathcal{P}_{m}$ which contains the point $y$. To continue it is necessary to apply a standard type of argument in hyperbolic theory: a distortion

[^12]estimate.
\[

$$
\begin{aligned}
1 & =\int_{\mathbb{T}} d x=\int_{I(y)}\left|D_{\xi} f^{m}\right| d \xi \geqslant \int_{I(y)}\left|D_{y} f^{m}\right| e^{-\sum_{i=1}^{m}|\ln | D_{f^{i}} f|-\ln | D_{f^{i} y} f \mid} \\
& \geqslant\left|I(y) \| D_{y} f^{m}\right| e^{-\left(1-\lambda_{\star}^{-1}\right)^{-1} B_{0}}
\end{aligned}
$$
\]

Let $D:=e^{-\left(1-\lambda_{\star}^{-1}\right)^{-1} B_{0}}$, then the above equations yield

$$
\begin{equation*}
\mathcal{L}^{m} h(x) \geqslant \sum_{I \in \mathcal{P}_{m}}\left\{D \int_{I} h-\lambda_{\star}^{-m} \int_{I}\left|h^{\prime}\right|\right\} \geqslant\left(D-\lambda_{\star}^{-m} a\right) \int_{\mathbb{T}} h \geqslant \frac{D}{2} \int_{\mathbb{T}} h \tag{1.4.2}
\end{equation*}
$$

provided we choose $m$ so that $D-2 \lambda_{\star}^{-m} a>0$.
This means that, by choosing $m$ such that $\lambda_{\star}^{-m} \leqslant \frac{D}{4 B}(1-v)$, it holds that $\mathcal{L}^{m} \mathcal{C}_{a, m} \subset \mathcal{C}_{\sigma a, m}$ with $\sigma=\frac{1+v}{2}<1$. In addition, it is easy to compute that ${ }^{19}$

$$
\begin{equation*}
\Delta:=\operatorname{diam}\left(\mathcal{L}^{m} \mathcal{C}_{a, m}\right) \leqslant 2 \ln \left[2 \frac{1+B+2(1+D) \frac{\nu-\lambda_{-}^{-1}}{1-v}}{D}\right]:=2 \ln \delta<\infty \tag{1.4.3}
\end{equation*}
$$

The estimate (1.4.3) can be used together with Theorem D. 2 and Lemma D. 4 to prove:

Theorem 1.21. If $f: \mathbb{T} \rightarrow \mathbb{T}$ is twice differentiable and $|D f| \geqslant \lambda_{\star}>1$, then there exists a unique invariant measure $\mu_{*}$, absolutely continuous with respect to Lebesgue; moreover $h_{*}:=\frac{d \mu_{*}}{d m} \in W^{1,1}$. The dynamical system $\left(\mathbb{T}, f, \mu_{*}\right)$ is mixing. In addition, there exists $\Lambda \in(0,1)$ such that for all measures $\mu$ absolutely continuous with respect to $m$ such that $h:=\frac{d \mu}{d m} \in W^{1,1}$, it holds that

$$
\left|\mu\left(\varphi \circ f^{n}\right)-\mu_{*}\left(v f \circ f^{n}\right)\right| \leqslant C_{\#} \Lambda^{n}\left\|h-h_{*}\right\|_{W^{1,1}}\|\varphi\|_{L^{1}} .
$$

In addition,

$$
\Lambda \leqslant\left[\tanh \frac{\Delta}{4}\right]^{\frac{1}{m}}=\left[\frac{\delta+1}{\delta-1}\right]^{\frac{1}{m}}
$$

[^13]Note that the bound for the contraction rate $\Lambda$ it is now rather explicit. We do not insist on its actual value since the above bound is still too simplistic to be optimal. The goal here was only to emphasize the possibility to obtain explicit bounds. ${ }^{20}$

### 1.5 The Central Limit Theorem

Let $\varphi \in \mathcal{C}^{1}(\mathbb{T}, \mathbb{R})$ and set $\hat{\varphi}:=\varphi-\mu_{*}(\varphi)$, then, by Equation (1.2.6), we know that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \hat{\varphi} \circ f^{k}(x)=0 \quad \text { Leb-a.e.. }
$$

Moreover, (1.2.6) suggests that $\frac{1}{n} \sum_{k=0}^{n-1} \hat{\varphi} \circ f^{k}(x)$ is of size $\mathcal{O}\left(n^{-\frac{1}{2}}\right)$. It is then tempting to define

$$
\Psi_{n}:=\frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} \hat{\varphi} \circ f^{k}
$$

The natural question is whether $\Psi_{n}$ has a limit as $n \rightarrow \infty$. The answer depends on the meaning that we give to the word "limit". In fact, the answer may be positive only if we consider $\Psi_{n}$ as a random variable with distribution $F_{n}(t):=\mu(\{x:$ $\left.\left.\Psi_{n}(x) \leqslant t\right\}\right) .{ }^{21}$ Let us call $\mathbb{P}$ the associated probability. The goal of this section is to prove the following theorem.

Theorem 1.22. Suppose that there does not exist $g \in \mathcal{C}^{0}(\mathbb{T}, \mathbb{R})$ such that $\hat{\varphi}=$ $g-g \circ f$ (i.e., $\hat{\varphi}$ is not a continuous coboundary). Then there exists $\sigma, C>0$ such that, calling $\mathbb{P}_{\mathcal{G}_{\sigma}}$ the probability distribution of a Gaussian random variable of zero average and variance $\sigma$, we have, for all $n \in \mathbb{N}$ and $a, b \in \mathbb{R},|b-a| \leqslant 1$,

$$
\left|\mathbb{P}\left(\Psi_{n} \in[a, b]\right)-\mathbb{P}_{\mathcal{G}_{\sigma}}([a, b])\right| \leqslant C\left(\frac{e^{-\frac{a^{2}}{2 \sigma^{2}}}}{n^{\frac{3}{10}}}+\frac{|b-a|}{n^{\frac{1}{2}}}\right)
$$

[^14]Remark 1.23. Note that, if there exists $g \in \mathcal{C}^{0}(\mathbb{T}, \mathbb{R})$ such that $\hat{\varphi}=g-g \circ f$ (i.e., $\hat{\varphi}$ is a continuous coboundary), then $\sigma=0$ (see Lemma 1.28) and

$$
\Psi_{n}:=\frac{1}{\sqrt{n}}\left(g-g \circ f^{n}\right) .
$$

Thus it converges uniformly to zero. Hence, the necessity of the assumption.
Remark 1.24. Note that if $\hat{\varphi}=g-g \circ f$, then, if $x$ belongs to a periodic orbit of period $p$, we have

$$
\sum_{k=0}^{p-1} \hat{\varphi} \circ f^{k}(x)=\sum_{k=0}^{p-1} g \circ f^{k}-\sum_{k=0}^{p-1} g \circ f^{k+1}=0 .
$$

Hence, the assumption of Theorem 1.22 is checkable: it suffices to find a periodic orbit on which such a sum is not zero to verify the hypotheses of Theorem 1.22.

Remark 1.25. Theorem 1.22 means that, if the precision of the instrument that performs the measure is compatible with the statistics, then the typical fluctuations in the measurements are of order $\frac{1}{\sqrt{n}}$ and Gaussian. This is well known by experimentalists who routinely assume that the result of a measurement is distributed according to a Gaussian. ${ }^{22}$

Remark 1.26. Note that Theorem 1.22 is sensitive to the size of the interval only if $|b-a| \geqslant C_{\# n}-\frac{1}{5}$, to have a better resolution more work is needed. Also, if $\max \{|a|,|b|\} \geqslant C_{\#} \sqrt{\ln n}$ then $\mathbb{P}_{\mathcal{G}_{\sigma}}([a, b])$ is smaller than the error term, hence we do not obtain much information. If one wants to have a better knowledge on the tail of the distribution, then one has to study the Large deviations. These can in fact be studied by similar techniques, see Section 1.6.

Be aware that the above result is far from optimal, it is intended only to give an idea of the results and techniques available. Sharper results can be obtained with more work (e.g. see Kasun and Liverani (2021) and references therein for more precise results).

The rest of the section is devoted to the proof of Theorem 1.22. The proof consists of several steps. We start by recalling the relation between the distribution

[^15]function $F_{n}$ and the probability. The following Lemma holds in higher generality, see Varadhan (2001), but for the reader's convenience we provide a simple proof in our special case.
Lemma 1.27. For each continuous function $g$ holds ${ }^{23}$
\[

$$
\begin{equation*}
\mathbb{E}(g):=\mu\left(g\left(\Psi_{n}\right)\right)=\int_{\mathbb{R}} g(t) d F_{n}(t) \tag{1.5.1}
\end{equation*}
$$

\]

where the integral is a Riemann-Stieltjes integral.

Proof. We consider first the case $g \in \mathcal{C}_{0}^{1}$, then

$$
\begin{align*}
\int_{\mathbb{R}} g d F_{n} & =-\int_{\mathbb{R}} F_{n}(t) g^{\prime}(t) d t \\
& =-\int_{\mathbb{R}} d t \int_{\mathbb{T}^{1}} d x h(x) \mathbb{1}_{\left\{z: \Psi_{n}(z) \leqslant t\right\}}(x) g^{\prime}(t) \tag{1.5.2}
\end{align*}
$$

Applying Fubini yields

$$
\begin{aligned}
\int_{\mathbb{R}} g d F_{n} & =-\int_{\mathbb{T}^{1}} d x \int_{\mathbb{R}} d t h(x) \mathbb{1}_{\left\{z: \Psi_{n}(z) \leqslant t\right\}}(x) g^{\prime}(t) \\
& =-\int_{\mathbb{T}^{1}} d x h(x) \int_{\Psi_{n}(x)}^{\infty} g^{\prime}(t) d t=\int_{\mathbb{T}^{1}} d x h(x) g\left(\Psi_{n}(x)\right)
\end{aligned}
$$

The results for $g \in \mathcal{C}_{0}^{0}$ follows by density. To conclude note that (1.2.6) and Chebyshev's inequality imply

$$
\begin{aligned}
\mu\left(\left\{x: \Psi_{n}(x) \geqslant t\right\}\right) & \leqslant \int_{\mathbb{T}^{1}} d x h(x) \mathbb{1}_{\left\{z: \Psi_{n}(z) \geqslant t\right\}}(x)\left|\Psi_{n}(x)\right|^{2} t^{-2} \\
& \leqslant \int_{\mathbb{T}^{1}} d x h(x)\left|\Psi_{n}(x)\right|^{2} t^{-2} \leqslant t^{-2} C_{\#}\|\varphi\|_{\mathcal{C}^{1}}
\end{aligned}
$$

Thus, if $g$ and $\tilde{g}_{t}$ differ only outside the set $\{|s| \geqslant t\}, \tilde{g}_{t} \in \mathcal{C}_{0}^{0}$ and $\left\|\tilde{g}_{t}\right\|_{\mathcal{C}^{0}} \leqslant\|g\|_{\mathcal{C}^{0}}$, by (1.5.2) we have
$\left|\mu\left(g\left(\Psi_{n}\right)\right)-\int_{\mathbb{R}} \tilde{g}_{t}(s) d F_{n}(s)\right|=\left|\mu\left(g\left(\Psi_{n}\right)\right)-\mu\left(\tilde{g}_{t}\left(\Psi_{n}\right)\right)\right| \leqslant\|g\|_{\mathcal{C}^{0}} t^{-2} C_{\#}\|\varphi\|_{\mathcal{C}^{1}}$
and the Lemma follows by taking the limit for $t \rightarrow \infty$.

[^16]It is thus clear that if we can control the distribution $F_{n}$, we have a very sharp understanding of the probability to have small deviations (of order $\sqrt{n}$ ) from the limit.

This can be achieved in various ways. In the following, we choose to compute the characteristic function

$$
\varphi_{n}(\lambda)=\int_{\mathbb{R}} e^{i \lambda t} d F_{n}(t)
$$

of the distribution $F_{n}$ since this provides the strongest results, but see Liverani (1996) for a softer approach or De Simoi and Liverani (2015) and Dolgopyat (2005) for a more general approach. The characteristic function determines the distribution via the formula

$$
\begin{equation*}
F_{n}(b)-F_{n}(a)=\lim _{\Lambda \rightarrow \infty} \frac{1}{2 \pi} \int_{-\Lambda}^{\Lambda} \frac{e^{-i a \lambda}-e^{-i b \lambda}}{i \lambda} \varphi_{n}(\lambda) d \lambda \tag{1.5.3}
\end{equation*}
$$

as can be seen in any basic book of probability theory, e.g. Varadhan $(2001,2007)$. In the case when there exists a density, that is an $L^{1}$ function $f_{n}$ such that $F_{n}(b)-$ $F_{n}(a)=\int_{a}^{b} f_{n}(t) d t$, then the formula above becomes simply

$$
\begin{equation*}
f_{n}(y)=\frac{1}{2 \pi} \int_{\mathbb{R}} e^{-i y \lambda} \varphi_{n}(\lambda) d \lambda \tag{1.5.4}
\end{equation*}
$$

and follows trivially from the inversion of the Fourier transform. Our next step is to find a convenient expression for $\varphi_{n}$. We follow a clever idea due to Nagaev (1957) and Guivarc'h and Hardy (1988). Recalling (1.5.1), we can write

$$
\begin{align*}
\varphi_{n}(\lambda) & =\int_{\mathbb{T}^{1}} e^{i \lambda \Psi_{n}(x)} h(x) d x \\
& =\int_{\mathbb{T}^{1}} e^{i \frac{\lambda}{\sqrt{n}} \sum_{k=0}^{n-2} \hat{\varphi} \circ f^{k}} \circ f(x) \cdot e^{i \frac{\lambda}{\sqrt{n}} \varphi(x)} h(x) d x  \tag{1.5.5}\\
& =\int_{\mathbb{T}^{1}} e^{i \frac{\lambda}{\sqrt{n}} \sum_{k=0}^{n-2} \hat{\varphi} \circ f^{k}(x)} \cdot \mathcal{L}\left(e^{i \frac{\lambda}{\sqrt{n}} \varphi} h\right)(x) d x
\end{align*}
$$

It is then natural to define, for each $v \in \mathbb{R}$, the operator

$$
\begin{equation*}
\mathcal{L}_{\nu} h(x)=\left[\mathcal{L}\left(e^{i v \varphi} h\right)\right](x) \tag{1.5.6}
\end{equation*}
$$

Using such an operator we can rewrite (1.5.5) as

$$
\begin{align*}
\varphi_{n}(\lambda) & =\int_{\mathbb{T}^{1}} e^{i \frac{\lambda}{\sqrt{n}} \sum_{k=0}^{n-2} \hat{\varphi} \circ f^{k}(x)} \cdot \mathcal{L}_{\frac{\lambda}{\sqrt{n}}}(h)(x) d x \\
& =\int_{\mathbb{T}^{1}} \mathcal{L}_{\frac{\lambda}{\sqrt{n}}}^{n}(h)(x) d x \tag{1.5.7}
\end{align*}
$$

where the last line is obtained by iterating the previous arguments.
To conclude we must understand the growth of $\mathcal{L}_{\frac{\lambda}{\sqrt{n}}}^{n}$. That is, we want to understand the spectrum of the operators $\mathcal{L}_{\nu}$ for moderately large $\nu$. Since for $v=0$ we know the spectrum, we can apply standard perturbation theory.

Lemma 1.28. There exists $\nu_{0}, C_{0}>0$ and $\xi \in(0,1)$ such that, for all $v \in\left[0, v_{0}\right]$, we can write $\mathcal{L}_{\nu}=\lambda_{\nu} \Pi_{\nu}+Q_{\nu}$ where all the quantities are analytic in $\nu$ and ${ }^{24}$

$$
\begin{aligned}
& \Pi_{v}(\varphi)=h_{v} \ell_{v}(\varphi), \forall \varphi \in W^{1,1} \quad \text { with } h_{v} \in W^{1,1}, \ell_{v} \in\left(W^{1,1}\right)^{*} ; \quad \ell_{v}\left(h_{v}\right)=1 \\
& \left|\lambda_{v}-1-\frac{1}{2} \sigma^{2} v^{2}\right| \leqslant C_{0} v^{3} \\
& \left\|\Pi_{v}-\Pi_{0}-v \sum_{k=0}^{\infty} \mathcal{L}^{k}(\mathbb{1}-\Pi) \mathcal{L}_{0}^{\prime} \Pi+v \sum_{k=0}^{\infty} \Pi \mathcal{L}_{0}^{\prime}(\mathbb{1}-\Pi) \mathcal{L}^{k}(\mathbb{1}-\Pi)\right\|_{W^{1,1}} \leqslant C_{0} v^{2} \\
& \sigma^{2}=\int_{\mathbb{T}} \hat{\varphi}(x)^{2} h_{*}(x) d x+2 \sum_{k=1}^{\infty} \int_{\mathbb{T}} \hat{\varphi} \circ f^{k}(x) \cdot \hat{\varphi}(x) \cdot h_{*}(x) d x \\
& \left\|Q_{v}^{n}\right\|_{W^{1,1}} \leqslant C_{0} \xi^{n},
\end{aligned}
$$

where $\mathbb{1}$ is the identity operator and we have used ' for the derivative with respect to $v$ and set $\mathcal{L}=\mathcal{L}_{0}, \Pi=\Pi_{0}$.

In addition, $\sigma=0$ iff there exists $g \in \mathcal{C}^{0}(\mathbb{T}, \mathbb{R})$ such that $\hat{\varphi}=g-g \circ f$ (i.e., $\hat{\varphi}$ is a continuous coboundary).

Proof. The spectral decomposition $\mathcal{L}_{v}=\lambda_{v} \Pi_{v}+Q_{\nu}$, its analyticity and the bound on $Q_{\nu}$ follow by standard perturbation theory (see Appendix A. 4 or, e.g., Kato (1995) if you want the general theory). Moreover, $\Pi_{v}^{2}=\Pi_{v}, \mathcal{L}_{\nu} \Pi_{v}=$ $\Pi_{\nu} \mathcal{L}_{\nu}=\lambda_{\nu} \Pi_{\nu}$ and $\Pi_{\nu} Q_{v}=Q_{\nu} \Pi_{v}=0$. Recall that $\lambda_{0}=1$ and $\Pi_{0}=$ $h_{*} \otimes$ Leb.

Next, we must Taylor expand in $v$ the various objects. First of all note that, since the projector $\Pi_{0}=h_{*} \otimes$ Leb is a rank one operator, so is the projector $\Pi_{\nu}$.

[^17]Hence, there exists a unique $h_{v} \in W^{1,1}$ with $\int_{\mathbb{T}} h_{v}(x) d x=1$, in the range of $\Pi_{\nu}$. Next, choose $\ell_{v} \in\left(W^{1,1}\right)^{*}$ to have the same kernel as $\Pi_{v}$ and normalize it so that $\ell_{\nu}\left(h_{v}\right)=1$; it follows that $\Pi_{\nu}(\varphi)=h_{\nu} \ell_{\nu}(\varphi)$. Moreover,

$$
\mathcal{L}_{v}^{\prime} \Pi_{v}+\mathcal{L}_{v} \Pi_{v}^{\prime}=\lambda_{v}^{\prime} \Pi_{v}+\lambda_{v} \Pi_{v}^{\prime}
$$

Multiplying by $\Pi_{v}$ from the left, yields

$$
\begin{equation*}
\lambda_{v}^{\prime} \Pi_{v}=\Pi_{v} \mathcal{L}_{v}^{\prime} \Pi_{v}=\ell_{v}\left(\mathcal{L}_{v}^{\prime} h_{v}\right) \Pi_{v} \tag{1.5.8}
\end{equation*}
$$

which, since $\mathcal{L}_{v}^{\prime} h=\mathcal{L}_{v}(i \hat{\varphi} h)$, gives

$$
\lambda_{v}^{\prime}=i \lambda_{v} \ell_{v}\left(\hat{\varphi} h_{v}\right)
$$

and, in particular, $\lambda_{0}^{\prime}=0$.
Next, setting $\widehat{\mathcal{L}}_{v}=\lambda_{v}^{-1} \mathcal{L}_{v}$, we have

$$
\begin{aligned}
&\left(\mathbb{1}-\lambda_{v}^{-1} Q_{v}\right)\left(\mathbb{1}-\Pi_{v}\right) \Pi_{v}^{\prime}=\left(\mathbb{1}-\widehat{\mathcal{L}}_{v}\right) \Pi_{v}^{\prime}=\lambda_{v}^{-1}\left[\mathcal{L}_{v}^{\prime} \Pi_{v}-\lambda_{v}^{\prime} \Pi_{v}\right]= \\
&=\lambda_{v}^{-1}\left(\mathbb{1}-\Pi_{v}\right) \mathcal{L}_{v}^{\prime} \Pi_{v}
\end{aligned}
$$

which implies

$$
\begin{equation*}
\left(\mathbb{1}-\Pi_{\nu}\right) \Pi_{v}^{\prime}=\lambda_{v}^{-1} \sum_{k=0}^{\infty} \lambda_{v}^{-k} Q_{v}^{k}\left(\mathbb{1}-\Pi_{v}\right) \mathcal{L}_{v}^{\prime} \Pi_{v}=\lambda_{v}^{-1} \sum_{k=0}^{\infty} \widehat{\mathcal{L}}_{v}^{k}\left(\mathbb{1}-\Pi_{v}\right) \mathcal{L}_{v}^{\prime} \Pi_{v} \tag{1.5.9}
\end{equation*}
$$

Note that the above estimates imply that there exists $\nu_{0}>0$ such that the series is convergent for all $v \leqslant \nu_{0}$. Analogously, from $\Pi_{v} \mathcal{L}_{v}=\lambda_{\nu} \Pi_{v}$ we obtain

$$
\begin{equation*}
\Pi_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right)=\lambda_{v}^{-1} \sum_{k=0}^{\infty} \Pi_{v} \mathcal{L}_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right) \widehat{\mathcal{L}}_{v}^{k}\left(\mathbb{1}-\Pi_{v}\right) \tag{1.5.10}
\end{equation*}
$$

Noticing that $\Pi_{v}^{\prime} \Pi_{v}+\Pi_{v} \Pi_{v}^{\prime}=\Pi_{v}^{\prime}$, that is

$$
\Pi_{v}^{\prime} \Pi_{v}=\left(\mathbb{1}-\Pi_{v}\right) \Pi_{v}^{\prime}
$$

implies $\Pi_{v} \Pi_{v}^{\prime} \Pi_{v}=0$ and $\left(\mathbb{1}-\Pi_{v}\right) \Pi_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right)=0$. We can then write

$$
\begin{align*}
\Pi_{v}^{\prime} & =\Pi_{v} \Pi_{v}^{\prime} \Pi_{v}+\left(\mathbb{1}-\Pi_{v}\right) \Pi_{v}^{\prime} \Pi_{v}+\Pi_{v} \Pi_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right)+\left(\mathbb{1}-\Pi_{v}\right) \Pi_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right) \\
& =\left(\mathbb{1}-\Pi_{v}\right) \Pi_{v}^{\prime} \Pi_{v}+\Pi_{v} \Pi_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right) \\
& =\lambda_{v}^{-1} \sum_{k=0}^{\infty} \widehat{\mathcal{L}}_{v}^{k}\left(\mathbb{1}-\Pi_{v}\right) \mathcal{L}_{v}^{\prime} \Pi_{v}+\lambda_{v}^{-1} \sum_{k=0}^{\infty} \Pi_{v} \mathcal{L}_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right) \widehat{\mathcal{L}}_{v}^{k}\left(\mathbb{1}-\Pi_{v}\right) \tag{1.5.11}
\end{align*}
$$

Finally, differentiating (1.5.8), we have

$$
\lambda_{v}^{\prime \prime} \Pi_{v}+\lambda_{v}^{\prime} \Pi_{v}^{\prime}=\Pi_{v}^{\prime} \mathcal{L}_{v}^{\prime} \Pi_{v}+\Pi_{v} \mathcal{L}_{v}^{\prime \prime} \Pi_{v}+\Pi_{v} \mathcal{L}_{v}^{\prime} \Pi_{v}^{\prime}
$$

which, multiplying both from left and right by $\Pi_{\nu}$ yields

$$
\begin{aligned}
\lambda_{v}^{\prime \prime} \Pi_{v} & =\Pi_{v} \Pi_{v}^{\prime} \mathcal{L}_{v}^{\prime} \Pi_{v}+\Pi_{v} \mathcal{L}_{v}^{\prime \prime} \Pi_{v}+\Pi_{v} \mathcal{L}_{v}^{\prime} \Pi_{v}^{\prime} \Pi_{v} \\
& =\Pi_{v} \Pi_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right) \mathcal{L}_{v}^{\prime} \Pi_{v}+\Pi_{v} \mathcal{L}_{v}^{\prime \prime} \Pi_{v}+\Pi_{v} \mathcal{L}_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right) \Pi_{v}^{\prime} \Pi_{v}
\end{aligned}
$$

hence,

$$
\begin{equation*}
\lambda_{v}^{\prime \prime}=\ell_{v}\left(\Pi_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right) \mathcal{L}_{v}^{\prime} h_{v}+\mathcal{L}_{v}^{\prime \prime} h_{v}+\mathcal{L}_{v}^{\prime}\left(\mathbb{1}-\Pi_{v}\right) \Pi_{v}^{\prime} h_{v}\right) \tag{1.5.12}
\end{equation*}
$$

From the above and equations (1.5.9), (1.5.10) it follows

$$
\lambda_{0}^{\prime \prime}=-\int_{\mathbb{T}} \hat{\varphi}(x)^{2} h_{*}(x) d x-2 \sum_{k=1}^{\infty} \int_{\mathbb{T}} \hat{\varphi} \circ f^{k}(x) \hat{\varphi}(x) h_{*}(x) d x
$$

Note that (1.2.5) implies that $-\sigma^{2}=\lambda_{0}^{\prime \prime}<0$, thus $\sigma$ is well defined. We are left with the task of investigating the case $\sigma=0$. Equation (1.2.5) implies that if $\sigma=0$, then $\left\|\sum_{k=0}^{n-1} \hat{\varphi} \circ f^{k}(x)\right\|_{L^{2}(\mu)}$ is uniformly bounded in $n$. Accordingly it admits weakly convergent subsequences in $L^{2}$. Let $g \in L^{2}$ be an accumulation point, then for each $h \in W^{1,1}$ we have

$$
\begin{aligned}
\int g \circ f \cdot h \cdot h_{*} & =\lim _{j \rightarrow \infty} \int \sum_{k=1}^{n_{j}} \hat{\varphi} \circ f^{k} \cdot h \cdot h_{*} \\
& =-\int \hat{\varphi} \cdot h \cdot h_{*}+\lim _{j \rightarrow \infty} \int \sum_{k=0}^{n_{j}-1} \hat{\varphi} \circ f^{k} \cdot h \cdot h_{*}+\int \hat{\varphi} \mathcal{L}^{n_{j}}\left(h \cdot h_{*}\right) \\
& =-\int \hat{\varphi} \cdot h \cdot h_{*}+\int g \cdot h \cdot h_{*}
\end{aligned}
$$

Since $W^{1,1}$ is dense in $L^{2}$ it follows

$$
\hat{\varphi} h_{*}=g h_{*}-g \circ f h_{*},
$$

where, without loss of generality, we can assume $\int g h_{*}=0$.
It remains to prove that $g \in \mathcal{C}^{0}$. This follows from Livšic theory, see Livšic (1971a, 1972b), but let us provide a simple direct argument: Applying $\mathcal{L}$ to the last equation yields

$$
\mathcal{L} \hat{\varphi} h_{*}=-(\mathbb{1}-\mathcal{L}) g h_{*} .
$$

Since the above equation can be restricted to the space of zero average functions and $h_{*}>0$ we can write

$$
g=-\frac{1}{h_{*}}(\mathbb{1}-\mathcal{L})^{-1} \mathcal{L} \hat{\varphi} h_{*},
$$

and since $\hat{\varphi} h_{*} \in W^{1,1}$ we have $g \in W^{1,1}$. The claim follows recalling that $W^{1,1} \subset \mathcal{C}^{0}$.

Using Lemma 1.28 and Equation (1.5.7) we can obtain the following result.
Theorem 1.29 (Central Limit Theorem). Suppose $\hat{\varphi}$ is not a continuous coboundary, then for each continuous function $g$ we have

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left(g\left(\Psi_{n}\right)\right)=\mathbb{E}_{\mathcal{G}_{\sigma}}(g)
$$

where $\mathbb{E}_{\mathcal{G}_{\sigma}}$ is the expectation for a Gaussian random variable of zero average and variance $\sigma$.

Proof. For $|\lambda| \leqslant \nu_{0} \sqrt{n}$ we can use Lemma 1.28 and equation (1.5.7) to write

$$
\begin{equation*}
\varphi_{n}(\lambda)=e^{-\frac{\sigma^{2} \lambda^{2}}{2}+\mathcal{O}(1 / \sqrt{n})}+\mathcal{O}\left(\xi^{n}\right) \tag{1.5.13}
\end{equation*}
$$

Hence $\lim _{n \rightarrow \infty} \varphi_{n}(\lambda)=e^{-\frac{\sigma^{2} \lambda^{2}}{2}}$ which is the characteristic function of a Gaussian random variable of zero average and variance $\sigma$. The result follows since convergence of the characteristic functions implies weak convergence of the measures, see Varadhan (2001).

The above result shows that our renormalized Birkhoff averages converge to a Gaussian random variable, yet in practice it is not very useful since it does not provide any information for the difference between $\Psi_{n}$ and a Gaussian random variable when $n$ is large, but finite. In the following we address this subtler problem.

It turns out that to have sharper results on the limiting distribution we need to control $\varphi_{n}$ for larger $\lambda$. This is the meaning of the next Lemma.

Lemma 1.30. For each $v \neq 0$ we have that the essential spectrum of $\mathcal{L}_{v}$ acting on $W^{1,1}$ is contained in $\left\{z \in \mathcal{C}:|z| \leqslant \lambda_{\star}^{-1}\right\}$ and $\sigma_{W^{1,1}}\left(\mathcal{L}_{\nu}\right) \subset\{z \in \mathcal{C}:|z|<1\}$ provided $\hat{\varphi}$ is not a continuous coboundary.

Proof. Since, for each $h \in \mathcal{C}^{1}$,

$$
\begin{aligned}
& \left\|\mathcal{L}_{v} h\right\|_{L^{1}} \leqslant\|\mathcal{L} \mid h\|_{L^{1}} \leqslant\|h\|_{L^{1}} \\
& \frac{d}{d x} \mathcal{L}_{v} h=\mathcal{L}_{v}\left(\frac{h}{f^{\prime}}\right)-\mathcal{L}_{v}\left(\frac{f^{\prime \prime} h}{\left(f^{\prime}\right)^{2}}\right)+i \nu \mathcal{L}\left(\hat{\varphi}^{\prime} h\right)
\end{aligned}
$$

we have the Lasota-Yorke inequality for the operator $\mathcal{L}_{v}$. Then Theorem $1.1 \mathrm{im}-$ plies the inclusion $\sigma_{W^{1,1}}\left(\mathcal{L}_{\nu}\right) \subset\{z \in \mathcal{C}:|z| \leqslant 1\}$ and that the essential spectral radius is bounded by $\lambda_{\star}^{-1}$. Accordingly the spectral radius can equal one only if there exists $\theta \in \mathbb{R}$ and $h \in W^{1,1}$ such that $\mathcal{L}_{v} h=e^{i \theta} h$. But then $|h| \leqslant \mathcal{L}|h|$ which, integrating yields

$$
0 \leqslant \int \mathcal{L}|h|(x)-|h|(x) d x=0,
$$

so that $\mathcal{L}|h|=|h|$. Since the eigenvalue one is simple for $\mathcal{L}$, it must be that $h(x)=e^{i \alpha_{\nu}(x)} h_{*}(x)$. As both $h_{\nu}$ and $h_{*}>0$ are continuous, it follows that $\alpha_{\nu}$ can be assumed to be a continuous function without loss of generality. In addition,

$$
\mathcal{L} h_{*}(x)=h_{*}(x)=e^{-i \theta-i \alpha_{\nu}(x)} \mathcal{L}_{\nu} h(x)=\mathcal{L}\left(e^{-i \theta-i \alpha_{\nu} \circ f+i \alpha_{\nu}+i v \hat{\varphi}} h_{*}\right) .
$$

Taking the real part and integrating yields

$$
0=\int_{\mathbb{T}}\left[1-\cos \left(\theta-\alpha_{\nu} \circ f(x)+\alpha_{\nu}(x)+\nu \hat{\varphi}(x)\right)\right] h_{*}(x) d x
$$

which implies that there exists a function $N: \mathbb{T} \rightarrow \mathbb{Z}$ such that

$$
\theta-\alpha_{\nu} \circ f(x)+\alpha_{\nu}(x)+\nu \hat{\varphi}(x)=2 N(x) \pi
$$

Lebesgue almost surely. Hence $N$ must be constant and, taking the average with respect to $\mu_{*}$, it follows $2 N \pi-\theta=0$. Thus, dividing by $\nu$, we see that $\hat{\varphi}$ is a continuous coboundary.

Let $L \geqslant \nu_{0}>0$. By Lemma 1.30 we have that the spectral radius of $\mathcal{L}_{\frac{\lambda}{\sqrt{n}}}$, for $|\lambda| \in\left[\nu_{0} \sqrt{n}, L \sqrt{n}\right]$ is smaller than some $\gamma_{L} \in(0,1) .{ }^{25}$ Thus, for $|\lambda| \in$ [ $\nu_{0} \sqrt{n}, L \sqrt{n}$ ] we have that there exists $C_{L}>0$ such that

$$
\begin{equation*}
\left|\varphi_{n}(\lambda)\right| \leqslant C_{L} \gamma_{L}^{n} . \tag{1.5.14}
\end{equation*}
$$

[^18]While it is possible to obtain similar estimates for even larger $\lambda$, they are out of the scope of this note (see De Simoi and Liverani (2018, Appendix B) for details).

Unfortunately, our estimates do not allow us to use (1.5.3) to compute the distribution $F_{n}$. This problem can be bypassed in various ways, here we present what is probably the simplest solution: we smooth the density.

To this end let $\boldsymbol{Z}$ be a bounded, independent, zero average random variable so that $|\boldsymbol{Z}| \leqslant 1$ with smooth density $\psi \in \mathcal{C}^{\infty}$. We can then consider the random variable $\bar{\Psi}_{n, \varepsilon}=\Psi_{n}+\varepsilon \boldsymbol{Z}$ for some $\varepsilon>0$. The random variable $\bar{\Psi}_{n, \varepsilon}$ admits a density, which we denote by $\mathcal{N}_{n, \varepsilon}$. In fact, denoting by $\widehat{\psi}$ the Fourier transform of $\psi$ and using (1.5.4), we have

$$
\begin{aligned}
\mathcal{N}_{n, \varepsilon}(y)= & \frac{1}{2 \pi} \int_{\mathbb{R}} e^{-i \lambda y} \mathbb{E}\left(e^{i \lambda \bar{\Psi}_{n}}\right) d \lambda \\
= & \frac{1}{2 \pi} \int_{\mathbb{R}} e^{-i \lambda y} \mu\left(e^{i \lambda \Psi_{n}}\right) \widehat{\psi}(\varepsilon \lambda) d \lambda \\
= & \frac{1}{2 \pi} \int_{-\nu_{0} \sqrt{n}}^{\nu_{0} \sqrt{n}} e^{-i \lambda y}\left[e^{-\frac{\sigma^{2} \lambda^{2}}{2}+\mathcal{O}(1 / \sqrt{n})}+\mathcal{O}\left(\xi^{n}\right)\right] \widehat{\psi}(\varepsilon \lambda) d \lambda \\
& +\mathcal{O}\left(C_{L} \gamma_{L}^{n}\right)+\frac{1}{2 \pi} \int_{|\lambda| \geqslant L \sqrt{n}} e^{-i \lambda y} \mu\left(e^{i \lambda \Psi_{n}}\right) \widehat{\psi}(\varepsilon \lambda) d \lambda
\end{aligned}
$$

To conclude, recall that for all $p \in \mathbb{N},|\widehat{\psi}(\nu)| \leqslant C_{p}\|\psi\|_{\mathcal{C}^{p+2}}|\nu|^{-p}$ for some $C_{p}>0$. As an example let us choose $p=5$. Thus, there exists $n_{L} \in \mathbb{N}$ such that, for all $n \geqslant n_{L}$,

$$
\mathcal{N}_{n, \varepsilon}(y)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{y^{2}}{2 \sigma^{2}}}+\mathcal{O}\left(\frac{1}{\sqrt{n}}+\frac{1}{\varepsilon^{5} L^{4} n^{2}}\right)
$$

In addition, note that

$$
\mathbb{P}\left(\bar{\Psi}_{n, \varepsilon} \in[a+\varepsilon, b-\varepsilon]\right) \leqslant \mathbb{P}\left(\Psi_{n} \in[a, b]\right) \leqslant \mathbb{P}\left(\bar{\Psi}_{n, \varepsilon} \in[a-\varepsilon, b+\varepsilon]\right) .
$$

Hence, calling $\mathbb{P}_{\mathcal{G}_{\sigma}}$ the probability distribution of a Gaussian random variable of zero average and variance $\sigma$, we have

$$
\begin{aligned}
\mathbb{P}\left(\Psi_{n} \in[a, b]\right) & \leqslant \int_{a-\varepsilon}^{b+\varepsilon} \frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{y^{2}}{2 \sigma^{2}}} d y+|b-a| \mathcal{O}\left(\frac{1}{\sqrt{n}}+\frac{1}{\varepsilon^{5} L^{4} n^{2}}\right) \\
& \leqslant \mathbb{P}_{\mathcal{G}_{\sigma}}([a, b])+\mathcal{O}\left(\varepsilon e^{-\frac{a^{2}}{2 \sigma^{2}}}\right)+|b-a| \mathcal{O}\left(\frac{1}{\sqrt{n}}+\frac{1}{\varepsilon^{5} L^{4} n^{2}}\right)
\end{aligned}
$$

Arguing similarly for the lower bond and choosing, for example, $\varepsilon=n^{-\frac{3}{10}}$ and $L=1$ we have, for some $C>0$,

$$
\left|\mathbb{P}\left(\Psi_{n} \in[a, b]\right)-\mathbb{P}_{\mathcal{G}_{\sigma}}([a, b])\right| \leqslant C\left(\frac{e^{-\frac{a^{2}}{2 \sigma^{2}}}}{n^{\frac{3}{10}}}+\frac{|b-a|}{n^{\frac{1}{2}}}\right)
$$

which concludes the proof of Theorem 1.22.
Remark 1.31. Note that, if we are not interested in the rate of convergence, then the information that we obtained on the spectral properties of $\mathcal{L}_{v}$ suffices to prove the Local Limit Theorem. ${ }^{26}$

### 1.6 Large deviations

As discussed in Remark 1.26, Theorem 1.22 does not provide very good estimates for large deviations, e.g. deviations of the ergodic average from the expectation larger than $n^{-\alpha}$ for $\alpha<\frac{1}{2}$. In this section we provide the essentials on how to estimate such events.

Given $\varphi \in \mathcal{C}^{1}, n \in \mathbb{N}$ and $a \in \mathbb{R}_{+}$let

$$
\begin{align*}
& A_{a, n}(\varphi):=\left\{x \in \mathbb{T}^{1}:\left|\frac{1}{n} \sum_{k=0}^{n-1} \varphi \circ f^{k}(x)-\mu_{*}(\varphi)\right| \geqslant a\right\} \\
& \stackrel{\circ}{A}_{a, n}(\varphi):=\left\{x \in \mathbb{T}^{1}:\left|\frac{1}{n} \sum_{k=0}^{n-1} \varphi \circ f^{k}(x)-\mu_{*}(\varphi)\right|>a\right\} \tag{1.6.1}
\end{align*}
$$

By Problem 1.8 we have

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(A_{a, n}(\varphi)\right):=\lim _{n \rightarrow \infty} \mu\left(A_{a, n}(\varphi)\right)=0
$$

Our goal, in this section, is to compute more precisely the asymptotic of the probability $\mathbb{P}\left(A_{a, n}(\varphi)\right)$.

Again, note that we can write $\frac{1}{n} \sum_{k=0}^{n-1} \varphi \circ f^{k}(x)-\mu_{*}(\varphi)=\frac{1}{n} \sum_{k=0}^{n-1} \hat{\varphi} \circ$ $f^{k}(x)$ where $\hat{\varphi}:=\varphi-\mu_{*}(\varphi)$. Thus we can reduce the question to the study of

[^19]zero average functions. Our goal is to prove the following Theorem. To state it we need to define the rate function:
$$
\mathbb{I}(a)=-\sup _{\left\{\nu \in \mathcal{M}_{f}: v(\hat{\varphi}) \geq a\right\}} h_{v}(f)-v\left(\ln \left|f^{\prime}\right|\right) \text {, }
$$
where $\mathcal{M}_{f}$ is the set of invariant probability measures invariant with respect to $f, h_{\nu}$ the Kolmogorov-Sinai entropy (see Katok and Hasselblatt (1995) for a description of the Kolmogorov-Sinai entropy and its properties), and where the sup takes the value $-\infty$ if the set $\mathcal{M}_{f}(a):=\left\{v \in \mathcal{M}_{f}: \nu(\hat{\varphi}) \geqslant a\right\}$ is empty.
Theorem 1.32 (Large Deviations). For each $a, \epsilon \geqslant 0$ the exists $n_{0} \in \mathbb{N}$ and constants $c_{a, \epsilon}, C_{a}>0$ such that, for all $n \geqslant n_{0}$,
$$
c_{a, \epsilon} e^{-(\mathbb{I}(a)+\epsilon) n} \leqslant \mathbb{P}\left(\AA_{a, n}(\varphi)\right) \leqslant \mathbb{P}\left(A_{a, n}(\varphi)\right) \leqslant C_{a} e^{-\mathbb{I}(a) n} .
$$

The proof of the above Theorem is the content of the next three sections: in Section 1.6.1 we discuss the upper bound in terms of seemingly different rate functions $\widetilde{I}$ and $\mathbb{J}$, see Equation (1.6.14). In Section 1.6.2 we discuss the lower bound in terms of the rate function $\mathbb{J}$, and, finally, in Section 1.6 .3 we show that $\mathbb{J}=\mathbb{I}$, hence concluding the theorem.

### 1.6.1 Large deviations. Upper bound

Note that it suffices to study the set

$$
A_{a, n}^{+}(\varphi):=\left\{x \in \mathbb{T}^{1}: \frac{1}{n} \sum_{k=0}^{n-1} \varphi \circ f^{k}(x)-\mu_{*}(\varphi+a) \geqslant 0\right\} .
$$

since $A_{a, n}(\varphi)=A_{a, n}^{+}(\varphi) \cap A_{a, n}^{+}(-\varphi)$.
On the other hand, setting $\hat{\varphi}:=\varphi-\mu_{*}(\varphi)$, for each $\lambda \geqslant 0$ we have

$$
\mu\left(A_{a, n}^{+}(\varphi)\right)=\mu\left(\left\{x: e^{\lambda \sum_{k=0}^{n-1}\left(\hat{\varphi} \circ f^{k}(x)-a\right)} \geqslant 1\right\}\right) \leqslant e^{-n \lambda a} \mu\left(e^{\lambda \sum_{k=0}^{n-1} \hat{\varphi} \circ f^{k}}\right)
$$

Accordingly, arguing exactly as in Equations (1.5.5), (1.5.6) and (1.5.7) (and recalling that $d \mu=h d$ Leb),

$$
\begin{equation*}
\mu\left(A_{a, n}^{+}(\varphi)\right) \leqslant e^{-n \lambda a} \operatorname{Leb}\left(\mathcal{L}_{\lambda}^{n} h\right) \tag{1.6.2}
\end{equation*}
$$

where we have defined the operator $\mathcal{L}_{\lambda} g:=\mathcal{L}\left(e^{\lambda \hat{\varphi}} g\right), \mathcal{L}$ being the Transfer operator of the map $f$.

Lemma 1.33. For each $\lambda \in \mathbb{R}$ the operator $\mathcal{L}_{\lambda}$, acting on $\mathcal{C}^{1}$, has a simple maximal eigenvalue, i.e. is of Perron-Frobenius type. Accordingly, $\mathcal{L}_{\lambda}=\alpha_{\lambda} \Pi_{\lambda}+Q_{\lambda}$, where $\alpha_{\lambda}>0, \Pi_{\lambda}$ is rank one, $\Pi_{\lambda}^{2}=\Pi_{\lambda}, \Pi_{\lambda} Q_{\lambda}=Q_{\lambda} \Pi_{\lambda}=0$ and $\left\|Q_{\lambda}^{n}\right\| \leqslant$ $C_{\lambda} \beta_{\lambda}^{n}$ for some $C_{\lambda}>0$ and $\beta_{\lambda}<\alpha_{\lambda}$. Also, $\alpha_{\lambda}, \Pi_{\lambda}$ and $Q_{\lambda}$ are analytic in $\lambda$.

Proof. Consider the cone $\mathcal{C}_{a}=\left\{h \in \mathcal{C}^{1}: h \geqslant 0, \frac{\left|h^{\prime}(x)\right|}{h(x)} \leqslant a\right\}$. Computing as in the derivation of Equation (1.1.1), we see that, given $\sigma \in\left(\lambda^{-1}, 1\right)$, for each $\lambda \in \mathbb{R}$ there exists $a_{\lambda}>0$ such that, for all $a \geqslant a_{\lambda}, \mathcal{L}_{\lambda} \mathcal{C}_{a} \subset \mathcal{C}_{\sigma a}$. The fact that $\mathcal{L}_{\lambda}$ is Perron-Frobenius type follows then by the analogue of Problem 1.19, Theorem D. 2 and Lemma D. 4 where the norm can be chosen to be $\|h\|_{a}=a\|h\|_{\mathcal{C}^{0}}+\left\|h^{\prime}\right\|_{\mathcal{C}^{0}}$, which is equivalent to the $\mathcal{C}^{1}$ norm and, finally, Theorem D.8. The spectral decomposition follows from Lemma A. 24 and the analyticity can be argued as in Problem A.29.

Hence, there exists $c \in \mathbb{R}$ such that

$$
\mu\left(A_{a, n}^{+}(\varphi)\right) \leqslant e^{-n\left(\lambda a-\ln \alpha_{\lambda}\right)+c} .
$$

Since $\lambda$ has been chosen arbitrarily we have obtained

$$
\begin{equation*}
\mu\left(A_{a, n}^{+}(\varphi)\right) \leqslant e^{-n \tilde{I}(a)+c} \tag{1.6.3}
\end{equation*}
$$

where $\widetilde{I}(a):=\sup _{\lambda \in \mathbb{R}^{+}}\left\{\lambda a-\ln \alpha_{\lambda}\right\}$. The problem is then reduced to studying the function $\widetilde{I}(a)$ which is a version of what it is commonly called the rate function. Note that $\tilde{I}$ is not necessarily finite. Indeed, if $a>\|\hat{\varphi}\|_{\infty}$, then clearly $\mu\left(A_{a, n}^{+}(\varphi)\right)=0$.

To better understand the rate function it is helpful to make a little digression into convex analysis.

Recall that a function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is convex if for each $x, y \in \mathbb{R}^{d}$ and $t \in[0,1]$ we have $g(t y+(1-t) x) \leqslant \operatorname{tg}(y)+(1-t) g(x)$ (if the inequality is everywhere strict, then the function is strictly convex).

Problem 1.34. Show that if $g \in \mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, then $g$ is convex iff $\frac{\partial^{2} g}{\partial x^{2}}$ is a positive matrix. ${ }^{27}$ Give a condition for strict convexity.
Problem 1.35. If a function $g: D \subset \mathbb{R}^{d} \rightarrow \mathbb{R}, D$ convex, ${ }^{28}$ is convex and bounded, then it is continuous.

[^20]Given a function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ let us define its Legendre transform as

$$
\begin{equation*}
g^{*}(x)=\sup _{y \in \mathbb{R}^{d}}\{\langle x, y\rangle-g(y)\} \tag{1.6.4}
\end{equation*}
$$

Remark that $g^{*}$ can take the value $+\infty$.
Problem 1.36. Prove that $g^{*}$ is convex.
Problem 1.37. Prove that $g^{* *} \leqslant g$.
Problem 1.38. Prove that if $g \in \mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ is strictly convex, then the function $h(y):=\frac{\partial g}{\partial y}(y)$ is invertible and $g^{*}$ is strictly convex. Moreover, calling $\ell$ the inverse function of $h$, we have

$$
g^{*}(x)=\langle x, \ell(x)\rangle-g \circ \ell(x) .
$$

Problem 1.39. Show that if $g \in \mathcal{C}^{2}$ is strictly convex, then $g^{* *}=g$.
Problem 1.40. Show that, for each $x, y \in \mathbb{R}^{d},\langle x, y\rangle \leqslant g^{*}(x)+g(y)$, (Young inequality).

From the above discussion it follows that the rate function is defined very similarly to the Legendre transform of the logarithm of the maximal eigenvalue, which is commonly called the pressure of $\hat{\varphi}$.

In fact, setting $\mathbb{J}(a)=\max _{\lambda \in \mathbb{R}}\left(\lambda a-\ln \alpha_{\lambda}\right)$ we will see that, for $a \geqslant 0$, $\mathbb{J}(a)=\widetilde{I}(a)$. Unfortunately, to see that the rate function is exactly a Legendre transform takes some work. Let us start by studying the function $\alpha_{\lambda}$.

Lemma 1.41. There exists $h_{\lambda} \in \mathcal{C}^{1}$ and $\ell_{\lambda} \in\left(\mathcal{C}^{1}\right)^{*}$ such that $\Pi_{\lambda}(g)=h_{\lambda} \ell_{\lambda}(g)$, $\ell_{\lambda}\left(h_{\lambda}\right)=1, \ell_{\lambda}\left(h_{\lambda}^{\prime}\right)=0$. In addition, $\ell_{\lambda}$ is a measure and $\mu_{\lambda}(\cdot):=\ell_{\lambda}\left(h_{\lambda} \cdot\right)$ is an invariant probability measure. Moreover everything is analytic in $\lambda$.

Proof. By Lemma 1.33 we know that $\Pi_{\lambda}$ is rank one and analytic, hence $\tilde{h}_{\lambda}=$ $\Pi_{\lambda} 1 \in \mathcal{C}^{1}$ is analytic as well and $\Pi_{\lambda}(h)=\widetilde{h}_{\lambda} \tilde{\ell}_{\lambda}(h)$ for some $\widetilde{\ell}_{\lambda} \in\left(\mathcal{C}^{1}\right)^{*}$, which must be analytic in $\lambda$ as well. Also, since $\Pi_{\lambda}$ is a projector, it must be $\tilde{\ell}_{\lambda}\left(\widetilde{h}_{\lambda}\right)=1$. Next, note that, by Lemma 1.33 again

$$
\left|\tilde{\ell}_{\lambda}(h)\right|=\lim _{n \rightarrow \infty} \frac{\left|\int_{\mathbb{T}} \tilde{h}_{\lambda} \alpha_{\lambda}^{-n} \mathcal{L}_{\lambda}^{n} h\right|}{\int_{\mathbb{T}} \tilde{h}_{\lambda}^{2}} \leqslant \lim _{n \rightarrow \infty} \frac{\left|\int_{\mathbb{T}} h_{\lambda} \alpha_{\lambda}^{-n} \mathcal{L}_{\lambda}^{n} 1\right|}{\int_{\mathbb{T}} \tilde{h}_{\lambda}^{2}}\|h\|_{\mathcal{C}^{0}}=\left|\tilde{\ell}_{\lambda}(1)\right|\|h\|_{\mathcal{C}^{0}} .
$$

Hence, $\tilde{\ell}_{\lambda} \in\left(\mathcal{C}^{0}\right)^{*}$. That is, it is a measure. Also, if $h \geqslant 0$, then

$$
h_{\lambda} \ell_{\lambda}(h)=\lim _{n \rightarrow \infty} \alpha_{\lambda}^{-n} \mathcal{L}_{\lambda}^{n} h \geqslant 0
$$

hence it is a positive measure. Obviously, for all $h \in \mathcal{C}^{1}$,

$$
\begin{align*}
& \mathcal{L}_{\lambda} \tilde{h}_{\lambda}=\alpha_{\lambda} \tilde{h}_{\lambda} \\
& \tilde{\ell}_{\lambda}\left(\mathcal{L}_{\lambda} h\right)=\alpha_{\lambda} \tilde{\ell}_{\lambda}(h) \tag{1.6.5}
\end{align*}
$$

and $\alpha_{0}=1, \tilde{h}_{0}=h_{*}$ and $\tilde{\ell}_{0}=$ Leb. Notice that $\tilde{h}_{\lambda}$ and $\tilde{\ell}_{\lambda}$ are not uniquely defined: for any analytic function $\beta_{\lambda}$, with $\beta_{0}=0$, the eigenvectors $h_{\lambda}=e^{\beta_{\lambda}} \widetilde{h}_{\lambda}$ and $\ell_{\lambda}=e^{-\beta_{\lambda}} \tilde{\ell}_{\lambda}$ are such that $\Pi_{\lambda}=h_{\lambda} \otimes \ell_{\lambda}$ and satisfy all the other properties as well. Thus $\ell_{\lambda}\left(\left(h_{\lambda}\right)^{\prime}\right)=\tilde{\ell}_{\lambda}\left(\tilde{h}_{\lambda}^{\prime}\right)+\beta_{\lambda}^{\prime}$. Choosing $\beta_{\lambda}=-\int_{0}^{\lambda} \tilde{\ell}_{t}\left(\tilde{h}_{t}^{\prime}\right) d t$ we obtain the wanted property $\ell_{\lambda}\left(\left(h_{\lambda}\right)^{\prime}\right)=0$. To conclude, note that

$$
\mu_{\lambda}(h \circ f)=\alpha_{\lambda}^{-1} \ell_{\lambda}\left(\mathcal{L}_{\lambda}\left(h \circ f h_{\lambda}\right)\right)=\alpha_{\lambda}^{-1} \ell_{\lambda}\left(h \mathcal{L}_{\lambda}\left(h_{\lambda}\right)\right)=\ell_{\lambda}\left(h h_{\lambda}\right)=\mu_{\lambda}(h)
$$

and $\mu_{\lambda}(1)=\ell_{\lambda}\left(h_{\lambda}\right)=1$.
Lemma 1.42. The functions $\alpha_{\lambda}$ and $\ln \alpha_{\lambda}$ are convex. Moreover,

$$
\left|\frac{d}{d \lambda} \ln \alpha_{\lambda}\right| \leqslant|\hat{\varphi}|_{\infty} .
$$

Proof. Note that

$$
\begin{equation*}
\frac{d^{2}}{d \lambda^{2}} \ln \alpha_{\lambda}=\frac{\alpha_{\lambda}^{\prime \prime} \alpha_{\lambda}-\left(\alpha_{\lambda}^{\prime}\right)^{2}}{\alpha_{\lambda}^{2}} \tag{1.6.6}
\end{equation*}
$$

thus the convexity of $\ln \alpha_{\lambda}$ implies the convexity of $\alpha_{\lambda}$.
In view of the above fact we can differentiate (1.6.5) obtaining

$$
\begin{equation*}
\mathcal{L}_{\lambda}^{\prime} h_{\lambda}+\mathcal{L}_{\lambda} h_{\lambda}^{\prime}=\alpha_{\lambda}^{\prime} h_{\lambda}+\alpha_{\lambda} h_{\lambda}^{\prime} \tag{1.6.7}
\end{equation*}
$$

Applying $\ell_{\lambda}$ yields

$$
\begin{equation*}
\left.\frac{d \alpha_{\lambda}}{d \lambda}=\alpha_{\lambda} l_{\lambda}\left(\hat{\varphi} h_{\lambda}\right)\right)=\alpha_{\lambda} \mu_{\lambda}(\hat{\varphi}) \tag{1.6.8}
\end{equation*}
$$

Thus $\alpha_{0}^{\prime}=0$. Note that, as claimed,

$$
\left|\frac{d}{d \lambda} \ln \alpha_{\lambda}\right| \leqslant\left|\mu_{\lambda}(\hat{\varphi})\right| \leqslant|\hat{\varphi}|_{\infty}
$$

Differentiating again yields

$$
\begin{equation*}
\frac{d^{2} \alpha_{\lambda}}{d \lambda^{2}}=\alpha_{\lambda} \mu_{\lambda}(\hat{\varphi})^{2}+\alpha_{\lambda} \ell_{\lambda}^{\prime}\left(\hat{\varphi} h_{\lambda}\right)+\alpha_{\lambda} \ell_{\lambda}\left(\hat{\varphi} h_{\lambda}^{\prime}\right) \tag{1.6.9}
\end{equation*}
$$

On the other hand, from (1.6.7) we have

$$
\left(\mathbb{1} \alpha_{\lambda}-\mathcal{L}_{\lambda}\right) h_{\lambda}^{\prime}=\mathcal{L}_{\lambda}\left(\varphi_{\lambda} h_{\lambda}\right)
$$

where $\varphi_{\lambda}=\hat{\varphi}-\mu_{\lambda}(\hat{\varphi})$. Since, by construction, $\Pi_{\lambda} h_{\lambda}^{\prime}=\Pi_{\lambda}\left(\varphi_{\lambda} h_{\lambda}\right)=0$, the above equation can be studied in the space $\mathbb{V}_{\lambda}=\left(\mathbb{1}-\Pi_{\lambda}\right) \mathcal{C}^{1}$ in which $\mathbb{1} \alpha_{\lambda}-\mathcal{L}_{\lambda}$ is invertible.

Setting $\hat{\mathcal{L}}_{\lambda}:=\alpha_{\lambda}^{-1} \mathcal{L}_{\lambda}$, we have

$$
\begin{equation*}
h_{\lambda}^{\prime}=\left(\mathbb{1}-\hat{\mathcal{L}}_{\lambda}\right)^{-1} \hat{\mathcal{L}}_{\lambda}\left(\varphi_{\lambda} h_{\lambda}\right) \tag{1.6.10}
\end{equation*}
$$

Using similar considerations on the equation $\ell_{\lambda}\left(\mathcal{L}_{\lambda} g\right)=\alpha_{\lambda} \ell_{\lambda}(g)$, we obtain

$$
\begin{align*}
\alpha_{\lambda}^{\prime \prime} & =\alpha_{\lambda} \mu_{\lambda}(\hat{\varphi})^{2}+\alpha_{\lambda} \ell_{\lambda}\left(\varphi_{\lambda}\left(\mathbb{1}-\hat{\mathcal{L}}_{\lambda}\right)^{-1}\left(\mathbb{1}+\hat{\mathcal{L}}_{\lambda}\right)\left(\varphi_{\lambda} h_{\lambda}\right)\right) \\
& =\alpha_{\lambda} \mu_{\lambda}(\hat{\varphi})^{2}+\alpha_{\lambda} \sum_{n=1}^{\infty} \ell_{\lambda}\left(\varphi_{\lambda} \hat{\mathcal{L}}_{\lambda}^{n}\left(\mathbb{1}+\hat{\mathcal{L}}_{\lambda}\right)\left(\varphi_{\lambda} h_{\lambda}\right)\right)  \tag{1.6.11}\\
& =\frac{\left(\alpha_{\lambda}^{\prime}\right)^{2}}{\alpha_{\lambda}}+\left[\mu_{\lambda}\left(\varphi_{\lambda}^{2}\right)+2 \sum_{n=1}^{\infty} \ell_{\lambda}\left(\varphi_{\lambda} \hat{\mathcal{L}}_{\lambda}^{n}\left(\varphi_{\lambda} h_{\lambda}\right)\right)\right] \alpha_{\lambda}
\end{align*}
$$

Finally, notice that

$$
\ell_{\lambda}\left(\varphi_{\lambda} \hat{\mathcal{L}}_{\lambda}^{n}\left(\varphi_{\lambda} h_{\lambda}\right)\right)=\ell_{\lambda}\left(\hat{\mathcal{L}}_{\lambda}^{n}\left(\varphi_{\lambda} \circ f^{n} \varphi_{\lambda} h_{\lambda}\right)\right)=\mu_{\lambda}\left(\varphi_{\lambda} \circ f^{n} \varphi_{\lambda}\right)
$$

and

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{1}{n} \mu_{\lambda}\left(\left[\sum_{k=0}^{n-1} \varphi_{\lambda} \circ f^{k}\right]^{2}\right) & =\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k, j=0}^{n-1} \mu_{\lambda}\left(\varphi_{\lambda} \circ f^{k} \varphi_{\lambda} \circ f^{j}\right) \\
& =\mu_{\lambda}\left(\varphi_{\lambda}^{2}\right)+\lim _{n \rightarrow \infty} \frac{2}{n} \sum_{k=1}^{n-1}(n-k) \mu_{\lambda}\left(\varphi_{\lambda} \circ f^{k} \varphi_{\lambda}\right) \\
& =\mu_{\lambda}\left(\varphi_{\lambda}^{2}\right)+2 \sum_{k=1}^{\infty} \mu_{\lambda}\left(\varphi_{\lambda} \circ f^{k} \varphi_{\lambda}\right) \tag{1.6.12}
\end{align*}
$$

The above two facts and equations (1.6.6), (1.6.11) yield

$$
\begin{equation*}
\frac{d^{2}}{d \lambda^{2}} \ln \alpha_{\lambda}=\lim _{n \rightarrow \infty} \frac{1}{n} \mu_{\lambda}\left(\left[\sum_{k=0}^{n-1} \varphi_{\lambda} \circ f^{k}\right]^{2}\right) \geqslant 0 \tag{1.6.13}
\end{equation*}
$$

Note that equation (1.6.8) implies $\alpha_{0}^{\prime}=0$, hence $\alpha_{\lambda}^{\prime} \geqslant 0$ for $\lambda \geqslant 0$. Since the maximum of $\lambda a-\ln \alpha_{\lambda}$ is taken either at $\alpha_{\lambda} a=\alpha_{\lambda}^{\prime}$ or at infinity (if $a>$ $\sup _{\lambda>0} \frac{\alpha_{\lambda}^{\prime}}{\alpha_{\lambda}}$, it follows that

$$
\begin{equation*}
\tilde{I}(a)=\sup _{\lambda \geqslant 0}\left(\lambda a-\ln \alpha_{\lambda}\right)=\sup _{\lambda}\left(\lambda a-\ln \alpha_{\lambda}\right)=: \mathbb{J}(a) \tag{1.6.14}
\end{equation*}
$$

as announced. In fact, more can be said.
Lemma 1.43. Either the rate function $\mathbb{J}$ is strictly convex, or there exists $\beta \in$ $\mathbb{R}, \phi \in \mathcal{C}^{0}$ such that $\varphi-\beta=\phi-\phi \circ f$.
Proof. By Problem 1.38 it suffices to prove that $\ln \alpha_{\lambda}$ is strictly convex. On the other hand equations (1.6.6) and (1.6.13) imply that if the second derivative of $\ln \alpha_{\lambda}$ is zero for some $\lambda$, then, recalling Lemma 1.33,

$$
\begin{aligned}
& \mu_{\lambda}\left(\left[\sum_{k=0}^{n-1} \varphi_{\lambda} \circ f^{k}\right]^{2}\right)=n\left[\mu_{\lambda}\left(\hat{\varphi}^{2}\right)+2 \sum_{k=1}^{n-1} \frac{n-k}{n} \mu_{\lambda}\left(\varphi_{\lambda} \circ f^{k} \varphi_{\lambda}\right)\right] \\
& \quad=-2 n \sum_{k=n}^{\infty} \ell_{\lambda}\left(\varphi_{\lambda} \hat{\mathcal{L}}_{\lambda}^{k}\left(\varphi_{\lambda} h_{\lambda}\right)\right)-2 \sum_{k=1}^{n-1} k \ell_{\lambda}\left(\varphi_{\lambda} \hat{\mathcal{L}}_{\lambda}^{k}\left(\varphi_{\lambda} h_{\lambda}\right)\right)-\alpha_{\lambda} \mu_{\lambda}(\hat{\varphi})^{2} \\
& \quad \leqslant C(\lambda)\left[n \beta_{\lambda}^{n}+\sum_{k=0}^{\infty} k \beta_{\lambda}^{k}\right]
\end{aligned}
$$

Accordingly, the sequence $\sum_{k=0}^{n-1} \varphi_{\lambda} \circ f^{k}$ is bounded in $L^{2}\left(\mathbb{T}^{1}, \mu_{\lambda}\right)$ and hence weakly compact. Let $\sum_{k=0}^{n_{j}-1} \varphi_{\lambda} \circ f^{k}$ be a weakly convergent subsequence. ${ }^{29}$ That is, there exists $\phi_{\lambda} \in L^{2}$ such that for each $\varphi \in L^{2}$ holds

$$
\lim _{j \rightarrow \infty} \mu_{\lambda}\left(\varphi \sum_{k=0}^{n_{j}-1} \varphi_{\lambda} \circ f^{k}\right)=\mu_{\lambda}\left(\varphi \phi_{\lambda}\right)
$$

[^21]It follows that, for each $g \in \mathcal{C}^{1}$,

$$
\begin{aligned}
\mu_{\lambda}\left(g\left[\varphi_{\lambda}-\phi_{\lambda}+\phi_{\lambda} \circ f\right]\right) & =\mu_{\lambda}\left(g \varphi_{\lambda}\right)+\lim _{j \rightarrow \infty} \sum_{k=0}^{n_{j}-1} \mu_{\lambda}\left(g \varphi_{\lambda} \circ f^{k+1}-g \varphi_{\lambda} \circ f^{k}\right) \\
& =\lim _{j \rightarrow \infty} \mu_{\lambda}\left(g \varphi_{\lambda} \circ f^{n_{j}}\right)=\lim _{j \rightarrow \infty} \ell_{\lambda}\left(\varphi_{\lambda} \hat{\mathcal{L}}_{\lambda}^{n_{j}}\left(g h_{\lambda}\right)\right) \\
& =\mu_{\lambda}(g) \mu_{\lambda}\left(\varphi_{\lambda}\right)=0
\end{aligned}
$$

Thus, since $\mathcal{C}^{1}$ is dense in $L^{2}$, it follows that

$$
\begin{equation*}
\varphi_{\lambda}=\phi_{\lambda}-\phi_{\lambda} \circ f, \quad \mu_{\lambda}-\text { a.s. } \tag{1.6.15}
\end{equation*}
$$

A function with the above property is called a coboundary, in this case an $L^{2}$ coboundary since we know only that $\phi_{\lambda} \in L^{2}\left(\mathbb{T}, \mu_{\lambda}\right)$. In fact, this it is not enough to conclude the Lemma: we need to show, at least, that $\phi_{\lambda} \in \mathcal{C}^{0}$.

First of all notice that, since for each $\beta \in \mathbb{R}$ we have $\varphi_{\lambda}=\phi_{\lambda}+\beta-\left(\phi_{\lambda}+\right.$ $\beta) \circ T$, we can assume without loss of generality that $\mu_{\lambda}\left(\phi_{\lambda}\right)=0$. But then

$$
\hat{\mathcal{L}}_{\lambda}\left(\varphi_{\lambda} h_{\lambda}\right)=\hat{\mathcal{L}}_{\lambda}\left(\phi_{\lambda} h_{\lambda}\right)-\phi_{\lambda} h_{\lambda}=-\left(\mathbb{1}-\hat{\mathcal{L}}_{\lambda}\right) \phi_{\lambda} h_{\lambda} .
$$

Hence

$$
\phi_{\lambda}=h_{\lambda}^{-1}\left(\mathbb{1}-\hat{\mathcal{L}}_{\lambda}\right)^{-1} \hat{\mathcal{L}}_{\lambda}\left(\varphi_{\lambda} h_{\lambda}\right) \in W^{1,1} \subset \mathcal{C}^{0} .
$$

Remark 1.44. The above result is quite sharp. Indeed, it shows that if $\mathbb{J}$ is not strictly convex, then for each invariant measure $v$ one has $v(\varphi)=\beta$. So it suffices to find two invariant measures for which the average of $\varphi$ differs for example the average on two periodic orbits) to infer that $\mathbb{J}$ is strictly convex.

Note that Equations (1.6.3) and (1.6.14) imply the upper bound

$$
\begin{equation*}
\mu\left(A_{a, n}^{+}(\varphi)\right) \leqslant C_{\#} e^{-n \mathbb{J}(a)} . \tag{1.6.16}
\end{equation*}
$$

Problem 1.45. Set $\sigma:=\alpha^{\prime \prime}(0)$. Show that, for a small, $\mathbb{J}(a)=\frac{a^{2}}{2 \sigma}+\mathcal{O}\left(a^{3}\right)$. Show that if $a>\sup _{\lambda} \mu_{\lambda}(\hat{\varphi})$, then $\mathbb{J}(a)=+\infty$. In particular, this implies that $\mathbb{J}(a)=+\infty$ if $a>\|\varphi\|_{\infty}$.

The above discussion allows us to conclude

$$
\mu\left(A_{a, n}^{+}(\varphi)\right) \leqslant \mu\left(\mathcal{L}_{\lambda_{-}}^{n} h\right) \leqslant C e^{-\frac{a^{2}}{2 \sigma^{2}} n+\mathcal{O}\left(a^{3} n\right)} .
$$

Since similar arguments hold for the set $A_{a, n}^{+}(-\varphi)$, it follows that we have an exponentially small probability to observe a deviation from the average. Moreover, the expected size of a deviation is of order $n^{-\frac{1}{2}}$. To see if this is really the case we need a lower bound.

### 1.6.2 Large deviations. Lower bound

If $\mathbb{J}(a)=\infty$ then, by Equations (1.6.14) and (1.6.3), we have $\mu\left(A_{a, n}^{+}\right)=0$, hence we can restrict ourselves to the case $\mathbb{J}(a)<\infty$. Note that, by Problem 1.45, this implies that it must be $a \leqslant \sup _{\lambda} \mu_{\lambda}(\hat{\varphi})$. In the case $a=\sup _{\lambda} \mu_{\lambda}(\hat{\varphi})$ we content ourselves with the trivial bound $\mu\left(\AA_{a, n}\right) \geqslant 0$. We can thus consider only the case $a<\sup _{\lambda} \mu_{\lambda}(\hat{\varphi})$.

Note that the derivative of $\lambda a-\ln \alpha_{\lambda}$, by Equation (1.6.8), is $a-\mu_{\lambda}(\hat{\varphi})$. Thus the maximum of $\lambda a-\ln \alpha_{\lambda}$ takes place for $\bar{\lambda}$ such that $a=\mu_{\bar{\lambda}}(\hat{\varphi})$.

For each $\delta \in\left(0, \frac{1}{4}\left[\sup _{\lambda} \mu_{\lambda}(\hat{\varphi})-a\right]\right)$ let $\bar{\lambda}_{\delta}$ be such that $a+\frac{3}{2} \delta=\mu_{\bar{\lambda}_{\delta}}(\hat{\varphi})$ and let $I_{\delta}=(a+\delta, a+2 \delta)$.

Recall that $S_{n}=\sum_{k=0}^{n-1} \hat{\varphi} \circ f^{k}$, then $\mu_{\lambda}\left(S_{n}\right)=n \mu_{\lambda}(\hat{\varphi})$ and, by (1.6.12),

$$
\mu_{\lambda}\left(\left[\sum_{k=0}^{n-1} \hat{\varphi} \circ f^{k}-n \mu_{\lambda}(\hat{\varphi})\right]^{2}\right) \leqslant C_{\lambda} n
$$

where $C_{\lambda}$ depends continuously by $\lambda$.
Next, we set $A_{n, I_{\delta}}=\left\{x \in \mathbb{T}^{1}: \frac{1}{n} S_{n}(x) \in I_{\delta}\right\}$. Note that

$$
\begin{equation*}
A_{n, I_{\delta}} \subset \stackrel{\circ}{A}_{a, n}(\varphi) \tag{1.6.17}
\end{equation*}
$$

Recalling the definition $\varphi_{\lambda}=\hat{\varphi}-\mu_{\lambda}(\hat{\varphi})$, we have

$$
\begin{aligned}
\mu_{\bar{\lambda}_{\delta}}\left(A_{n, I_{\delta}}^{c}\right) & \leqslant \mu_{\bar{\lambda}_{\delta}}\left(\left\{\left|\sum_{k=0}^{n-1} \varphi_{\bar{\lambda}_{\delta}} \circ f^{k}\right| \geqslant \delta n\right\}\right) \\
& \leqslant \delta^{-2} n^{-2} \mu_{\bar{\lambda}_{\delta}}\left(\left|\sum_{k=0}^{n-1} \varphi_{\bar{\lambda}_{\delta}} \circ f^{k}\right|^{2}\right) \leqslant C_{a} \delta^{-2} n^{-1}
\end{aligned}
$$

It follows that there exists $n_{a, \delta} \in \mathbb{N}$ such that, for all $n \geqslant n_{a, \delta}, \mu_{\bar{\lambda}_{\delta}}\left(A_{n, I_{\delta}}\right) \geqslant \frac{1}{2}$.

Since, by Lemma $1.41, \ell_{\lambda}$ is a measure, we can then write, for all $m \in \mathbb{N}$,

$$
\begin{align*}
\frac{1}{2} \leqslant \mu_{\bar{\lambda}_{\delta}}\left(A_{n, I}\right) & =\ell_{\bar{\lambda}_{\delta}}\left(\mathbb{1}_{A_{n, I}} h_{\bar{\lambda}_{\delta}}\right)  \tag{1.6.18}\\
& \leqslant C_{\#} e^{-(n+m) \ln \alpha_{\bar{\lambda}_{\delta}} \ell_{\bar{\lambda}_{\delta}}\left(\mathcal{L}_{\bar{\lambda}_{\delta}}^{n+m}\left(\mathbb{1}_{A_{n, I}}\right)\right) .} .
\end{align*}
$$

To conclude we must analyse a bit the characteristic function of $A_{n, I}$. First of all, notice that if $\left|f^{k} x-f^{k} y\right| \leqslant \varepsilon$ for each $k \leqslant n$, then $\left|f^{k} x-f^{k} y\right| \leqslant \lambda_{\star}^{-n+k} \varepsilon$ for all $k \leqslant n$. Accordingly, for each $z \in[x, y]$

$$
\begin{aligned}
\left|D_{x} f^{n}-D_{z} f^{n}\right| & \leqslant\left|D_{x} f^{n}\right| \cdot\left(e^{\sum_{k=0}^{n-1}\left|\ln D_{f} k_{x} T-\ln D_{f} k_{z} T\right|}-1\right) \\
& \leqslant\left|D_{x} f^{n}\right|\left(e^{C_{\#} \sum_{k=0}^{n-1} \lambda_{\star}^{-k} \varepsilon}-1\right) \leqslant C_{\#}\left|D_{x} f^{n}\right|
\end{aligned}
$$

By a similar estimate, $\left|D_{x} f^{n}-D_{z} f^{n}\right| \geqslant C_{\#}\left|D_{x} f^{n}\right|$ as well. Moreover,

$$
\left|S_{n}(x)-S_{n}(y)\right| \leqslant \sum_{k=0}^{n-1}|f|_{\mathcal{C}^{1}} C_{\#} \lambda_{\star}^{-k} \varepsilon \leqslant C_{\#} \varepsilon .
$$

We can then write $\cup_{l} J_{l} \supset A_{n, I_{\delta}}$ where $J_{l}$ are disjoint intervals such that $\left|f^{n} J_{l}\right|=$ $\varepsilon$. Choosing $\varepsilon \leqslant C_{\#} \delta$ small enough it follows that the oscillation of $S_{n}$ on each $J_{l}$ is smaller than $\delta / 2$, hence we can assume $A_{n, a+\delta / 2}^{+} \supset \cup_{l} J_{l}$. Moreover

$$
\begin{aligned}
\left\|\mathcal{L}^{n} \mathbb{1}_{J_{l}}\right\|_{B V} & =\sup _{|\varphi|_{\infty} \leqslant 1} \int_{J_{l}} \varphi^{\prime} \circ f^{n} \\
& \leqslant \sup _{|\varphi|_{\infty} \leqslant 1} \int_{J_{l}} \frac{d}{d x}\left[\left(D f^{n}\right)^{-1} \varphi \circ f^{n}\right]+B \operatorname{Leb}\left(J_{l}\right) \\
& \leqslant 2 \sup _{x \in J_{l}}\left|D_{x} f^{n}\right|^{-1}+B \operatorname{Leb}\left(J_{l}\right) \leqslant C_{\#} \delta^{-1} \operatorname{Leb}\left(J_{l}\right)
\end{aligned}
$$

We can then continue our estimate started in (1.6.18),

$$
\begin{aligned}
\frac{1}{2} & \leqslant C_{\#} e^{-(n+m) \ln \alpha_{\bar{\lambda}_{\delta}}+n \bar{\lambda}_{\delta}\left(\mu_{\bar{\lambda}_{\delta}}(\hat{\varphi})+3 \delta\right)+m C_{\#}} \sum_{l} \ell_{\bar{\lambda}_{\delta}}\left(\mathcal{L}^{n+m}\left(\mathbb{1}_{J_{l}}\right)\right) \\
& =C_{\#} e^{-(n+m) \ln \alpha_{\bar{\lambda}_{\delta}}+n \bar{\lambda}_{\delta}\left(\mu_{\bar{\lambda}_{\delta}}(\hat{\varphi})+3 \delta\right)+m C_{\#}} \sum_{l} \ell_{\bar{\lambda}_{\delta}}(1) \operatorname{Leb}\left(J_{l}\right)\left(1+\mathcal{O}\left(\delta^{-1} \rho^{m}\right)\right) \\
& \leqslant C_{\#} e^{-n\left[\ln \alpha_{\bar{\lambda}_{\delta}}-\bar{\lambda}_{\delta}\left(\mu_{\bar{\lambda}_{\delta}}(\hat{\varphi})+3 \delta\right)\right]-c_{\#} \ln \delta} \mu\left(A_{n, I_{\delta}}\right),
\end{aligned}
$$

where we have chosen $m=c_{\#} \ln \delta^{-1}$. The above computations, together with Equation (1.6.17), imply that

$$
\left.\mu\left(\AA_{n, a}\right) \geqslant \mu\left(A_{I_{\delta}}\right) \geqslant C_{\# \#} e^{n\left[\ln \alpha_{\bar{\lambda}_{\delta}}\right.}-\bar{\lambda}_{\delta}\left(\bar{\nu}_{\bar{\lambda}_{\delta}}(\hat{\varphi})+3 \delta\right)\right]+c_{\#} \ln \delta .
$$

Next, note that, by hypothesis, there exists $\bar{c}_{a}>0$ such that $\bar{\lambda}_{\delta} \leqslant \bar{c}_{a}$, thus, recalling that $\bar{\lambda}_{\delta}$ has been chosen as the place where $\lambda\left(a+\frac{3}{2}\right)-\lambda \ln \alpha_{\lambda}$ has the maximum, we have

$$
\mu\left(\AA_{n, a}\right) \geqslant C_{\delta} e^{-n\left[\mathbb{J}\left(a+\frac{3}{2} \delta\right)+3 \bar{c}_{a} \delta\right]} .
$$

Next, note that $\frac{d}{d a} \mathbb{J}(a)=\bar{\lambda}_{0} \leqslant \bar{c}_{a}$. Collecting the above facts yields

$$
\mu\left(\AA_{n, a}\right) \geqslant C_{\delta} e^{-n\left[\rrbracket(a)+5 \bar{c}_{a} \delta\right]} .
$$

It is then sufficient to choose $\delta=\epsilon\left(5 \bar{c}_{a}\right)^{-1}$ and $c_{a, \epsilon}=C_{\delta}$ to obtain the wanted lower bound

$$
\begin{equation*}
\mu\left(\AA_{n, a}\right) \geqslant c_{a, \epsilon} e^{-n[J(a)+\epsilon]} . \tag{1.6.19}
\end{equation*}
$$

To express the rate function in terms of entropy, an extra argument is necessary.

### 1.6.3 Large deviations. Conclusions

It is possible to give a variational characterization of the rate function in the spirit of general Large deviation theory, Dembo and Zeitouni (2010) and Varadhan (2016).
Lemma 1.46. Calling $\mathcal{M}_{f}$ the set of invariant probability measures invariant with respect to $f$ and $h_{v}$ the Kolmogorov-Sinai entropy, we have, setting $\mathcal{M}_{f}(a)=$ $\left\{v \in \mathcal{M}_{f}: \nu(\hat{\varphi}) \geqslant a\right\}$,

$$
\mathbb{J}(a)=\mathbb{I}(a) .
$$

Proof. For each $v \in \mathcal{M}_{f}$,

$$
\begin{align*}
\ln \alpha_{\lambda} & =\sup _{\nu \in \mathcal{M}_{f}}\left\{h_{\nu}(f)+\lambda v(\hat{\varphi})-v\left(\ln \left|f^{\prime}\right|\right)\right\}  \tag{1.6.20}\\
& =h_{\mu_{\lambda}}(f)+\lambda \mu_{\lambda}(\hat{\varphi})-\mu_{\lambda}\left(\ln \left|f^{\prime}\right|\right)
\end{align*}
$$

The first equality is a formula for the spectral radius (e.g. see Baladi (2000, Remark 2.5).). ${ }^{30}$ The second equality is called the variational principle. For more information on this and, more generally, on the so called thermodynamic formalism, see Keller (1998) for details.

[^22]Thus, recalling Equation (1.6.14), we can write

$$
\begin{aligned}
\mathbb{J}(a) & =\sup _{\lambda}\left(\lambda a-\sup _{v \in \mathcal{M}_{f}}\left\{h_{v}(f)+\lambda v(\hat{\varphi})-v\left(\ln \left|f^{\prime}\right|\right)\right\}\right) \\
& \leqslant \sup _{\lambda}\left(\lambda a-\sup _{v \in \mathcal{M}_{f}(a)}\left\{h_{v}(f)+\lambda v(\hat{\varphi})-v\left(\ln \left|f^{\prime}\right|\right)\right\}\right) . \\
& \leqslant-\sup _{v \in \mathcal{M}_{f}(a)}\left\{h_{v}(f)-v\left(\ln \left|f^{\prime}\right|\right)\right\}=\mathbb{I}(a) .
\end{aligned}
$$

In particular, if $\mathbb{J}(a)=\infty$ then we have $\mathbb{I}(a)=\infty$. We can thus assume $\mathbb{J}(a)<$ $\infty$. Also, note that Equation (1.6.20) implies

$$
\left.\mathbb{J}(a)=\sup _{\lambda} \lambda a-\left\{h_{\mu_{\lambda}}(f)+\lambda \mu_{\lambda}(\hat{\varphi})-\mu_{\lambda}\left(\ln \left|f^{\prime}\right|\right)\right\}\right)
$$

If for some $\bar{\lambda}$ we have $\mu_{\bar{\lambda}}(\hat{\varphi})=a$, then

$$
\mathbb{J}(a) \geqslant-\left\{h_{\mu_{\bar{\lambda}}}(f)-\mu_{\bar{\lambda}}\left(\ln \left|f^{\prime}\right|\right)\right\} \geqslant \mathbb{I}(a)
$$

Otherwise, recalling Problem 1.45, it means that $a=\sup _{\lambda} \mu_{\lambda}(\hat{\varphi})$. Then, since $h_{v}(f) \leqslant h_{t o p}(f)<\infty$, where $h_{\text {top }}$ is the topological entropy (e.g. see Katok and Hasselblatt (1995)) and $\ln \left|f^{\prime}\right|>0, \mathbb{J}(a)<\infty$ implies

$$
\sup _{\lambda} \lambda \mu_{\lambda}(a-\hat{\varphi})<\infty
$$

Accordingly, if $\lambda \rightarrow \infty$, then $\mu_{\lambda}(a-\hat{\varphi}) \rightarrow 0$. By the weak compactness of probability measures we can then choose a sequence $\lambda_{j}$ such that $\mu_{\lambda_{j}} \Longrightarrow \nu_{*}$, in the sense of weak convergence, and $\lambda_{j} \mu_{\lambda_{j}}(a-\hat{\varphi}) \geqslant 0$. Note that it must be that $v_{*}(\hat{\varphi})=a$. Hence

$$
\begin{aligned}
\mathbb{J}(a) & \geqslant \lim _{j \rightarrow \infty}\left(\lambda_{j} a-h_{\mu_{\lambda_{j}}}(f)-\lambda_{j} \mu_{\lambda_{j}}(\hat{\varphi})+\mu_{\lambda_{j}}\left(\ln \left|f^{\prime}\right|\right)\right) \\
& \geqslant \lim _{j \rightarrow \infty}\left(-h_{\mu_{\lambda_{j}}}(f)+\mu_{\lambda_{j}}\left(\ln \left|f^{\prime}\right|\right)\right)=-\left[h_{\nu_{*}}(f)-v_{*}\left(\ln \left|f^{\prime}\right|\right)\right]
\end{aligned}
$$

where in the last equality we have used that $h_{v}$ is (as a function of $v$ ) an uppersemicontinuous function with respect to the weak topology (see $\operatorname{Keller}$ (1998, Theorem 4.5.6)). It follows that $\mathbb{J}(a)=\mathbb{I}(a)$.

Note that Lemma 1.46 and Equations (1.6.16), (1.6.19) conclude the proof of Theorem 1.32.

Remark 1.47. Using the previous techniques it is possible to obtain much sharper results, see De Simoi and Liverani (2018) for details.

### 1.7 Perturbation theory

Another natural question is: how do the statistical properties of a system depend on small changes in the system?

Indeed, in real life situations the dynamics is known only with finite precision, hence it is fundamental to know how small changes in the dynamics affects the asymptotic properties of the system.

To answer such a question we need some type of perturbation theorem. Several such results are available (e.g., see Kifer (1988), Viana (1997) for a review and Baladi and Young (1993) for some more recent results), here we will follow mainly the theory developed in Keller and Liverani (1999) adapted to the special cases at hand.

We will start by considering an abstract family of operators $\mathcal{L}_{\varepsilon}$ satisfying the following properties.

Hypotheses 1.1. Given two Banach spaces as in Theorem 1.1, consider a family of linear bounded operators $\mathcal{L}_{\varepsilon} \in L(\mathcal{B}, \mathcal{B}), \varepsilon \in[0,1]$, with the following properties.

1. Uniform Lasota-Yorke inequality: There exist $C>0, \lambda_{\star}>1$ such that for all $\varepsilon \in[0,1]$

$$
\left\|\mathcal{L}_{\varepsilon}^{n} h\right\|_{\mathcal{B}} \leqslant C \lambda_{\star}^{-n}\|h\|_{\mathcal{B}}+C\|h\|_{\mathcal{B}_{w}}, \quad\left\|\mathcal{L}_{\varepsilon}^{n} h\right\|_{\mathcal{B}_{w}} \leqslant C\|h\|_{\mathcal{B}_{w}} ;
$$

2. For $L: \mathcal{B} \rightarrow \mathcal{B}$ define the norm

$$
\|L L\|:=\sup _{\|h\|_{\mathcal{B}} \leqslant 1}\|L f\|_{\mathcal{B}_{w}}
$$

that is the norm of $L$ as an operator from $\mathcal{B} \rightarrow \mathcal{B}_{w}$. Then there exists $D>0$ such that

$$
\left\|\left\|\mathcal{L}_{0}-\mathcal{L}_{\varepsilon}\right\|\right\| \leqslant D \varepsilon
$$

Hypothesis 1.1-(2) specifies in which sense the family $\mathcal{L}_{\varepsilon}$ can be considered an approximation of the unperturbed operator $\mathcal{L}:=\mathcal{L}_{0}$. Note that the condition is rather weak, in particular the distance between $\mathcal{L}_{\varepsilon}$ and $\mathcal{L}$ as operators on $\mathcal{B}$ can be always larger than 1 . Such a notion of closeness is completely inadequate to apply standard perturbation theory. To obtain some perturbation results it is then necessary to restrict the type of perturbations allowed, this is the content of Hy potheses 1.1-(1) which states that all the approximating operators enjoy properties very similar to $\mathcal{L}$.

To state a precise result consider, for each bounded operator $L$, the set

$$
V_{\delta, r}(L):=\{z \in \mathbb{C}| | z \mid \leqslant r \text { or } \operatorname{dist}(z, \sigma(L)) \leqslant \delta\} .
$$

By $R(z)$ and $R_{\varepsilon}(z)$ we will mean respectively $(z-\mathcal{L})^{-1}$ and $\left(z-\mathcal{L}_{\varepsilon}\right)^{-1}$.
Theorem 1.48 (Keller and Liverani (ibid.)). Consider a family of operators $\mathcal{L}_{\varepsilon}$ : $\mathcal{B} \rightarrow \mathcal{B}$ satisfying Hypothesis 1.1. Let $V_{\delta, r}:=V_{\delta, r}(\mathcal{L}), r>\lambda_{\star}^{-1}, \delta>0$, then there exist $\varepsilon_{0}, a>0$ such that, for all $\varepsilon \leqslant \varepsilon_{0}, \sigma\left(\mathcal{L}_{\varepsilon}\right) \subset V_{\delta, r}(\mathcal{L})$ and, for each $z \notin V_{\delta, r}$,

$$
\left\|\left\|R(z)-R_{\varepsilon}(z)\right\|\right\| \leqslant C \varepsilon^{a} .
$$

A simpler proof, although less optimal, than that given by Keller and Liverani (ibid.) can be found in Appendix C. Actually, in Appendix C it is proven a slightly more complete result and it is also shown how to use it concretely to investigate the spectrum of $\mathcal{L}_{\varepsilon}$.

The above perturbation theorem has proven rather flexible and able to cover most of the interesting cases, as we show next.

### 1.8 Stability and computability

### 1.8.1 Deterministic stability

Let the $\mathcal{L}_{\varepsilon}$ be Ruelle-Perron-Frobenius (Transfer) operators of maps $f_{\varepsilon}$ which are $\mathcal{C}^{1}$-close to $f$, that is $d_{\mathcal{C}^{1}}\left(f_{\varepsilon}, f\right)=\varepsilon$ and such that $d_{\mathcal{C}^{2}}\left(f_{\varepsilon}, f\right) \leqslant M$, for some fixed $M>0$. In this case the uniform Lasota-Yorke inequality is trivial. On the other hand, for all $\varphi \in \mathcal{C}^{0}$ holds

$$
\int\left(\mathcal{L}_{\varepsilon} h-\mathcal{L} h\right) \varphi=\int h\left(\varphi \circ f_{\varepsilon}-\varphi \circ f\right)
$$

Now let $\Phi(x):=\left(D_{x} f\right)^{-1} \int_{f(x)}^{f_{\varepsilon}(x)} \varphi(z) d z$, since

$$
\Phi^{\prime}(x)=-\left(D_{x} f\right)^{-1} D_{x}^{2} f \Phi(x)+D_{x} f_{\varepsilon}\left(D_{x} f\right)^{-1} \varphi\left(f_{\varepsilon}(x)\right)-\varphi(f(x))
$$

It follows

$$
\begin{aligned}
\int\left(\mathcal{L}_{\varepsilon} h-\mathcal{L} h\right) \varphi= & \int h \Phi^{\prime}+\int h(x)\left[\left(D_{x} f\right)^{-1} D_{x}^{2} f \Phi(x)\right. \\
& \left.+\left(1-D_{x} f_{\varepsilon}\left(D_{x} f\right)^{-1}\right) \varphi\left(f_{\varepsilon}(x)\right)\right]
\end{aligned}
$$

Given that $|\Phi|_{\infty} \leqslant \lambda_{\star}^{-1} \varepsilon|\varphi|_{\infty}$ and $\left|1-D_{x} f_{\varepsilon}\left(D_{x} f\right)^{-1}\right|_{\infty} \leqslant \lambda_{\star}^{-1} \varepsilon$, we have

$$
\begin{aligned}
\int\left(\mathcal{L}_{\varepsilon} h-\mathcal{L} h\right) \varphi & \leqslant\|h\|_{W^{1,1}} \lambda_{\star}^{-1}|\varphi|_{\infty} \varepsilon+|h|_{L^{1}} \lambda_{\star}^{-1}(B+1) \varepsilon|\varphi|_{\infty} \\
& \leqslant D\|h\|_{W^{1,1} \varepsilon} \varepsilon|\varphi|_{\infty}
\end{aligned}
$$

Taking the sup on such $\varphi$ yields the wanted inequality

$$
\left|\mathcal{L}_{\varepsilon} h-\mathcal{L} h\right|_{L^{1}} \leqslant D\|h\|_{W^{1,1}} \varepsilon .
$$

We have thus seen that all the required Hypotheses are satisfied. See Keller (1982) for a more general setting including piecewise smooth maps.

### 1.8.2 Stochastic stability

Next consider a set of maps $\left\{f_{\omega}\right\}$ depending on a parameter $\omega \in \Omega$. In addition assume that $\Omega$ is a probability space and $P$ a probability measure on $\Omega$. Consider the process $x_{n}=f_{\omega_{n}} \circ \cdots \circ f_{\omega_{1}} x_{0}$ where the $\omega$ are i.i.d. random variables distributed accordingly to $P$ and let $\mathbb{E}$ be the expectation of such process when $x_{0}$ is distributed according to $\mu$. Then, calling $\mathcal{L}_{\omega}$ the transfer operator associated to $f_{\omega}$, we have

$$
\mathbb{E}\left(h\left(x_{n+1}\right) \mid x_{n}\right)=\mathcal{L}_{P} h\left(x_{n}\right):=\int_{\Omega} \mathcal{L}_{\omega} h\left(x_{n}\right) P(d \omega) .
$$

If, for all $\omega \in \Omega$,

$$
\left|\mathcal{L}_{\omega} h\right|_{W^{1,1}} \leqslant \lambda_{\omega}^{-1}|h|_{W^{1,1}}+B_{\omega}|h|_{L^{1}}
$$

then integrating yields

$$
\left|\mathcal{L}_{P} h(x)\right|_{W^{1,1}} \leqslant \mathbb{E}\left(\lambda_{\omega}^{-1}\right)|h|_{W^{1,1}}+\mathbb{E}\left(B_{\omega}\right)|h|_{L^{1}}
$$

Thus the operator $\mathcal{L}_{P}$ satisfies a Lasota-Yorke inequality provided that $\mathbb{E}\left(\lambda_{\omega}^{-1}\right)<$ 1 and $\mathbb{E}\left(B_{\omega}\right)<\infty$.

In addition, if for some map $f$ and associated transfer operator $\mathcal{L}$,

$$
\mathbb{E}\left(\left|\mathcal{L}_{\omega} h-\mathcal{L} h\right|\right) \leqslant \varepsilon|h|_{W^{1,1}}
$$

then we can apply perturbation theory and obtain stochastic stability.

### 1.8.3 Computability

If we want to compute exactly the invariant measure and the rate of decay of correlations for a specific system we must reduce the problem to a finite dimensional one that can then be solved numerically. To this end we can introduce the function

$$
\phi(x)= \begin{cases}0 & \text { if } x<-1 \\ x+1 & x \in[-1,0] \\ 1-x & x \in[0,1] \\ 0 & x \geqslant 1\end{cases}
$$

Note that $\sum_{i \in \mathbb{Z}} \phi(x-i)=1$. We can then introduce the operators

$$
\begin{aligned}
& P_{n} h=n \sum_{i=0}^{n-1} \phi(n x-i) \int \phi(n y-i) h(y) d y \\
& \mathcal{L}_{n}=P_{n} \mathcal{L}
\end{aligned}
$$

Note that $P_{n}\left(\mathcal{C}^{0}\right) \subset \mathcal{C}^{0}$ and

$$
\begin{aligned}
& \left\|P_{n} h\right\|_{L^{1}} \leqslant\|h\|_{L^{1}} \\
& \left\|P_{n} h\right\|_{W^{1,1}} \leqslant\|h\|_{W^{1,1}} \\
& \left\|h-P_{n} h\right\|_{L^{1}} \leqslant \frac{1}{n}\|h\|_{W^{1,1}} .
\end{aligned}
$$

So we can again apply Theorem 1.48 to show that the finite dimensional operator $\mathcal{L}_{n}$ has the peripheral spectrum close to the one of $\mathcal{L}$. The problem is thus reduced to diagonalizing a matrix, which can be done numerically (provided the matrix is not too large). There exists a wide literature on the subject, see Liverani (2001) for more details.

### 1.8.4 Linear response

Linear response is a theory widely used by physicists. In essence it says the following: consider a one parameter family of systems $f_{s}$ and the associated (e.g.) invariant measures $\mu_{s}$, then, for a given observable $\varphi$ one wants to study the response of the system to a small change in $s$, and, not surprisingly, one expects $\mu_{s}(\varphi)=\mu_{0}(\varphi)+s \nu(\varphi)+o(s)$, for some measure or distribution $\nu$. That is, one
expects differentiability in $s$, which is commonly called linear response. Yet differentiability is not ensured by Theorem 1.48. It is then natural to ask under which conditions linear response holds.

For example linear response holds if the maps are sufficiently smooth and the dependence on the parameter is also smooth in an appropriate sense. These types of results follow from a more sophisticated version of Theorem 1.48 that can be found in Gouëzel and Liverani (2006, Section 8) and Gouëzel (2010, Theorem 3.3). A baby version of such a theory, useful to understand the basic ideas, can be found in Appendix C.

In fact, linear response for certain observables can be obtained even when the map is not very smooth, provided some extra conditions are satisfied, see Keller and Liverani (2009b) for more details.

However, the reader should be aware that there exist natural and relevant cases when linear response fails. See Baladi and Smania (2012) and references therein for an in depth discussion of this issue.

### 1.9 Piecewise smooth maps

The set of maps treated in the previous sections is rather special. Here we apply similar ideas to piecewise expanding multidimensional maps. We provide only an introduction, see Liverani (2013) and Saussol (2000) for more general results. In fact, similar ideas can be applied even to infinite dimensional expanding systems, Keller and Liverani (2006, 2009a).
More precisely, let $X:=[0,1]^{d}$ together with a (possibly countable) collection of disjoint open sets $\left\{\Delta_{i}\right\}_{i \in \mathcal{I} \subset \mathbb{N}}$ be such that

- $\cup_{i \in \mathcal{I}} \bar{\Delta}_{i}=X$;
- For each orthogonal basis $E:=\left\{e_{i}\right\}$ let $L_{k}(x, j, E)$ be the number of connected components of $\left\{x+t e_{k}\right\}_{t \in[-1,1]} \cap \Delta_{j}$. Then we assume that $L_{j}=\inf _{E} \sup _{x \in \Delta_{j}} \sup _{k} L_{k}(x, j, E)<\infty$.

Next, let $f: X \rightarrow X$ be such that, for each $i \in \mathcal{I},\left.f\right|_{\Delta_{j}}$ is a $\mathcal{C}^{2}$ invertible map. Finally we ask that the map be expanding and not too singular

$$
\begin{align*}
& \left\|\left(D_{x} f\right)^{-1}\right\| \leqslant \lambda_{j}^{-1}<1 \quad \text { for all } x \in \Delta_{j}  \tag{1.9.1}\\
& \left|\nabla\left(D_{x} f\right)^{-1}\right|_{L^{d}}<\infty
\end{align*}
$$

### 1.9.1 A bit of measure theory

Let us define the following two norms on $\mathcal{M}(X)$ :

$$
\begin{align*}
|\mu| & :=\sup _{\varphi \in \mathcal{C}^{0}(X, \mathbb{R})} \frac{\mu(\varphi)}{|\varphi|_{\infty}} \\
\|\mu\| & :=\sup _{k \in\{1, \ldots, d\}} \sup _{\varphi \in \mathcal{C}^{1}(X, \mathbb{R})} \frac{\mu\left(\partial_{x_{k}} \varphi\right)}{|\varphi|_{\infty}} \tag{1.9.2}
\end{align*}
$$

Note that, for each $\varphi \in \mathcal{C}^{0}(X, \mathbb{R})$ and $\varepsilon>0$ one can find $\varphi_{\varepsilon} \in \mathcal{C}^{1}(X, \mathbb{R})$ such that $\left|\varphi-\varphi_{\varepsilon}\right| \leqslant \varepsilon|\varphi|_{\infty}$, hence
$\mu(\varphi) \leqslant|\mu| \varepsilon|\varphi|_{\infty}+\mu\left(\varphi_{\varepsilon}\right)=|\mu| \varepsilon|\varphi|_{\infty}+\mu\left(\partial_{x_{1}} \int_{0}^{x_{1}} \varphi_{\varepsilon}\right) \leqslant(|\mu| \varepsilon+\|\mu\|(1+\varepsilon))|\varphi|_{\infty}$.
Taking the sup on $\varphi$ and by the arbitrariness of $\varepsilon$, it follows that

$$
\begin{equation*}
|\mu| \leqslant\|\mu\| \tag{1.9.3}
\end{equation*}
$$

Lemma 1.49. Let $\mathcal{B}:=\{\mu \in \mathcal{M}(X):\|\mu\|<\infty\}$. If $\mu \in \mathcal{B}$ then it is absolutely continuous with respect to the Lebesgue measure $m$. Moreover

$$
\frac{d \mu}{d m} \in L^{p}(X, m) \quad \text { for all } p<\frac{d}{d-1}
$$

Proof. Let $\varphi \in \mathcal{C}^{0}(X, \mathbb{R})$, then for each $\varepsilon \in(0,1)$ there exists $\varphi_{\varepsilon} \in \mathcal{C}^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, supported in $[-\varepsilon, 1+\varepsilon]^{d}$, such that $\left|\varphi-\varphi_{\varepsilon}\right|_{\mathcal{C}^{0}(X, \mathbb{R})} \leqslant \varepsilon,\left|\varphi_{\varepsilon}\right|_{\infty} \leqslant|\varphi|_{\infty}(1+\varepsilon)$. In addition, if we define

$$
\Gamma(\xi):= \begin{cases}-\frac{1}{2}\|\xi\| & \text { if } d=1  \tag{1.9.4}\\ -\frac{1}{2 \pi} \ln \|\xi\| & \text { if } d=2 \\ \frac{1}{d(d-2) \alpha_{d}\|\xi\|^{d-2}} & \text { if } d \geqslant 3\end{cases}
$$

where $\alpha_{d}$ is the $d$-dimensional volume of the unit ball in $\mathbb{R}^{d}$, we can define the Newtonian potential $w_{\varepsilon}(x)=\int_{\mathbb{R}^{d}} \Gamma(x-z) \varphi_{\varepsilon}(z) d z$. It is then well known from
potential theory that $\Delta w_{\varepsilon}=\varphi_{\varepsilon}$, thus

$$
\begin{aligned}
\mu(\varphi) & \leqslant \mu\left(\varphi_{\varepsilon}\right)+|\mu| \varepsilon=\sum_{k=1}^{d} \mu\left(\partial_{x_{k}} \partial_{x_{k}} w_{\varepsilon}\right)+|\mu| \varepsilon \\
& \leqslant \sum_{k=1}^{d}\|\mu\| \sup _{x \in X} \int\left|\partial_{x_{k}} \Gamma(x-z) \varphi_{\varepsilon}(z) d z\right|+|\mu| \varepsilon \\
& \leqslant C \sum_{k=1}^{d}\|\mu\|\left|\varphi_{\varepsilon}\right|_{L^{q}}\left[\int_{[-1,2]^{d}} \frac{\left|x_{k}-z_{k}\right|^{p}}{\|x-z\|^{d p}} d z\right]^{\frac{1}{p}}+|\mu| \varepsilon
\end{aligned}
$$

where $q^{-1}+p^{-1}=1$. Since the integral in square brackets is finite for $p<\frac{d}{d-1}$, we have, by the arbitrariness of $\varepsilon$,

$$
\mu(\varphi) \leqslant C(\|\mu\|+|\mu|)|\varphi|_{L^{q}}
$$

This means that the linear functional $\mu: \mathcal{C}^{0} \rightarrow \mathbb{R}$ can be extended to a bounded functional on $L^{q}$. Since the dual of $L^{q}$ is $L^{p}$ it follows that there exists $h \in L^{p}$ such that $\mu(\varphi)=\int_{X} h(x) \varphi(x) d x$.

Remark 1.50. In fact it follows from the Gagliardo-Nirenberg-Sobolev inequality that the above Lemma holds also for $p=\frac{d}{d-1}$.

Problem 1.51. Show that, for all $\mu \in \mathcal{B}$, setting $h=\frac{d \mu}{d m}$, holds $|\mu|=|h|_{L^{1}}$ and $\|\mu\|=|h|_{B V}$.

Remark 1.52. To connect the present notations with the one of the previous section, recall that if $d \mu=h d x$, then $d\left(f_{*} \mu\right)=(\mathcal{L} h) d x$.

The following characterization will be useful in the following: given $h \in$ $L^{1}(X, m)$ we define

$$
\operatorname{Var}^{k}(h)(x)=\sup _{\varphi \in \mathcal{C}^{1}([0,1], \mathbb{R})} \frac{\int_{0}^{1} h\left(x_{1}, \ldots, x_{k-1}, z, x_{k+1}, \ldots, x_{d}\right) \varphi^{\prime}(z) d z}{|\varphi|_{\infty}}
$$

Lemma 1.53. For each $\mu \in \mathcal{B}$, setting $h=\frac{d \mu}{d m}$,

$$
\|\mu\|=\sup _{k \in\{1, \ldots, n\}}\left|\operatorname{Var}^{k}(h)\right|_{L^{1}}
$$

Proof. First,

$$
\|\mu\| \leqslant \sup _{k} \sup _{|\varphi|_{\infty} \leqslant 1} \int h \partial_{x_{k}} \varphi=\sup _{k} \sup _{|\varphi|_{\infty} \leqslant 1} \int \operatorname{Var}^{k} h \sup _{x_{k}}|\varphi| \leqslant \sup _{k}\left|\operatorname{Var}^{k}(h)\right|_{L^{1}}
$$

For the opposite inequality one needs a bit of preparation.
For each $n \in \mathbb{N}$ and a function $\eta \in \mathcal{C}_{0}^{2}\left([-1,1]^{n}, \mathbb{R}_{+}\right), \int \eta=1$, let us define $\eta_{\varepsilon}(x)=\varepsilon^{-n} \eta\left(\varepsilon^{-1} x\right)$ for $\varepsilon>0$. Then, for each $h \in L^{1}\left([0,1]^{n}, m\right)$ and $\varphi \in$ $\mathcal{C}_{0}^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ let $h_{\varepsilon}(x)=\int d z h(z) \eta_{\varepsilon}(x-z)$. Then,

$$
\begin{align*}
\int \partial_{x_{k}} h_{\varepsilon}(x) \cdot \varphi(x) & =\int h(z) \partial_{x_{k}} \eta_{\varepsilon}(x-z) \cdot \varphi(x)  \tag{1.9.5}\\
& =-\int h(z) \partial_{z_{k}} \eta_{\varepsilon}(x-z) \cdot \varphi(x) \leqslant|h|_{B V}|\varphi|_{\infty}
\end{align*}
$$

That is $\sup _{k}\left|\partial_{x_{k}} h_{\varepsilon}\right|_{L^{1}} \leqslant|h|_{B V}$. On the other hand, for each $\delta>0$ and $k \in$ $\{1, \ldots, d\}$ there exists $\phi \in \mathcal{C}^{1},|\phi|_{\infty}=1$, such that $|h|_{B V} \leqslant \int h \partial_{x_{k}} \phi+\delta$. Next, consider a compactly supported extension $\tilde{\phi} \in \mathcal{C}_{0}^{1}$ of $\phi$ on all $\mathbb{R}^{n}$ such that $|\widetilde{\phi}|_{\infty} \leqslant 1+\delta$ and choose $\varepsilon_{0}>0$ such that, for all $\varepsilon<\varepsilon_{0}$,

$$
\sup _{x \in[0,1]^{n}}\left|\partial_{x_{k}} \phi(x)-\int_{\mathbb{R}^{n}} \eta_{\varepsilon}(x-z) \partial_{z_{k}} \widetilde{\phi}(z) d z\right| \leqslant \delta|\mu|^{-1}
$$

Hence,

$$
|h|_{B V} \leqslant \int h_{\varepsilon} \partial_{x_{k}} \tilde{\phi}+2 \delta=-\int \partial_{x_{k}} h_{\varepsilon} \tilde{\phi}+2 \delta \leqslant\left|\partial_{x_{k}} h_{\varepsilon}\right|_{L^{1}}(1+\delta)+2 \delta
$$

Thus, by the arbitrariness of $\delta$,

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} \sup _{k}\left|\partial_{x_{k}} h_{\varepsilon}\right|_{L^{1}}=|h|_{B V} \tag{1.9.6}
\end{equation*}
$$

Finally, let $\tilde{\eta}: \mathbb{R} \rightarrow \mathbb{R}_{+}$and $\eta_{\varepsilon}(x)=\varepsilon^{-1} \tilde{\eta}\left(\varepsilon^{-1} x_{k}\right)$, using first (1.9.6) for $n=1$, then Fatu and finally arguing as in (1.9.5),

$$
\begin{aligned}
& \left|\operatorname{Var}^{k}(h)\right|_{L^{1}}=\int d x_{1} \cdots d x_{k-1} d x_{k+1} \cdots d x_{d} \operatorname{Var}^{k} h(x) \\
& =\int d x_{1} \cdots d x_{k-1} d x_{k+1} \cdots d x_{n} \liminf _{\varepsilon \rightarrow 0} \int d x_{k}\left|\partial_{x_{k}} h_{\varepsilon}(x)\right| \\
& \leqslant \liminf _{\varepsilon \rightarrow 0}\left|\partial_{x_{k}} h_{\varepsilon}\right|_{L^{1}} \leqslant \liminf _{\varepsilon \rightarrow 0} \sup _{\substack{\varphi \in \mathcal{C}^{1} \\
|\varphi|_{\infty} \leqslant 1}} \int h(x) \partial_{x_{k}} \varphi_{\varepsilon}(x) \leqslant|h|_{B V} .
\end{aligned}
$$

This concludes the preliminaries concerning the choice and the properties of the Banach spaces. The next Lemma shows that the Banach spaces have the wanted compactness properties.

Lemma 1.54. The ball $B=\{\mu \in \mathcal{B}:\|\mu\| \leqslant 1\}$ is relatively compact in $(\mathcal{M}(X),|\cdot|)$.

Proof. For each $t \in \mathbb{N}$, let us consider a partition $\left\{A_{j}\right\}$ of $[0,1]$ into intervals of size $t^{-1}$ and, for each $k \in\{1, \ldots, d\}$, define

$$
\begin{align*}
& P_{t, k} \varphi(x)=t \sum_{j} \mathbb{1}_{A_{j}}\left(x_{k}\right) \int_{A_{j}} d z \varphi\left(x_{1}, \ldots, x_{k-1}, z, x_{k+1}, \ldots, x_{d}\right)  \tag{1.9.7}\\
& P_{t} \varphi=P_{t, 1} \cdots P_{t, d} \varphi
\end{align*}
$$

First of all note that

$$
P_{t, k}^{\prime} \mu(\varphi):=\mu\left(P_{t, k} \varphi\right)=\int h P_{t, k} \varphi=\int P_{t, k} h \cdot \varphi
$$

Next, if $j \neq k$

$$
P_{t, k}^{\prime} \mu\left(\partial_{x_{j}} \varphi\right)=\int h P_{t, k} \partial_{x_{j}} \varphi=\int h \partial_{x_{j}} P_{t, k} \varphi \leqslant\|\mu\|
$$

and

$$
P_{t, k}^{\prime} \mu\left(\partial_{x_{k}} \varphi\right)=\int h P_{t, k} \partial_{x_{k}} \varphi=\|\mu\|\left|\int_{0}^{x_{k}} d x_{k} P_{t, k} \partial_{x_{k}} \varphi\right|_{\infty} \leqslant 4\|\mu\|
$$

In addition,

$$
\mu\left(P_{i, k} \varphi-\varphi\right)=\|\mu\|\left|\int_{0}^{x_{k}} d x_{k}\left(P_{t, k} \varphi-\varphi\right)\right|_{\infty}
$$

If $x_{k} \in A_{j}=\left[j t^{-1},(j+1) t^{-1}\right]$, then

$$
\int_{0}^{x_{k}} d x_{k}\left(P_{t, k} \varphi-\varphi\right)=\int_{j t^{-1}}^{x_{k}} \varphi \leqslant|\varphi|_{\infty} t^{-1}
$$

Accordingly, $\left\|P_{t}^{\prime} \mu\right\| \leqslant 4^{d}\|\mu\|$ and $\left|P_{t}^{\prime} \mu-\mu\right| \leqslant 4^{d+1} t^{-1}$. In addition, notice that $P_{t}^{\prime} \mu=t^{d} \sum_{i_{1}, \ldots, i_{d}} \mu\left(\mathbb{1}_{A_{i_{1}}} \cdots \mathbb{1}_{A_{i_{d}}}\right) m_{A_{1} \times \cdots \times A_{i_{d}}}$, where $t^{-d} m_{A_{1} \times \cdots \times A_{i_{d}}}$ is the Lebesgue measure restricted to the set $A_{1} \times \cdots \times A_{i_{d}}$. In other words the range of $P_{t}^{\prime}$ is a finite dimensional space. This implies that if $\left\{\mu_{j}\right\} \subset B$, then $\left\{P_{t}^{\prime} \mu_{j}\right\}$ lives in a finite dimensional bounded set, hence it is compact. Thus there exists $\mu_{t}$ and $n_{j}$ such that $\lim _{j \rightarrow \infty}\left\|P_{t}^{\prime} \mu_{n_{j}}-\mu_{t}\right\|=0$. In addition, for $t^{\prime} \geqslant t$,

$$
\left|\mu_{t}-\mu_{t^{\prime}}\right| \leqslant\left|\mu_{t}-P_{t}^{\prime} \mu_{n_{j}}\right|+\left|\mu_{t}-P_{t^{\prime}}^{\prime} \mu_{n_{j}}\right|+\left|P_{t}^{\prime} \mu_{n_{j}}-P_{t^{\prime}}^{\prime} \mu_{n_{j}}\right| \leqslant C t^{-1}
$$

provided one chooses $j$ large enough. It follows that there exists a sequence $t_{j}$ and a measure $\mu$ such that $\lim _{j \rightarrow \infty}\left|\mu-P_{t_{j}} \mu_{n_{j}}\right|=0$.

### 1.9.2 Dynamical inequalities (Lasota-Yorke)

There exists $C>0$ such that for each $\alpha \in(0,1), \varepsilon>0$ and $i \in \mathcal{I}$, there are smooth functions $\phi_{i}^{\varepsilon}$ supported in a $\alpha^{-i} \lambda_{i}^{-1} L_{i} \varepsilon$-neighborhood ${ }^{31}$ of $\Delta_{i}$ and such that $\left|\phi_{i}^{\varepsilon}\right|_{\infty}=1,\left|\phi_{i}^{\varepsilon}\right|_{\mathcal{C}^{1}} \leqslant C \alpha^{i} \varepsilon^{-1} \lambda^{i} L_{i}^{-1}$ and $\phi_{i}^{\varepsilon}(x)=1$ for all $x \in \Delta_{i}$. Let us define

$$
\sigma^{\prime}:=\lim _{\varepsilon \rightarrow 0}\left|\sum_{i \in \mathcal{I}} \phi_{i}^{\varepsilon} \lambda_{j} L_{j}\right|_{\infty}
$$

We shall adopt the following complexity assumption on the map $f$ :

$$
\sigma^{\prime}<1 .
$$

Note that, in the simple case in which the partition $\left\{\Delta_{i}\right\}$ is finite and can be chosen (eventually by refining it), such that $L_{j}=1$, and if $\lambda=\lambda_{i}$, then $\sigma^{\prime}=$ $C_{\Delta} \lambda^{-1}$ where $C_{\Delta}$ is the complexity of the partition:

$$
C_{\Delta}:=\sup _{x \in X} \#\left\{i \in \mathcal{I}: x \in \bar{\Delta}_{i}\right\} .
$$

If this is not satisfied by the map $f$, it will be satisfied by a higher iterate $f^{n_{0}}$ if the complexity of the map grows at a subexponential rate. In this case, we would replace $f$ by $f^{n_{0}}$ in the following.
Remark 1.55. Note that, in the following, we find more convenient to iterate measures rather than densities, even though Lemma 1.49 ensures that the measures we are interested in are indeed absolutely continuous. Recall that the relation between the pushforward $f_{*}$ and the transfer operator $\mathcal{L}$ (used in the previous sections) is given by $d\left(f_{*} \mu\right)=(\mathcal{L} h) d x$, if $d \mu=h d x$.

[^23]Lemma 1.56 (Lasota-Yorke inequality). For each $\sigma \in\left(\sigma^{\prime}, 1\right)$ there exists a constant $B>0$ such that, for each $\mu \in \mathcal{B}$, holds

$$
\begin{aligned}
& \left|f_{*} \mu\right| \leqslant|\mu| \\
& \left\|f_{*} \mu\right\| \leqslant \sigma\|\mu\|+B|\mu|
\end{aligned}
$$

Proof. First of all notice that, if $\mu \in \mathcal{B}$, then (Remembering Lemma 1.49 and Problem 1.51)

$$
\left|f_{*} \mu\right|=\sup _{|\varphi|_{\mathcal{C}^{0}} \leqslant 1} \mu(\varphi \circ f) \leqslant|\mu| .
$$

Next, for all $\varphi \in \mathcal{C}^{1},|\varphi|_{\infty} \leqslant 1$ and $k \in\{1, \ldots, d\}$ we have

$$
\begin{aligned}
f_{*} \mu\left(\partial_{x_{k}} \varphi\right) & =\sum_{i \in \mathcal{I}} \mu\left(\mathbb{1}_{\Delta_{i}}\left(\partial_{x_{k}} \varphi\right) \circ f\right) \\
& =\sum_{i \in \mathcal{I}} \sum_{j=1}^{d} \mu\left(\mathbb{1}_{\Delta_{i}} \partial_{x_{j}}\left((D f)_{k j}^{-1} \varphi \circ f\right)\right)-\sum_{i \in \mathcal{I}} \sum_{j=1}^{d} \mu\left(\mathbb{1}_{\Delta_{i}} \varphi \circ f \partial_{x_{j}}\left((D f)_{k j}^{-1}\right)\right) .
\end{aligned}
$$

Setting $h=\frac{d \mu}{d m}$ and $\psi_{k j}=(D f)_{k j}^{-1} \varphi \circ f$, note that $\sum_{j}\left|\psi_{k j}\right|_{\infty} \leqslant \lambda_{i}^{-1}$. Moreover, we can rotate the coordinates as is most convenient (by redefining $\psi_{k j}$ as well), such that

$$
\begin{aligned}
\mu\left(\mathbb{1}_{\Delta_{i}} \partial_{x_{j}} \psi_{k j}\right)= & \mu\left(\phi_{i}^{\varepsilon} \mathbb{1}_{\Delta_{i}} \partial_{x_{j}} \psi_{k j}\right) \\
\leqslant & \int h(x) \partial_{x_{j}}\left[\phi_{i}^{\varepsilon} \int_{0}^{x_{j}}\left[\mathbb{1}_{\Delta_{i}} \partial_{x_{j}} \psi_{k j}\right]\left(x_{1}, \ldots, x_{j-1}, z, x_{j+1}, \ldots, x_{d}\right) d z\right] \\
& +\lambda_{i}^{-1} L_{i}\left|\mu \| \phi_{i}\right|_{\mathcal{C}^{1}} .
\end{aligned}
$$

Hence, remembering the hypotheses on $f$,

$$
\begin{aligned}
f_{*} \mu\left(\partial_{x_{k}} \varphi\right) & =\int \operatorname{Var}^{k} h\left|\sum_{i \in \mathcal{I}} \phi_{i}^{\varepsilon} \lambda_{i}^{-1} L_{i}\right|_{\infty}+\sum_{i \in \mathcal{I}} \lambda_{i}^{-1} L_{i}\left|\mu \| \phi_{i}\right|_{\mathcal{C}^{1}}+C \mu\left(\left\|\nabla(D f)^{-1}\right\|\right) \\
& \leqslant\|\mu\| \sigma+B|\mu|+\left(\sigma-\sigma^{\prime}\right)\|\mu\|
\end{aligned}
$$

### 1.9.3 Peripheral spectrum

It is then natural to start looking at the eigenvalues of modulus one. By the usual facts about the spectral decomposition of the operators (see Kato (1995) for the
general theory or look at Lemma A. 24 and subsequent problems for the minimal facts needed here) it follows that there exists a finite set $\Theta \subset[0,2 \pi)$ such that we can write ${ }^{32}$

$$
f_{*}=\sum_{\theta \in \Theta} e^{i \theta} \Pi_{\theta}+R
$$

where $\Pi_{\theta}$ are finite rank projectors and the spectral radius of $R$ is strictly smaller than one. Moreover, $\Pi_{\theta} \Pi_{\theta^{\prime}}=\delta_{\theta \theta^{\prime}} \Pi_{\theta}, \Pi_{\theta} R=R \Pi_{\theta}=0$. It follows that, for each $\theta \in \mathbb{R}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} e^{-i k \theta}\left(f_{*}\right)^{k}= \begin{cases}\Pi_{\theta} & \text { if } \theta \in \Theta \\ 0 & \text { otherwise }\end{cases}
$$

Also, by Lemma 1.56 it follows that $\left\|\Pi_{\theta} \mu\right\| \leqslant C|\mu|$. Since $\Pi_{\theta}$ is a finite rank projector, there must exist $\mu_{\theta, l} \in \mathcal{B}, \ell_{\theta, l} \in \mathcal{B}^{*}$ such that $\Pi_{\theta}=\sum_{l} \mu_{\theta, l} \otimes \ell_{\theta, l}$, moreover $f_{*} \mu_{\theta, l}=e^{i \theta} \mu_{\theta, l}$ and $\ell_{\theta, l}\left(f_{*} \mu\right)=e^{i \theta} \ell_{\theta, l}(\mu)$ for all $\mu \in \mathcal{B}$. Hence, it must be $\left|\ell_{\theta, l}(\mu)\right| \leqslant C|\mu|=C \int\left|h_{\mu}\right| d m$. Since $L^{\infty}(X, m)$ is the dual of $L^{1}$, it follows that there exists $\bar{\ell}_{\theta, l} \in L^{\infty}(X, m)$ such that

$$
\ell_{\theta, l}(\mu)=\int \bar{\ell}_{\theta, l} h_{\mu}=\mu\left(\bar{\ell}_{\theta, l}\right)
$$

Hence, for each $\mu \in \mathcal{B}$,

$$
\mu\left(\bar{\ell}_{\theta, l}\right)=\ell_{\theta, l}(\mu)=e^{-i \theta} \ell_{\theta, l}\left(f_{*} \mu\right)=e^{-i \theta} f_{*} \mu\left(\bar{\ell}_{\theta, l}\right)=e^{-i \theta} \mu\left(\bar{\ell}_{\theta, l} \circ f\right)
$$

The above implies that $\bar{\ell}_{\theta, l} \circ f=e^{-i \theta} \bar{\ell}_{\theta, l}$ Lebesgue a.s.. Let us set $\mu_{*}:=\Pi_{0} m$.

Lemma 1.57. For each $\ell \in L^{\infty}(X, m)$ such that $\ell \circ f=\ell$, m-a.s., if we define the measure $\mu(\varphi):=\mu_{*}(\ell \varphi)$, then $\mu$ is invariant and $\mu \in \mathcal{B}$.

Proof. First of all notice that $f_{*} \mu(\varphi)=\mu_{*}(\ell \cdot \varphi \circ f)=\mu_{*}((\ell \varphi) \circ f)=$ $\mu_{*}(\ell \varphi)=\mu(\varphi)$, that is $\mu$ is an invariant measure. Next, for each $\varepsilon>0$ there exists $\ell_{\varepsilon} \in \mathcal{C}^{1}$ such that $\left|\ell_{\varepsilon}\right|_{\infty} \leqslant 2|\ell|_{\infty}$ and $\mu_{*}\left(\left|\ell-\ell_{\varepsilon}\right|\right)+m\left(\left|\ell-\ell_{\varepsilon}\right|\right) \leqslant \varepsilon$. Then, setting $\mu_{\varepsilon}(\varphi):=\mu_{*}\left(\ell_{\varepsilon} \varphi\right)$

$$
\left|\left(f_{*}\right)^{n} \mu(\varphi)-\left(f_{*}\right)^{n} \mu_{\varepsilon}(\varphi)\right| \leqslant \varepsilon|\varphi|_{\infty}
$$

[^24]implies
$$
\left|\Pi_{0} \mu_{\varepsilon}-\mu\right| \leqslant \limsup _{n \rightarrow \infty}\left|\frac{1}{n} \sum_{k=0}^{n-1} e^{-i k \theta}\left(f_{*}\right)^{k}\left(\mu_{\varepsilon}-\mu\right)\right| \leqslant \varepsilon
$$

Hence, for each $\varphi \in \mathcal{C}^{1},|\varphi|_{\infty} \leqslant 1$,

$$
\mu\left(\partial_{x_{k}} \varphi\right)=\lim _{\varepsilon \rightarrow 0} \Pi_{0} \mu_{\varepsilon}\left(\partial_{x_{k}} \varphi\right) \leqslant \lim _{\varepsilon \rightarrow 0}\left\|\Pi_{0} \mu_{\varepsilon}\right\| \leqslant C \lim _{\varepsilon \rightarrow 0}\left|\mu_{\varepsilon}\right| \leqslant C .
$$

Thus, for each $p \in \mathbb{N}$ and $\theta \in \Theta$, the measure $\mu_{p, \theta}(\varphi):=\mu_{*}\left(\bar{\ell}_{\theta, i}^{p} \varphi\right)$ is in $\mathcal{B}$ and $f_{*} \mu_{p, \theta}=e^{i p \theta} \mu_{p, \theta}$. But this implies that $\{p \theta\}_{p \in \mathbb{N}} \subset \sigma_{\mathcal{B}}\left(f_{*}\right) \cap\{|z|=1\}$ and since the latter is finite it must be $\theta=2 \pi \frac{s}{t}$ for some $s, t \in \mathbb{N}$. We have just proven the following

Lemma 1.58. The peripheral spectrum of $f_{*}, \sigma_{\mathcal{B}}\left(f_{*}\right) \cap\{|z|=1\}$, is the finite union of cyclic groups.

### 1.9.4 Statistical properties

Lemma 1.59. If the map $f$ is topologically transitive then 1 is a simple eigenvalue for $f_{*}$. If all the powers of $f$ are topologically transitive, then $\{1\}$ is the entire peripheral spectrum.

Proof. We do the proof only for $d=1$, as in higher dimension it is more complex (see footnote below). If one is not simple, then there exists an invariant set $A$, $\mu_{*}(A) \notin\{0,1\}$. But then $\mathbb{1}_{A} \in B V$ which implies that $A$ contains an open set, and the same applies to $A^{c}$ (this is true only for $d=1$ ). ${ }^{33}$ But then, by topological transitivity, there is an orbit that visits both these open sets, hence the sets are not invariant. The same argument applied to $f^{n}$ concludes the Lemma.

[^25]In conclusion, we have obtained conditions under which the system has a unique invariant measure $\mu_{*}$ absolutely continuous w.r.t. Lebesgue. In addition, there exists $\rho>0$ such that for each $\mu \in \mathcal{B}$ we have

$$
\left\|\left(f_{*}\right)^{n} \mu-\mu_{*}\right\| \leqslant C\|\mu\| e^{-\rho n} .
$$

### 1.9.5 Birkhoff averages

From now on we assume that one is simple and is the only eigenvalue of modulus one. Let $\varphi \in L^{\infty}(X, m)$, and let $\hat{\varphi}=\varphi-\mu_{*}(\varphi)$, then

$$
m\left(\hat{\varphi}_{n}^{2}\right)=\frac{1}{n^{2}}\left[\sum_{k=0}^{n-1} m\left(\hat{\varphi}^{2} \circ f^{k}\right)+2 \sum_{j>k=0}^{n-1} m\left(\hat{\varphi} \circ f^{j} \hat{\varphi} \circ f^{k}\right)\right] \leqslant C n^{-1}|\varphi|_{\infty} .
$$

By Chebyshev's inequality, we have

$$
m\left(\left\{x:\left|\hat{\varphi}_{n}\right| \leqslant L^{-1}\right\}\right) \leqslant C \frac{L^{2}}{n} .
$$

The above, by Borel-Cantelli, implies

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \varphi \circ f^{k}(x)=\mu_{*}(\varphi) \quad m \text {-almost surely. }
$$

Actually one must apply Borel-Cantelli with some care (but this is a quite standard general strategy):

Consider the set $\mathcal{N}:=\left\{4^{k}+j 2^{k}: k \in \mathbb{N}, j<3 \cdot 2^{k}\right\}$. Then

$$
\sum_{l \in \mathcal{N}} m\left(\left\{x:\left|\hat{\varphi}_{l}\right| \leqslant L^{-1}\right\}\right) \leqslant C L^{2} \sum_{k=0}^{\infty} \sum_{j=0}^{3 \cdot 2^{k}} 4^{-k} \leqslant C L^{2} \sum_{k=0}^{\infty} 3 \cdot 2^{-k}<\infty .
$$

Hence Borel-Cantelli implies that every infinite sequence in $\mathcal{N}$ converges. Next notice that

$$
\left|\hat{\varphi}_{n}-\hat{\varphi}_{n+m}\right| \leqslant|f|_{\infty} \frac{m}{n}
$$

which readily implies the wanted result.
In conclusion, $\mu_{*}$ is a physical measure (also SRB) and the unique one. In fact one can obtain much sharper results on the behavior of the $\hat{\varphi}_{n}$.

## Contracting maps

Having illustrated the power of the transfer operator approach in the expanding case, it is natural to investigate to which extent it can be generalized. A first remark is that, when it works, it automatically implies that the system either does not mix or mixes exponentially fast. Accordingly, the direct application of the above strategy is ill suited to cases in which the decay of correlations is only polynomial (although one can still apply it after inducing).

On the contrary, when the decay of correlations is expected to be exponential one can reasonably try to implement a transfer operator approach directly. In particular, it is natural to investigate the possibility to apply it to uniformly hyperbolic systems and partially hyperbolic systems. To this end there are several technical difficulties, some of them still outstanding.

Clearly the first obstacle is the existence of contracting directions. Hence, our first question is: can we find appropriate Banach spaces for which the transfer operator of a contracting map has good spectral properties? The answer is yes. In fact, again, there exist several possibilities. They all have the same flavour, although they might be quite different in the details.

For the contracting case the following choices may not be the best, e.g. see Araújo, Galatolo, and Pacifico (2014) and Blank (2001), for interesting alternatives. Yet, we present them because they serve as a stepping stone for the more
general cases treated in the following chapters.

### 2.1 Smooth maps

In this section we illustrate the simplest possible case: let $f \in \mathcal{C}^{3}(\mathbb{T}, \mathbb{T})$ be an orientation preserving diffeomorphism with two fixed points, one attracting and one repelling. Without loss of generality we can assume that zero is the attracting fixed point. Let $\psi \in \mathcal{C}^{2}(\mathbb{T}, \mathbb{R})$ be a positive function such that $\psi=1$ in a neighbourhood of zero and $\psi=0$ in a neighbourhood of the repelling fixed point. Also let us assume that the support of $\psi$ be small enough so that

$$
\left\|\psi f^{\prime}\right\|_{\mathcal{C}^{0}} \leqslant \lambda^{-1}<1
$$

Consider the transfer operator $\mathcal{L} h=\left(\psi h\left[f^{\prime}\right]^{-1}\right) \circ f^{-1}$. For a measure $d \mu=h d x$ we have

$$
\int \varphi \mathcal{L} h d x=\int \varphi d\left[f_{*}(\psi \mu)\right]
$$

Hence $\mathcal{L}$ is the restriction to $L^{1}$ of the operator $\mu \rightarrow f_{*}(\psi \mu)$. In other words $\mathcal{L}$ can be naturally extended to the space of measures; abusing notation, we will still call $\mathcal{L}$ such an extension. With such a notation we have

$$
\sup _{|\varphi|_{\mathcal{C}^{0}} \leqslant 1}\left|\int \varphi d(\mathcal{L} \mu)\right|=\sup _{|\varphi|_{\mathcal{C}^{0}} \leqslant 1}\left|\int \varphi \circ f \psi d \mu\right| \leqslant \sup _{|\varphi|_{\mathcal{C}^{0}} \leqslant 1}\left|\int \varphi d \mu\right| .
$$

Moreover, $\mathcal{L} \delta_{0}=\delta_{0}$, thus the spectral radius of $\mathcal{L}$, when acting on the space of measures $\mathcal{C}^{0}(\mathbb{T}, \mathbb{R})^{*}$, is one. However, as in the previous example, to obtain a Lasota-Yorke inequality we need to consider the operator acting on a different space. This time the space cannot be $\mathcal{C}^{1}$ otherwise we would obtain a spectral radius larger than one. We need an idea.

Idea: ${ }^{1}$ let $\mathcal{L}$ act on $\left(\mathcal{C}^{1}\right)^{*}$, the dual of $\mathcal{C}^{1} .{ }^{2}$ For each $\varphi \in \mathcal{C}^{1},\|\varphi\|_{\mathcal{C}^{1}} \leqslant 1$, we use the following notation ${ }^{3}$

$$
\mathcal{L} h(\varphi)=\int \varphi \mathcal{L} h=\int \varphi \circ f \psi h=h(\varphi \circ f \psi)
$$

[^26]which is particularly useful when $h \in L^{1} \subset\left(\mathcal{C}^{1}\right)^{*}$. Note that $\|\varphi \circ f \psi\|_{\mathcal{C}^{0}} \leqslant\|\varphi\|_{\mathcal{C}^{0}}$ while $\left\|(\varphi \circ f \psi)^{\prime}\right\|_{\mathcal{C}^{0}} \leqslant \lambda^{-1}\left\|\varphi^{\prime}\right\|_{\mathcal{C}^{0}}+C_{\#}\|\varphi\|_{\mathcal{C}^{0}}$. The above gives a promising estimate for the derivative but not enough to establish a Lasota-Yorke type inequality. To this end note that, for each $\varepsilon>0$ there exists $\varphi_{\varepsilon} \in \mathcal{C}^{2}$ such that $\left\|\varphi_{\varepsilon}\right\|_{\mathcal{C}^{1}} \leqslant 1$ and $\left\|\varphi-\varphi_{\varepsilon}\right\|_{\mathcal{C}^{0}} \leqslant \varepsilon$. ${ }^{4}$ Then, there exists $B_{0}>0$ such that
\[

$$
\begin{align*}
\left|\int \varphi \mathcal{L} h\right| & \leqslant \int\left|\left(\varphi-\varphi_{\varepsilon}\right) \circ f \psi h\right|+\left|\int \varphi_{\varepsilon} \circ f \psi h\right|  \tag{2.1.1}\\
& \leqslant 2 \lambda^{-1}\|h\|_{\left(\mathcal{C}^{1}\right)^{*}}+B_{0}\|h\|_{\left(\mathcal{C}^{2}\right)^{*}}
\end{align*}
$$
\]

where we have chosen $\varepsilon$ small enough.
Problem 2.1. Use computations similar to the above to show that there exists $C, B>0$ such that, for all $n \in \mathbb{N}$ and $h \in\left(\mathcal{C}^{1}\right)^{*}$,

$$
\begin{align*}
\left\|\mathcal{L}^{n} h\right\|_{\left(\mathcal{C}^{2}\right)^{*}} & \leqslant C\|h\|_{\left(\mathcal{C}^{2}\right)^{*}} \\
\left\|\mathcal{L}^{n} h\right\|_{\left(\mathcal{C}^{1}\right)^{*}} & \leqslant C \lambda^{-n}\|h\|_{\left(\mathcal{C}^{1}\right)^{*}}+B\|h\|_{\left(\mathcal{C}^{2}\right)^{*}} \tag{2.1.2}
\end{align*}
$$

Problem 2.2. Prove that the unit ball $\left\{h \in\left(\mathcal{C}^{1}\right)^{*}:\|h\|_{\left(\mathcal{C}^{1}\right)^{*}} \leqslant 1\right\}$ is relatively compact in $\left(\mathcal{C}^{2}\right)^{*}$.

Problems 2.1 and 2.2 and Theorem 1.1 imply that $\mathcal{L}$, when acting on $\left(\mathcal{C}^{1}\right)^{*}$, has spectral radius one and essential spectral radius bounded by $\lambda^{-1}$. We have already seen that one belongs to the spectrum. Suppose that $e^{i \theta}$ is in the spectrum, then there exists $h_{\theta} \in\left(\mathcal{C}^{1}\right)^{*}$ such that, for all $\varphi \in \mathcal{C}^{1}$ and $n \in \mathbb{N}$,

$$
\int e^{i \theta n} h_{\theta} \varphi=\int \mathcal{L}^{n} h_{\theta} \varphi=\int h_{\theta}\left[\prod_{k=0}^{n-1} \psi \circ f^{k}\right] \varphi \circ f^{n}
$$

Note that, if $\operatorname{supp} \varphi \cap\{0\}=\emptyset$, then there exists $n$ large enough so that $\psi \cdot \varphi \circ f^{n}=$ 0 . By density this implies that $\operatorname{supp} h_{\theta}=\{0\}$, that is $\int h_{\theta} \varphi=a \varphi(0)+b \varphi^{\prime}(0)$. But then $\mathcal{L} h_{\theta}=e^{i \theta} h_{\theta}$ implies, for all $\varphi \in \mathcal{C}^{1}$,

$$
e^{i \theta}\left[a \varphi(0)+b \varphi^{\prime}(0)\right]=a \varphi(0)+b \varphi^{\prime}(0) f^{\prime}(0)
$$

which has a solution only for $\theta=0$ and $b=0$. In other words, one is the only eigenvalue of modulus one and it is a simple eigenvalue. It follows that

[^27]the only invariant measure supported outside the repelling fixed point is the delta function at zero. In addition, such a measure is exponentially mixing, that is, any measure converges (in the $\left(\mathcal{C}^{1}\right)^{*}$ topology), to such an invariant measure. ${ }^{5}$ In the present simple situation the above fact can be proven with much simpler geometric arguments. However, we just showed that the convergence takes place also in the space of distributions, and this is a useful fact that is a bit harder to prove.

The reader who is asking herself how convergence in $\left(\mathcal{C}^{1}\right)^{*}$ relates to the more usual convergence for measures can gain some intuition by solving these exercises. First, we recall the notion of coupling.
Remark 2.3. Given a compact metric space $X$ and two Borel probability measures $\mu, v$ a coupling of the two measures is a probability measure $G$ on $X^{2}$ such that

$$
\int_{X^{2}} \varphi(x) G(d x, d y)=\int_{X} \varphi(x) \mu(d x) \quad \text { and } \quad \int_{X^{2}} \varphi(y) G(d x, d y)=\int_{X} \varphi(y) \nu(d y) .
$$

Let $\mathcal{G}(\mu, \nu)$ be the set of couplings of $\mu$ and $\nu$. We can then introduce the Kantorovič (sometimes called Wasserstein) distances: for each $p \geqslant 1$,

$$
d_{p}(\mu, v)=\left[\inf _{G \in \mathcal{G}(\mu, v)} \int_{X^{2}} d(x, y)^{p} G(d x, d y)\right]^{\frac{1}{p}}
$$

In the following we will be mostly concerned with $d_{1}$.
Problem 2.4. Let $X$ be a compact metric space and let $\mathcal{M}_{1}(X)$ denote the set of Borel probability measures. Show that $d_{p}$ defines a distance on $\mathcal{M}_{1}(X)$.

It is worth mentioning an important representation theorem, which we state below, but not in its most general form.
Theorem 2.5 (Kantorovič and Rubinšteĭn (1958)). Let $X$ be a compact metric space and $\mu, v \in \mathcal{M}_{1}(X)$, then

$$
d_{1}(\mu, v)=\sup \left\{\int_{X} \varphi(x)(\mu-v)(d x): \varphi \in \mathcal{C}^{0}(X, \mathbb{R}), \operatorname{Lip}(\varphi) \leqslant 1\right\}
$$

where $\operatorname{Lip}(\varphi)$ denotes the minimal Lipschitz constant for $\varphi$.
Problem 2.6. Show that if $X$ is a compact manifold, then on $\mathcal{M}_{1}(X), d_{1}$ is equivalent to the distance $d(\mu, v)=\|\mu-v\|_{\left(\mathcal{C}^{1}\right)^{*} \text {. }}$

Finally, all the transfer operator theory previously developed can be applied to this situation. Indeed it is a good exercise to do so.

[^28]
### 2.2 Piecewise smooth maps

Next, we treat contracting piecewise smooth maps. Let $M \subset \mathbb{R}^{d}$ be an open set and $\mathcal{P}=\left\{P_{i}\right\}_{i=1}^{N}$ be a partition of $M$. That is, the $P_{i}$ are disjoint open sets such that $\cup_{i=1}^{N} \bar{P}_{i} \supset M$. Finally, we consider a map $f: M \rightarrow M$ such, for each $i \in\{1, \ldots, N\},\left.f\right|_{P_{i}} \in \mathcal{C}^{3}\left(P_{i}\right)$ and $\|D f\|_{\infty} \leqslant \lambda^{-1}<\frac{1}{2}{ }^{6}{ }^{6}$

Remark 2.7. Note that if $\|D f\|_{\infty}<1$, we can always achieve $\|D f\|_{\infty}<\frac{1}{2}$ by considering $f^{n}$, instead of $f$, for $n$ large enough. We use the condition $\|D f\|_{\infty}<$ $\frac{1}{2}$ only to simplify the exposition.

If we set $\Lambda_{n}=\overline{f^{n}(M)}$, then $\Lambda_{n+1} \subset \Lambda_{n}$. Hence, it is well defined and not empty

$$
\Lambda=\cap_{n \in \mathbb{N}} \Lambda_{n} .
$$

The study of the general case is subtle due to the presence of discontinuities. Since we are treating this problem only for didactical purposes we are going to introduce a simplifying assumption. ${ }^{7}$ Let $\partial \mathcal{P}=\cup_{i=1}^{N} \partial P_{i}$, then we assume

$$
\begin{equation*}
\Lambda \cap \partial \mathcal{P}=\emptyset . \tag{2.2.1}
\end{equation*}
$$

In particular the above condition implies that, if $x \in \Lambda$, then $x \in \overline{f^{n}(M)}$ for each $n \in \mathbb{N}$, and $x \notin \partial \mathcal{P}$, hence $f(x) \in \overline{f^{n+1}(M)}$. Thus

$$
\begin{equation*}
f(\Lambda) \subset \Lambda . \tag{2.2.2}
\end{equation*}
$$

To study the statistical properties of our map we would like to define a suitable transfer operator. To this end it would be convenient to avoid the discontinuities of the map. This is possible thanks to condition (2.2.1). Indeed, we can consider a function $\psi \in \mathcal{C}^{\infty}$ such that $\psi(x)=1$ for all $x \in \Lambda$ while $\psi(x)=0$ and $\nabla \psi(x)=0$ for all $x \in \partial \mathcal{P}$. We can then define the transfer operator

$$
\begin{equation*}
\mathcal{L} h(x)=\sum_{y \in f^{-1}(x)} \frac{\psi(y)}{\left|\operatorname{det}\left(D_{y} f\right)\right|} h(y) . \tag{2.2.3}
\end{equation*}
$$

[^29]Next, we define the norms

$$
\begin{align*}
& \|h\|_{w}:=\sup _{\|\varphi\|_{\mathcal{C}^{2}(M, \mathbb{C})} \leqslant 1} \int_{M} h \varphi  \tag{2.2.4}\\
& \|h\|:=\sup _{\|\varphi\|_{\mathcal{C}^{1}(M, \mathbb{C})} \leqslant 1} \int_{M} h \varphi .
\end{align*}
$$

Problem 2.8. Prove that the closure of $\mathcal{C}^{\infty}$ in the $\|\cdot\|$ norm is the space of distributions $\left(\mathcal{C}^{1}\right)^{*}$, while the closure in the $\|\cdot\|_{w}$ norm is the space $\left(\mathcal{C}^{2}\right)^{*}$.

The first step is to check that the above norms satisfy a Lasota-Yorke like inequality.
Lemma 2.9. There exists a constant $B>1$ such that, for each $h \in L^{\infty}$,

$$
\begin{aligned}
& \|\mathcal{L} h\|_{w} \leqslant B\|h\|_{w} \\
& \|\mathcal{L} h\| \leqslant 2 \lambda^{-1}\|h\|+B\|h\|_{w} .
\end{aligned}
$$

Proof.

$$
\int_{M} \varphi \mathcal{L} h=\int_{M} \varphi \circ f \psi h
$$

Note that $\|\varphi \circ f \psi\|_{\infty} \leqslant\|\varphi\|_{\infty}$. Moreover, $\varphi \circ f \psi \in \mathcal{C}^{2}$ since $\psi$ and $\nabla \psi$ are zero on the discontinuities of $f$. Hence,

$$
\begin{aligned}
& \|\nabla(\varphi \circ f \psi)\|_{\infty} \leqslant \lambda^{-1}\|\nabla \varphi\|_{\infty}+\|\varphi\|_{\infty}\|\nabla \psi\|_{\infty} \\
& \left\|D^{2}(\varphi \circ f \psi)\right\|_{\infty} \leqslant \lambda^{-2}\left\|D^{2} \varphi\right\|_{\infty}+2 \lambda^{-1}\|\nabla \varphi\|_{\infty}\|\nabla \psi\|_{\infty}+\mid \varphi\left\|_{\infty}\right\| D^{2} \psi \|_{\infty}
\end{aligned}
$$

The first inequality of the statement follows. To prove the second, let $\varphi_{\varepsilon} \in \mathcal{C}^{2}$ be such that $\left\|\varphi-\varphi_{\varepsilon}\right\|_{\infty} \leqslant \varepsilon,\left\|\nabla \varphi_{\varepsilon}\right\|_{\infty} \leqslant\|\nabla \varphi\|_{\infty}$ and $\left\|D^{2} \varphi_{\varepsilon}\right\|_{\infty} \leqslant B \varepsilon^{-1}$. Then, write $\varphi \circ f \psi=\left(\varphi-\varphi_{\varepsilon}\right) \circ f \psi+\varphi_{\varepsilon} \circ f \psi=: \phi_{1}+\phi_{2}$. It follows

$$
\begin{aligned}
& \left\|\phi_{1}\right\|_{\infty} \leqslant \varepsilon \\
& \left\|\phi_{2}\right\| \leqslant(1+\varepsilon)\|\varphi\|_{\infty} \\
& \left\|\nabla \phi_{1}\right\|_{\infty} \leqslant 2 \lambda^{-1}\|\nabla \varphi\|_{\infty}+\|\varphi\|_{\infty}\|\nabla \psi\|_{\infty}
\end{aligned}
$$

Hence, choosing $\varepsilon \leqslant 2 \lambda^{-1}$, we have, for all $\varphi \in \mathcal{C}^{1}$,

$$
\left|\int_{M} \varphi \mathcal{L} h\right| \leqslant\left|\int_{M} \phi_{1} h\right|+\left|\int_{M} \phi_{2} h\right| \leqslant 2 \lambda^{-1}\|h\|+B\|h\|_{w}
$$

Note that the second inequality of Lemma 2.9 can be iterated yielding, for each $n \in \mathbb{N}$,

$$
\left\|\mathcal{L}^{n} h\right\| \leqslant\left(\frac{2}{\lambda}\right)^{n}\|h\|+\frac{B^{n}}{1-2 \lambda^{-1}}\|h\|_{w}
$$

Recalling Problem 2.2, Hennion's Theorem 1.1 implies that the spectral radius of $\mathcal{L}$, when acting on $\left(\mathcal{C}^{1}\right)^{*}$ is $B$ and the essential spectral radius is at most $2 \lambda^{-1}<1$.

Lemma 2.10. The spectral radius of $\mathcal{L}$, when acting on $\left(\mathcal{C}^{1}\right)^{*}$, is one. In addition, the peripheral eigenvalues have no Jordan blocks and $1 \in \sigma(\mathcal{L})$.

Proof. Suppose that $v \in \sigma(\mathcal{L})$, with $|v| \geqslant 1$ is a maximal eigenvalue. Then, we have the spectral decomposition

$$
\mathcal{L}=\sum_{i=0}^{N}\left(e^{i \theta_{i}} \nu \Pi_{i}+K_{i}\right)+Q
$$

where $\theta_{0}=0, N$ is the number of maximal eigenvalues, $\Pi_{i}$ are projectors, $K_{i}$ are nilpotent operators, $\Pi_{i} \Pi_{j}=\delta_{i j} \Pi_{i},\left[\Pi_{i}, K_{j}\right]=0,\left[\Pi_{i}, Q\right]=\left[K_{i}, Q\right]=0$ and there exists $C>0$ and $\sigma<|\nu|$ such that, for all $n \in \mathbb{N},\left\|Q^{n}\right\| \leqslant C \sigma^{n}$. Suppose that $K_{0}^{l} \leqslant 0$ for $l<d$ while $K_{i}^{d}=0$ for all $i \in\{0, \ldots, N\}$. Then

$$
\begin{aligned}
\lim _{m \rightarrow \infty} m^{-1} \sum_{n=0}^{m-1} n^{-d+1} v^{-n} \mathcal{L}^{n} & =\lim _{m \rightarrow \infty} \sum_{i=0}^{N} m^{-1} \sum_{n=0}^{m-1} n^{-d+1}\left(e^{i \theta_{i}} \Pi_{i}+v^{-1} K_{i}\right)^{n} \\
& =\lim _{m \rightarrow \infty} \sum_{i=0}^{N} m^{-1} \sum_{n=0}^{m-1} \sum_{l=0}^{d-1}\binom{n}{l} n^{-d+1} e^{i \theta_{i}(n-l)} v^{-l} \Pi_{i} K_{i}^{l} \\
& =\lim _{m \rightarrow \infty} \sum_{i=0}^{N} m^{-1} \sum_{n=0}^{m-1} \frac{1}{(d-1)!} e^{i \theta_{i}(n-d+1)} \Pi_{i} K_{i}^{d-1}
\end{aligned}
$$

On the other hand, if $\theta \neq 2 \pi k, k \in \mathbb{N}$, we have

$$
\left|m^{-1} \sum_{n=0}^{m-1} e^{i \theta n}\right|=m^{-1}\left|\frac{1-e^{i \theta m}}{1-e^{i \theta}}\right| \leqslant C m^{-1}
$$

Thus,

$$
\lim _{m \rightarrow \infty} m^{-1} \sum_{n=0}^{m-1} n^{-d+1} v^{-n} \mathcal{L}^{n}=\frac{1}{(d-1)!} \Pi_{i} K_{i}^{d-1}
$$

On the other hand, let $h \in \mathcal{C}^{0}$ and $\varphi \in \mathcal{C}^{1}$ be such that $\int_{M} \varphi \Pi_{i} K_{i}^{d-1} h \neq 0$, then we have

$$
\begin{aligned}
0 \neq & \left|\int_{M} \varphi \Pi_{i} K_{i}^{d-1} h\right| \leqslant \lim _{m \rightarrow \infty} m^{-1} \sum_{n=0}^{m-1} n^{-d+1}|\nu|^{-n}\left|\int_{M} \varphi \mathcal{L}^{n} h\right| \\
& \leqslant \lim _{m \rightarrow \infty} m^{-1} \sum_{n=0}^{m-1} n^{-d+1}|\nu|^{-n} \int_{M}\left|\varphi \circ f^{n}\right||h| \\
& \leqslant C \lim _{m \rightarrow \infty} m^{-1} \sum_{n=0}^{m-1} n^{-d+1}|\nu|^{-n}\|h\|_{\infty}\|\varphi\|_{\infty}=0
\end{aligned}
$$

It follows that the maximal eigenvalue must have modulus one with $d=1$, otherwise the above equation yields a contradiction. Finally, if $h$ is a probability measure supported on $\Lambda$, then, recalling Equation (2.2.2) and the definition of $\psi$,

$$
\int_{M} \mathcal{L}^{n} h=\int_{M} \psi \circ f^{n-1} \cdot \psi \circ f^{n-2} \cdots \psi \cdot h=\int_{M} h
$$

which implies that the spectral radius cannot be smaller than one. To conclude, note that for any measure $h$ supported in $\Lambda$ we have

$$
\frac{1}{n} \sum_{k=0}^{n-1} \int_{M} \varphi \mathcal{L}^{k} h=\frac{1}{n} \sum_{k=0}^{n-1} \int_{M} \varphi \circ f^{k} h=\frac{1}{n} \sum_{k=0}^{n-1} f_{*}^{k} h(\varphi)
$$

Thus, by the weak compactness of measures, there exists a weak accumulation point $h_{*}$ such that $f_{*} h_{*}=h_{*}$. Obviously such a measure is also supported on $\Lambda$. This implies that $\mathcal{L} h_{*}=h_{*}$, thus $1 \in \sigma(\mathcal{L})$, which concludes the Lemma.

Note that in this case it is possible to have complex eigenvalues. For example, see the next problem.

Problem 2.11. Suppose that there exists $x \in \Lambda$ such that $f^{j}(x) \neq x$, for $j<p$, and $f^{p}(x)=x$, that is $\left\{x, f(x), \ldots, f^{p-1}(x)\right\}$ is a periodic orbit of period $p$. Define

$$
\mu=\sum_{k=0}^{p-1} e^{2 \pi i k / p} \delta_{f^{k}(x)}
$$

Show that $\mathcal{L} \mu=e^{-2 \pi i / p} \mu$.

## Toral <br> automorphisms

The next step is to treat higher dimensional systems in which both contraction and expansion are present. The simplest such case is the uniformly hyperbolic case in which only expanding and contraction directions are present. Before describing some elements of the general theory we discuss in detail the simplest possible example: Toral automorphisms. For such simple systems we will discuss three different approaches that illustrate the basis of three different general theories used to investigate the statistical properties of dynamical systems.

Let us consider the map from $\mathbb{T}^{2}$ to itself defined by

$$
f(x)=A x \quad \bmod 1
$$

with $A \in S L(2, \mathbb{Z})$. Also, for simplicity, let us assume that $A^{t}=A$ and $A_{i, j}>0$. In analogy with the previous section we can define the operator $\mathcal{L} h=h \circ f^{-1}$. Note that

$$
\int_{\mathbb{T}^{2}} \varphi \mathcal{L} h=\int_{\mathbb{T}^{2}} \varphi \circ f \cdot h
$$

Simplifying even further, the reader can consider, as a concrete example,

$$
A=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)
$$

Note that the Lebesgue measure is invariant since $\operatorname{det}(A)=1$. Moreover $\operatorname{Tr}(A)>$ 2. Accordingly, the characteristic polynomial reads $t^{2}+\operatorname{Tr}(A) t+1$ and has roots $\lambda, \lambda^{-1}$, for some $\lambda>1$. We call $v^{u}, v^{s}$ the two normalized vectors such that

$$
\begin{align*}
& A v^{u}=\lambda v^{u} \\
& A v^{s}=\lambda^{-1} v^{s} . \tag{3.0.1}
\end{align*}
$$

Note that, since the matrix is assumed to be symmetric, $\left\langle v^{u}, v^{s}\right\rangle=0$. We have thus a natural reference measure. In fact, ( $f, \mathbb{T}^{2}$, Leb) turns out to be mixing, that is: for each $h, \varphi \in \mathcal{C}^{0}$

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{T}^{2}} h(x) \varphi\left(f^{n}(x)\right) d x=\int_{\mathbb{T}^{2}} h(x) d x \int_{\mathbb{T}^{2}} \varphi(x) d x
$$

Alternatively, the mixing can be stated in the following equivalent way: for each probability measure $\mu$ such that $\frac{d \mu}{d \text { Leb }}=h \in L^{1}$ and, for each $\varphi \in \mathcal{C}^{0},{ }^{1}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} f_{*}^{n} \mu(\varphi)=\operatorname{Leb}(\varphi) . \tag{3.0.2}
\end{equation*}
$$

This is a very relevant property from the applied point of view: it says that asymptotically our system is described by the Lebesgue measure regardless of the initial distribution (provided the initial condition was distributed according to a measure absolutely continuous with respect to Lebesgue).

Of course, property (3.0.2) is truly useful only if the speed in the convergence to the limit is fast enough. From this consideration follows the basic question that we want to address in the following:
What is the speed of convergence in the limit (3.0.2) ?

### 3.1 Standard pairs

The first technique that we are going to illustrate is based on the idea of coupling in probability. This is a widely used tool to study the convergence to equilibrium of Markov chains. A similar technique was previously used in abstract ergodic theory under the name of joining. The form we are going to describe was introduced in smooth ergodic theory by Young (1999) and further developed by Dolgopyat.

The basic idea is to consider a special class of measures that behave under push-forward in a manner similar to that encountered in expanding maps. Such a

[^30]class of measures has a long history (e.g. from Pesin and Sinai (1982) to Liverani (1995a)), but they have been systematically developed and used by Dolgopyat under the name of standard pairs, Dolgopyat (2004a,b). Fix some $a>1$ and define
$$
D_{a}=\left\{h \in \mathcal{C}^{0}\left(\mathbb{R}, \mathbb{R}_{+}\right): \forall t, s \in \mathbb{R}, \frac{h(t)}{h(s)} \leqslant e^{a|t-s|}\right\}
$$

Also, for each $b \in \mathbb{R}_{+}, x \in \mathbb{T}^{2}$ and $h \in \mathcal{C}^{0}\left(\mathbb{R}, \mathbb{R}_{+}\right), \int_{-b}^{b} h=1$, define the measure on $\mathbb{T}^{2}$ (standard pair)

$$
\mu_{b, x, h}(\varphi)=\int_{-b}^{b} h(t) \varphi\left(x+t v^{u}\right) d t
$$

The collection of standard pairs will be designated by

$$
S_{a}=\left\{\mu_{b, x, h}: b \in[1 / 2,1], x \in \mathbb{T}^{2}, h \in D_{a}, \int_{-b}^{b} h=1\right\}
$$

The above are our building blocks. Let us see what we can construct with them. First of all, we can take the convex hull: for each finite set $\left\{p_{i}\right\}$ of positive numbers such that $\sum_{i} p_{i}=1$ and set $\left\{\mu_{i}\right\} \subset S_{a}$ we can consider the probability measure

$$
\begin{equation*}
\mu=\sum_{i} p_{i} \mu_{i} \tag{3.1.1}
\end{equation*}
$$

where the $p_{i}$ are called the masses of the standard pairs. The set $\left\{\mu_{i}, p_{i}\right\}$ is called a standard family and is often confused with the measure it defines via (3.1.1). Note however that the representation of a measure by a standard family, if it exists, is far from being unique. We will call $\mathcal{S}_{a}$ the set of all standard families. The first important fact is the following.
Lemma 3.1. The Lebesgue measure belongs to the weak closure of $\mathcal{S}_{a} \cdot{ }^{2}$
Proof. Letting $v^{u}=\left(1+u^{2}\right)^{-\frac{1}{2}}(1, u)$, for each $\varphi \in \mathcal{C}^{0}$,

$$
\operatorname{Leb}(\varphi)=\int_{0}^{1} d t \int_{0}^{1} d s \varphi(t, s+u t)=\int_{0}^{1} d s \int_{0}^{\sqrt{1+u^{2}}} d t \varphi\left(s e_{2}+t v^{u}\right)
$$

Note that the the second integral can be written as the convex combination of finitely many standard pairs. The result follows since the first integral is the limit of finite sums.

[^31]Next we want to know how the standard pairs behave under push forward.
Lemma 3.2. For each $n \in \mathbb{N}$ and $\mu \in \mathcal{S}_{a}$ it holds true that $f_{*}^{n} \mu \in \mathcal{S}_{\lambda-n}$.
Proof. It suffices to prove that if $\mu \in S_{a}$ then $f_{*}^{n} \mu \in \mathcal{S}_{\lambda-n}$. Then, recalling (3.0.1),

$$
f_{*}^{n} \mu_{b, x, h}(\varphi)=\int_{-b}^{b} h(t) \varphi\left(f^{n}(x)+t \lambda^{n} v^{u}\right)=\int_{-\lambda^{n} b}^{\lambda^{n} b} h\left(t \lambda^{-n}\right) \varphi\left(f^{n}(x)+t v^{u}\right)
$$

Next, let $\delta \in[1 / 2,1]$ and $K \in \mathbb{N}$ such that $\lambda^{n} b=2 K \delta$ and define $t_{i}=-\lambda^{n} b+$ $(2 i+1) \delta$. We can then write

$$
\begin{aligned}
& f_{*}^{n} \mu_{b, x, h}(\varphi)=\sum_{i=0}^{K-1} p_{i} \int_{-\delta}^{\delta} h_{i}(t) \varphi\left(\left[f^{n}(x)+t_{i} v^{u}\right]+t v^{u}\right) d t \\
& p_{i}=\int_{-\delta}^{\delta} h\left(\lambda^{-n}\left(t_{i}+t\right)\right) d t \\
& h_{i}(t)=p_{i}^{-1} h\left(\lambda^{-n}\left(t_{i}+t\right)\right)
\end{aligned}
$$

Accordingly, the Lemma is proven provided $h_{i} \in D_{\lambda-n}$. This follows from

$$
\frac{h_{i}(t)}{h_{i}(s)}=\frac{h\left(\lambda^{-n}\left(t_{i}+t\right)\right)}{h\left(\lambda^{-n}\left(t_{i}+s\right)\right)} \leqslant e^{a \lambda^{-n}|t-s|}
$$

Remark 3.3. Note that the unbounded parameter contraction proven in the previous Lemma is a peculiarity of the linear systems we are studying. However in the nonlinear case a fixed contraction still takes place (provided a is large enough) and this is all we will use in the following.

To continue, we call two standard pairs $\mu_{1}=\mu_{b, x, h}$ and $\mu_{2}=\mu_{b, x+s v^{s}, h}$, $s \in[1,2]$, matching, while we call prematching two standard pairs of the form $\mu_{1}=\mu_{b, x, h_{1}}, \mu_{2}=\mu_{b, x+s v^{s}, h_{2}}$. The basic fact underlying our strategy is the following:

Lemma 3.4. Let $\mu_{1}, \mu_{2}$ be two matching standard pairs, then, for each $\varphi \in \mathcal{C}^{1},{ }^{3}$

$$
\left|f_{*}^{n} \mu_{1}(\varphi)-f_{*}^{n} \mu_{2}(\varphi)\right| \leqslant 2 b e^{a b}\left\|\partial_{s} \varphi\right\|_{\infty} \lambda^{-n}
$$

[^32]Proof. It follows by a direct computation:

$$
\begin{aligned}
\left|f_{*}^{n} \mu_{1}(\varphi)-f_{*}^{n} \mu_{2}(\varphi)\right| & =\left|\int_{-b}^{b} h(t)\left[\varphi\left(f^{n}(x)+\lambda^{-n} s v^{s}+\lambda^{n} t v^{u}\right)-\varphi\left(f^{n}(x)+\lambda^{n} t v^{u}\right)\right]\right| \\
& \leqslant 2 b e^{a b}\left\|\partial_{s} \varphi\right\|_{\infty} \lambda^{-n}
\end{aligned}
$$

The above Lemma is really a coupling between the two measures, see Remark 2.3. The Lemma shows that the convenient topology in which to study the convergence of the push-forward of standard pairs is $\left(\mathcal{C}^{1}\right)^{*}$. In other words, it suggests that it is natural to consider distributions rather than measures. Indeed, this is consistent with our discussion of the contracting case in Chapter 2.

Remark 3.5. The following is a coupling between two matching standard pairs $\mu_{1}=\mu_{b, x, h}$ and $\mu_{2}=\mu_{b, x+s v^{s}, h}$ :

$$
G(\varphi)=\int_{[-b, b]^{2}} \varphi\left(x+t v^{u}, x+s v^{s}+t v^{u}\right) h(t) d t
$$

Using such a coupling we can reinterpret the proof of Lemma 3.4 to obtain, ${ }^{4}$ recalling Remark 2.3,

$$
d_{1}\left(f_{*}^{n} \mu_{1}, f^{*} \mu_{2}\right)=\inf _{G^{\prime} \in \mathcal{G}\left(f_{*}^{n} \mu_{1}, f_{*}^{n} \mu_{2}\right)} \int_{\mathbb{T}^{4}} d(x, y) G^{\prime}(d x, d y) \leqslant 2 b e^{a b} \lambda^{-n}
$$

where $d(x, y)=\inf _{k \in \mathbb{T}^{2}}\|x-y+k\|$. Also it is not hard to prove that in this case the topology associated to the distance $d_{1}$ is the weak topology.

With these definitions in place we are now ready to argue: given two standard pairs $\mu_{1}, \mu_{2}$, we know that $f_{*}^{n} \mu_{1}, f_{*}^{n} \mu_{2}$ are standard families in $\mathcal{S}_{\lambda-n}$. Note that there is some freedom in how to divide a segment of length $\lambda^{n} b$ in segments of length between 1 and 2. In particular one can check that, if $n$ is large enough, one can make the division so that the two families contain two prematching standard pairs. That is, there exists a standard pair in the first family supported on $\{y+$

[^33]$\left.t v^{u}\right\}_{t \in[-b, b]}$ and a standard pair, in the second family, supported on $\left\{y+s v^{s}+\right.$ $\left.t v^{u}\right\}_{t \in[-b, b]}$ for some $b \in[1 / 2,1], s \in[1,2]$ and $y \in \mathbb{T}^{2}$. This is a consequence of the fact that the flow $\phi_{t}(y)=y+t v^{u}$ is ergodic, since the ratio of the components of $v^{u}$ is irrational.

Accordingly, for $n$ large enough, $\lambda^{n}>2$ and there exist prematching standard pairs for any initial couple of standard pairs. Let $n_{0}$ be the smallest such $n$. Also, we call the two prematching standard pairs $\tilde{\mu}_{0,1}$ and $\tilde{\mu}_{0,2}$ respectively. Thus we can write ${ }^{5}$

$$
\begin{aligned}
& f_{*}^{n_{0}} \mu_{1}(\varphi)-f_{*}^{n_{0}} \mu_{2}(\varphi)= \\
& \quad=\sum_{j=1}^{m_{1}} \tilde{p}_{j, 1} \tilde{\mu}_{j, 1}(\varphi)-\sum_{j=1}^{m_{1}} \tilde{p}_{j, 2} \tilde{\mu}_{j, 2}(\varphi)+\tilde{p}_{0,1} \tilde{\mu}_{0,1}(\varphi)-\tilde{p}_{0,2} \tilde{\mu}_{0,2}(\varphi)
\end{aligned}
$$

for some weights $\tilde{p}_{j, i} \geqslant 0$ and standard pairs $\tilde{\mu}_{j, i} \in \mathcal{S}_{\lambda-n_{0} a}$. Note that, if $\tilde{p}_{j, i} \neq$ 0 , then $\tilde{p}_{j, i} \geqslant\left(2 \lambda^{n_{0}} e^{2 a}\right)^{-1}$ by construction. Also we know that

$$
\begin{aligned}
& \tilde{\mu}_{0,1}(\varphi)=\int_{-b_{0}}^{b_{0}} h_{0,1}(t) \varphi\left(y+t v^{u}\right) d t \\
& \tilde{\mu}_{0,2}(\varphi)=\int_{-b_{0}}^{b_{0}} h_{0,2}(t) \varphi\left(y+s v^{s}+t v^{u}\right) d t
\end{aligned}
$$

for some $b_{0} \in[1,2], y \in \mathbb{T}^{2}$ and $h_{0, i} \in D_{\lambda-n_{0} a}$.
To obtain a convergence to equilibrium we want to show that some part of the push-forward measures behaves similarly. The tool to do so will be to use Lemma 3.4. To this end we have to exhibit matching standard pairs.

The idea to construct matching standard pairs is to single out a common part of the density by using the fact that $h_{0, i} \geqslant e^{-2 \lambda^{-n} 0} a b_{0}^{-1}$. Of course we want to still have standard pairs, hence a small computation is called for. For each $c>0$

[^34]small enough,
\[

$$
\begin{aligned}
\frac{h_{0, i}(t)-\frac{c}{2 b_{0}}}{h_{0, i}(s)-\frac{c}{2 b_{0}}} & \leqslant \frac{h_{0, i}(s) e^{\lambda^{-n_{0}} a|t-s|}-\frac{c}{2 b_{0}}}{h_{0, i}(s)-\frac{c}{2 b_{0}}} \\
& \leqslant e^{\lambda^{-n_{0}} a|t-s|} \frac{h_{0, i}(s)-\frac{c}{2 b_{0}} e^{-\lambda^{-n_{0}} a|t-s|}}{h_{0, i}(s)-\frac{c}{2 b_{0}}} \\
& \leqslant e^{\lambda^{-n_{0}} a|t-s|}\left[1+c \frac{1-e^{-\lambda^{-n_{0}} a|t-s|}}{2 e^{-2 \lambda^{-n_{0}} a}-c}\right] \\
& \leqslant e^{\lambda^{-n_{0} a|t-s|}}\left[1+c \frac{\lambda^{-n_{0}} a|t-s|}{2 e^{-2 \lambda^{-n_{0}} a}-c}\right]
\end{aligned}
$$
\]

Finally we choose $c$ so small that

$$
\gamma=\frac{c}{2 e^{-2 \lambda^{-n_{0}} a}-c} \leqslant 1 .
$$

Hence

$$
\frac{h_{0, i}(t)-\frac{c}{2 b_{0}}}{h_{0, i}(s)-\frac{c}{2 b_{0}}} \leqslant e^{\lambda-n_{0} a(1+\gamma)|t-s|} \leqslant e^{a|t-s|}
$$

This means that we can write

$$
\tilde{\mu}_{0,1}(\varphi)-\tilde{\mu}_{0,2}(\varphi)=c \int_{-b_{0}}^{b_{0}} \frac{1}{2 b_{0}}\left[\varphi\left(y+t v^{u}\right)-\varphi\left(y+s v^{s}+t v^{u}\right)\right] d t
$$

$$
+(1-c)\left[\int_{-b_{0}}^{b_{0}} \frac{h_{0,1}(t)-\frac{c}{2 b_{0}}}{1-c} \varphi\left(y+t v^{u}\right)-\int_{-b_{0}}^{b_{0}} \frac{h_{0,2}(t)-\frac{c}{2 b_{0}}}{1-c} \varphi\left(y+s v^{s}+t v^{u}\right) d t\right] .
$$

Note that we have constructed two matching standard pairs with mass $c$.
We are almost done. The only remaining problem is that the two prematching standard pairs come with different masses. To take care of this we have to rearrange a bit the standard families. Unfortunately the notation is rather unpleasant but if the reader manages to see through the notation she will realise that the strategy is the obvious one.

Let $p_{*}=\min \left\{\tilde{p}_{0,1}, \tilde{p}_{0,2}\right\}, p_{0, i}=\tilde{p}_{0, i}-p_{*} c$ and define

$$
\begin{aligned}
& p_{0, i}=\frac{\tilde{p}_{0, i}-p_{*} c}{1-p_{*} c} ; \quad p_{j, i}=\frac{\tilde{p}_{j, i}}{1-p_{*} c} \quad \forall j \in\left\{1, \ldots, m_{1}\right\} \\
& \mu_{0,1}(\varphi)=\int_{-b_{0}}^{b_{0}} \frac{\tilde{p}_{0,1} h_{0,1}(t)-\frac{p_{*} c}{2 b_{0}}}{\tilde{p}_{0,1}-p_{*} c} \varphi\left(y+t v^{u}\right) d t \\
& \mu_{0,2}(\varphi)=\int_{-b_{0}}^{b_{0}} \frac{\tilde{p}_{0,2} h_{0,2}(t)-\frac{p_{*} c}{2 b_{0}}}{\tilde{p}_{0,2}-p_{*} c} \varphi\left(y+s v^{s}+t v^{u}\right) d t \\
& \mu_{0,1}^{*}(\varphi)=\int_{-b_{0}}^{b_{0}} \frac{1}{2 b_{0}}\left[\varphi\left(y+t v^{u}\right)-\varphi\left(y+t v^{u}\right)\right] d t \\
& \mu_{0,2}^{*}(\varphi)=\int_{-b_{0}}^{b_{0}} \frac{1}{2 b_{0}}\left[\varphi\left(y+t v^{u}\right)-\varphi\left(y+s v^{s}+t v^{u}\right)\right] d t \\
& \mu_{j, i}=\tilde{\mu}_{j, i} \quad \forall j \in\left\{1, \ldots, m_{1}\right\} .
\end{aligned}
$$

The $\mu_{0, i}^{*}$ are matching standard pairs, $\mu_{0, i}$ are standard pairs, $\sum_{j=0}^{m_{1}} p_{j, i}=1$ and

$$
f_{*}^{n_{0}} \mu_{i}(\varphi)=c p_{*} \mu_{0, i}^{*}(\varphi)+\left(1-c p_{*}\right) \sum_{j=0}^{m_{1}} p_{j, i} \mu_{j, i}(\varphi)
$$

Then, for each $n \geqslant n_{0}$, by Lemma 3.4 we have

$$
\begin{aligned}
& \left|f_{*}^{n} \mu_{1}(\varphi)-f_{*}^{n} \mu_{2}(\varphi)-\left(1-p_{*} c\right)\left[\sum_{j=0}^{m_{1}} p_{j, 1} f_{*}^{n-n_{0}} \mu_{j, 1}(\varphi)-\sum_{j=0}^{m_{1}} p_{j, 2} f_{*}^{n-n_{0}} \mu_{2,1}(\varphi)\right]\right| \\
& \leqslant c p_{*} 4 b e^{a b}\left\|\partial_{s} \varphi\right\|_{\infty} \lambda^{-n+n_{0}} .
\end{aligned}
$$

Thus,

$$
\begin{gathered}
\left|f_{*}^{n} \mu_{1}(\varphi)-f_{*}^{n} \mu_{2}(\varphi)-\left(1-p_{*} c\right) \sum_{j, k=0}^{m_{1}} p_{j, 1} p_{k, 2}\left[f_{*}^{n-n_{0}} \mu_{j, 1}(\varphi)-f_{*}^{n-n_{0}} \mu_{k, 2}(\varphi)\right]\right| \\
\leqslant c p_{*} 2 b e^{a b}\left\|\partial_{s} \varphi\right\|_{\infty} \lambda^{-n+n_{0}}
\end{gathered}
$$

To conclude it suffices to iterate the above formula, applying it to each pair of
standard pairs $\mu_{j, 1}, \mu_{k, 2}$. Let $n=\ell n_{0}$, then

$$
\begin{aligned}
&\left|f_{*}^{n} \mu_{1}(\varphi)-f_{*}^{n} \mu_{2}(\varphi)\right| \leqslant 2\left(1-p_{*} c\right)^{\ell}\|\varphi\|_{\infty}+ \\
& \quad+\sum_{k=0}^{\ell-1} c p_{*} 2 b e^{a b}\left\|\partial_{s} \varphi\right\|_{\infty}\left(1-p_{*} c\right)^{k} \lambda^{-n+(k+1) n_{0}} \\
& \leqslant C \nu^{n}\left(\|\varphi\|_{\infty}+\left\|\partial_{s} \varphi\right\|_{\infty}\right)
\end{aligned}
$$

for some $C>0$ and $\nu=\max \left\{\left(1-p_{*} c\right)^{1 / n_{0}}, \lambda^{-1}\right\}$. The same estimate carries over to standard families and hence to the weak closure of $\mathcal{S}_{a}$. The reader can check, arguing similarly to Lemma 3.1, that the above implies that for each $h \in \mathcal{C}^{1}$,
$\left|\int_{\mathbb{T}^{2}} h(x) \varphi \circ T^{n}(x) d x-\int_{\mathbb{T}^{2}} \varphi(x) d x\right| \leqslant C\left(\|h\|_{\infty}+\left\|\partial_{u} h\right\|_{\infty}\right)\left(\|\varphi\|_{\infty}+\left\|\partial_{s} \varphi\right\|_{\infty}\right) v^{n}$.
We have thus established that the map is mixing and that the speed of mixing is exponential with a prefactor depending on the smoothness of $h$ along the unstable direction and the smoothness of $\varphi$ along the stable direction.

### 3.2 Fourier transform

The standard pairs method is very flexible and can be adapted to a large range of situations. Yet, since the maps we are presently studying are linear, a much more powerful tool is available: Fourier series. Indeed, for each $k \in \mathbb{Z}^{2}$,

$$
\begin{align*}
\left(\widehat{\mathcal{L}^{n}} h\right)_{k} & =\int_{\mathbb{T}^{2}} e^{2 \pi i\langle k, x\rangle} \mathcal{L}^{n} h(x) d x=\int_{\mathbb{T}^{2}} e^{2 \pi i\left\langle k, A^{n} x\right\rangle} h(x) d x  \tag{3.2.1}\\
& =\int_{\mathbb{T}^{2}} e^{2 \pi i\left\langle A^{n} k, x\right\rangle} h(x) d x=\hat{h}_{A^{n} k}
\end{align*}
$$

Accordingly, for each $h, \varphi \in \mathcal{C}^{r}$,

$$
\begin{aligned}
\left|\int_{\mathbb{T}^{2}} \varphi \mathcal{L}^{2 n} h-\int \varphi\right| & \leqslant \sum_{k \in \mathbb{Z}^{2} /\{0\}}\left|\hat{\varphi}_{k} \hat{h}_{A^{2 n} k}\right| \\
& \leqslant \sum_{k \in \mathbb{Z}^{2} /\{0\}} \frac{\|h\|_{\mathcal{C}^{r}}\|\varphi\|_{\mathcal{C}^{r}}}{\left(\left\|A^{2 n} k\right\|+1\right)^{r}(\|k\|+1)^{r}} \\
& \leqslant \sum_{k \in \mathbb{Z}^{2} /\{0\}} \frac{\|h\|_{\mathcal{C}^{r}}\|\varphi\|_{\mathcal{C}^{r}}}{\left(\left\|A^{n} k\right\|+1\right)^{r}\left(\left\|A^{-n} k\right\|+1\right)^{r}}
\end{aligned}
$$

For each $k \in \mathbb{R}^{2}$, we write $k=a v^{u}+b v^{s}$ (recall (3.0.1)). It follows that $A^{n} k=$ $a \lambda^{n} v^{u}+b \lambda^{-n} v^{s}$ and $A^{-n} k=a \lambda^{-n} v^{u}+b \lambda^{n} v^{s}$. Thus

$$
\left\|A^{-n} k\right\|^{2}+\left\|A^{n} k\right\|^{2} \geqslant\left(b^{2}+a^{2}\right) \lambda^{2 n}=\|k\|^{2} \lambda^{2 n} .
$$

Accordingly,

$$
\left(\left\|A^{n} k\right\|+1\right)\left(\left\|A^{-n} k\right\|+1\right) \geqslant\|k\| \lambda^{n} .
$$

We can thus conclude, for all $r>2$,

$$
\left|\int_{\mathbb{T}^{2}} \varphi \mathcal{L}^{2 n} h-\int \varphi\right| \leqslant \sum_{k \in \mathbb{Z}^{2} /\{0\}} \frac{\|h\|_{\mathcal{C}^{r}}\|\varphi\|_{\mathcal{C}^{r}}}{\|k\|^{r}} \lambda^{-n r} \leqslant C_{r}\|h\|_{\mathcal{C}^{r}}\|\varphi\|_{\mathcal{C}^{r}} \lambda^{-n r},
$$

for some constant $C_{r}$ independent on $h$ and $\varphi$.
We have thus proven, again, that toral automorphisms enjoy exponential decay of correlation but we have also uncovered a new phenomenon: the speed of decay depends very much on the smoothness of the functions.

Yet, there are also reasons of unhappiness: the requirement on the smoothness of the functions (more than $\mathcal{C}^{2}$ ) is stronger than the one obtained by using standard pairs. In addition our argument does not look very dynamical and seems to take too much advantage of the special features of the example at hand. What to do with a nonlinear map is highly non-obvious.

It would then be very desirable to obtain the above results via a different, more dynamical, strategy. In particular it would be nice if we could find a Banach space on which it is possible to study the spectrum of the operator $\mathcal{L}$ and such that the above properties can be understood as consequences of the spectral picture.

This can be done in various ways. Let us start with a possibility still based on the Fourier transform.

### 3.3 A simple class of Sobolev like norms

To define a Banach space we can first define a norm on $\mathcal{C}^{\infty}\left(\mathbb{T}^{2}, \mathbb{C}\right)$ and then we obtain the Banach space by completing $\mathcal{C}^{\infty}\left(\mathbb{T}^{2}, \mathbb{C}\right)$ with respect to such a norm. The usual Sobolev norms are $\|h\|_{p}^{2}=\sum_{k \in \mathbb{Z}^{2}}\langle k\rangle^{p}\left|\hat{h}_{k}\right|^{2}$ where $\langle k\rangle=1+\|k\|^{2}$ and $p \in \mathbb{R}$. If $p>0$ then a finite norm implies some regularity while if $p<0$ also distributions can have a finite norm. However we have learned that hyperbolic dynamics have very different behaviour depending on the direction. Typically $\mathcal{L}^{n} h$
will be a function regular in the unstable directions but with very wild oscillations in the stable directions. Hence along the stable directions we can have convergence only in a weak sense: in the sense of distributions. To handle this problem different strategies have been proposed. The simplest one is to consider anisotropic Sobolev spaces, that is spaces defined by a norm of the type

$$
\begin{equation*}
\|h\|_{p \alpha}^{2}=\sum_{k \in \mathbb{Z}^{2}}\langle k\rangle^{p \alpha(\hat{k})}\left|\hat{h}_{k}\right|^{2} \tag{3.3.1}
\end{equation*}
$$

where $p \in \mathbb{R}_{+}, \hat{k}=\left(k_{1}: k_{2}\right)$ is the projectivization of $k=\left(k_{1}, k_{2}\right)$, that is the equivalence class containing $k$ with respect to the equivalence relation defined by $k \sim k^{\prime}$ iff there exists $\lambda \in \mathbb{R} \backslash\{0\}$ such that $k=\lambda k^{\prime}$. Finally, $\alpha \in \mathcal{C}^{0}\left(\mathbf{P}^{1}(\mathbb{R}),[-1,1]\right)$. In other words $\alpha$ depends only on the direction of the vector $k$. In the following, to simplify notation, we will write $\alpha(\hat{k})$ as $\alpha(k)$.

We have seen that the action of the dynamics in Fourier coefficients is also given by $A k$. It is then natural to consider the dynamics in the projective space $\mathbf{P}^{1}(\mathbb{R})$. Obviously there are two fixed points, $v^{u}$ and $v^{s}$ (or, rather, their equivalence classes); the first is attracting while the second is repelling. Fix $v \in\left(\lambda^{-1}, 1\right)$. It is easy to check that in $\mathbf{P}^{1}(\mathbb{R})$ there exist intervals $I_{+} \ni v^{u}, I_{-} \ni v^{s}$ and a constant $K>0$ such that ${ }^{6}$

$$
\begin{aligned}
& \langle A v\rangle \geqslant v^{-2}\langle v\rangle \quad \text { for all } v \in I_{+},\|v\| \geqslant K \\
& \langle A v\rangle \leqslant v^{2}\langle v\rangle \quad \text { for all } v \in I_{-},\|v\| \geqslant K .
\end{aligned}
$$

Let $\hat{I}_{ \pm}=A^{ \pm 1} I_{ \pm} \subset I_{ \pm}$. We choose then an $\alpha$ with value 1 in $\hat{I}_{+}$, value -1 in $\hat{I}_{-}$ and strictly monotone in between (it is possible to be more explicit about $\alpha$ and optimize it in various ways, but we think it is more important to point out that the above qualitative properties suffice). Note that in $\mathbf{P}^{1}(\mathbb{R}) \backslash\left(\hat{I}_{+} \cup \hat{I}_{-}\right)$we have that $d(v, A v) \geqslant c$ for some fixed constant $c,{ }^{7}$ thus there exists $\gamma>0$ such that

$$
\begin{equation*}
\alpha(v)-\alpha\left(A^{-1} v\right) \geqslant \gamma \quad \text { for all } v \notin I_{+} \cup I_{-} . \tag{3.3.2}
\end{equation*}
$$

This defines the norm.
Problem 3.6. Let, $\alpha, \beta \in \mathcal{C}^{0}\left(\mathbf{P}^{1}(\mathbb{R}), \mathbb{R}\right)$ and $c>0$ such that $\beta(k)+c \leqslant \alpha(k)$. Prove that the set $\left\{h:\|h\|_{\alpha} \leqslant 1\right\}$ is weakly compact in the norm $\|\cdot\|_{\beta}$.

[^35]From equation (3.2.1) it follows that, for all $p \in \mathbb{R}_{+}$,

$$
\|\mathcal{L} h\|_{p \alpha}^{2}=\sum_{k \in \mathbb{Z}^{2}}\langle k\rangle^{p \alpha(\hat{k})}\left|\hat{h}_{A k}\right|^{2}=\sum_{k \in \mathbb{Z}^{2}}\left[\frac{\left\langle A^{-1} k\right\rangle^{\alpha\left(A^{-1} k\right)}}{\langle k\rangle^{\alpha(k)}}\right]^{p}\langle k\rangle^{p \alpha(k)}\left|\hat{h}_{k}\right|^{2}
$$

If $k \in \hat{I}_{+}$and $\|v\| \geqslant K$ then

$$
\frac{\left.\left\langle A^{-1} k\right\rangle^{\alpha\left(A^{-1}\right.} k\right)}{\langle k\rangle^{\alpha(k)}} \leqslant \frac{\left\langle A^{-1} k\right\rangle}{\langle k\rangle} \leqslant v^{2} .
$$

If $k \in \hat{I}_{-}$and $\|v\| \geqslant K$, then $A k \in \hat{I}_{-}$and

$$
\frac{\left\langle A^{-1} k\right\rangle^{\alpha\left(A^{-1} k\right)}}{\langle k\rangle^{\alpha(k)}}=\frac{\langle k\rangle}{\left\langle A^{-1} k\right\rangle} \leqslant v^{2} .
$$

If $k \notin \hat{I}_{-} \cup \hat{I}_{+}$then, setting $B=\left\|A^{-1}\right\|$ and recalling (3.3.2),

$$
\frac{\left\langle A^{-1} k\right\rangle^{\alpha\left(A^{-1} k\right)}}{\langle k\rangle^{\alpha(k)}} \leqslant \frac{\left\langle A^{-1} k\right\rangle^{\alpha(k)-\gamma}}{\langle k\rangle^{\alpha(k)}} \leqslant B\langle k\rangle^{-\gamma} .
$$

It is then natural to consider the $\operatorname{set}^{8}$

$$
\Gamma=\left\{k \in \mathbb{Z}^{2}:\langle k\rangle \leqslant \max \left\{\left[\nu^{-2} B\right]^{1 / \gamma}, K\right\}=: L\right\} .
$$

Hence,

$$
\sup _{k \notin \Gamma} \frac{\left\langle A^{-1} k\right\rangle^{\alpha\left(A^{-1} k\right)}}{\langle k\rangle^{\alpha(k)}} \leqslant v^{2}
$$

Define the weak norm,

$$
\|h\|_{w}^{2}=\sum_{k \in \Gamma}\left|\hat{h}_{k}\right|^{2}
$$

We can then write

$$
\begin{equation*}
\|\mathcal{L} h\|_{p \alpha} \leqslant \sqrt{v^{2 p}\|h\|_{p \alpha}^{2}+B\|h\|_{w}^{2}} \leqslant v^{p}\|h\|_{p \alpha}+B^{2 p} L^{p}\|h\|_{w} \tag{3.3.3}
\end{equation*}
$$

Problem 3.7. Use equation (3.3.3) to obtain a Lasota-Yorke type inequality and deduce the quasi compactness of $\mathcal{L}$ (recall Remark 1.2).

[^36]For the reader's amusement, let us deduce quasi-compactness by an alternative argument. Note that setting $P h(x)=\sum_{k \in \Gamma} \hat{h}_{k} e^{2 \pi\langle k, x\rangle}$ we have

$$
\|\mathcal{L}(1-P) h\|_{p \alpha} \leqslant v^{p}\|h\|_{p \alpha} .
$$

We can then set $A=\mathcal{L} P$ and $Q=\mathcal{L}(1-P)$, then, for each $\mu>v^{p}$, we can write

$$
(\mu \mathbb{1}-\mathcal{L})=(\mathbb{1} \mu-Q)^{-1}\left(\mathbb{1}-A(\mathbb{1} \mu-Q)^{-1}\right) .
$$

The claim follows then by the Analytic Fredholm alternative. We then conclude that the essential spectrum of $\mathcal{L}$ when acting on the Banach space obtained by closing $\mathcal{C}^{\infty}$ with respect to the norm $\|\cdot\|_{p \alpha}$ is contained in the set $\{z \in \mathbb{C}:|z| \leqslant$ $\left.v^{p}\right\}$. To study the discrete spectrum and obtain independently that it consists only of $\{1\}$ requires a little extra argument that we postpone to the end of Section 3.4, see Lemma 3.12 if you cannot contain your curiosity.

The above is not as precise as our explicit computation (also due to the choice to reduce the technicalities to a bare minimum) but it provides the main idea for a much more far reaching approach.

### 3.4 A simple class of geometric norms

We have seen how the anisotropy of the dynamics can be reflected by the norms using a weight (at one time called escape function) in the Fourier transform. Here we present (always in a simplified manner, adapted to the special case at hand) a different, more geometric, approach that has both advantages (it has been adapted to more general systems, e.g. Baladi, Demers, and Liverani (2018)) and disadvantages (for example, the dual of the space is not a space of the same type). The presentation is a bit more detailed than the one in Section 3.3 as we will use it as the basis for further generalizations, see Chapter 4.

Let $\partial_{u} \varphi=\left\langle v^{u}, \nabla \varphi\right\rangle$, fix $\delta>0, \varphi \in \mathcal{C}_{0}^{\infty}([-\delta, \delta], \mathbb{C})$ and $h \in \mathcal{C}^{\infty}\left(\mathbb{T}^{2}, \mathbb{C}\right)$. Define, ${ }^{9}$

$$
\begin{align*}
& |\varphi|_{q}=\sup _{q^{\prime} \leqslant q} \sup _{t \in \mathbb{R}}\left|\varphi^{\left(q^{\prime}\right)}(t)\right| \\
& B_{q}=\left\{\varphi \in \mathcal{C}_{0}^{\infty}([-\delta, \delta], \mathbb{C}):|\varphi|_{q} \leqslant 1\right\}  \tag{3.4.1}\\
& \|h\|_{p, q}=\sup _{x \in \mathbb{T}^{2}} \sup _{p^{\prime} \leqslant p} \sup _{\varphi \in B_{q}} \int_{-\delta}^{\delta}\left(\partial_{u}^{p^{\prime}} h\right)\left(x+t v^{s}\right) \cdot \varphi(t) d t .
\end{align*}
$$

[^37]We will call $\mathcal{B}^{p, q}$ the completion of $\mathcal{C}^{\infty}$ with respect to the above norm. The first thing we want to understand is which kinds of objects we obtain by this completion. The next Lemma shows that we are inside the usual space of distributions.
Lemma 3.8. For each $p, q \in \mathbb{N}, p>0$, we have $\boldsymbol{i}: \mathcal{B}^{p, q} \rightarrow \mathcal{C}^{q}\left(\mathbb{T}^{2}, \mathbb{C}\right)^{*}$, where $i$ is bounded and one-to-one.
Proof. As usual, define $\boldsymbol{i}: \mathcal{C}^{\infty}\left(\mathbb{T}^{2}, \mathbb{C}\right) \rightarrow \mathcal{C}^{q}\left(\mathbb{T}^{2}, \mathbb{C}\right)^{*}$ by $\boldsymbol{i}(h)(\varphi)=\int_{\mathbb{T}^{2}} \varphi h$.
Let $\left\{\phi_{j}\right\}_{j=1}^{N}$ be a smooth partition of unity such that supp $\phi_{j}$ is contained in a ball of radius $\delta / 2$ with centre $x_{j}$. Let $h \in \mathcal{C}^{\infty}\left(\mathbb{T}^{2}, \mathbb{C}\right)$. For each $\varphi \in \mathcal{C}^{q}\left(\mathbb{T}^{2}, \mathbb{C}\right)$ we have

$$
\begin{aligned}
|\boldsymbol{i}(h)(\varphi)| & =\left|\int_{\mathbb{T}^{2}} h \varphi\right| \leqslant \sum_{j}\left|\int_{\mathbb{T}^{2}} h \varphi \phi_{j}\right| \\
& \leqslant \sum_{j} \int_{-\delta}^{\delta} d s\left|\int_{-\delta}^{\delta} d t h\left(x_{j}+s v^{s}+t v^{u}\right)\left(\varphi \phi_{j}\right)\left(x_{j}+s v^{s}+t v^{u}\right)\right| \\
& \leqslant 2 \delta\|h\|_{0, q} \sum_{j}\left|\varphi \phi_{j}\right|_{\mathcal{C}^{q}} \leqslant C_{\delta, q}\|h\|_{p, q}|\varphi|_{\mathcal{C}^{q}}
\end{aligned}
$$

From which it follows that $\boldsymbol{i}$ is bounded and can be extended to $\mathcal{B}^{p, q}$.
Fix $g \in \mathcal{C}_{0}^{\infty}\left([-1,1], \mathbb{R}_{+}\right), \int g=1$. For each $x \in \mathbb{T}^{2}, \varphi \in \mathcal{C}_{0}^{\infty}([-\delta, \delta], \mathbb{C})$ and $\varepsilon>0$ define

$$
\varphi_{\varepsilon}(y)=\varphi\left(\left\langle y-x, v^{s}\right\rangle\right) g\left(\left\langle y-x, v^{u}\right\rangle \varepsilon^{-1}\right) \varepsilon^{-1}
$$

Then, for $h \in \mathcal{C}^{\infty}\left(\mathbb{T}^{2}, \mathbb{C}\right)$ we have

$$
\begin{aligned}
\int h \varphi_{\varepsilon} & =\int d s g(s \varepsilon) \varepsilon^{-1} \int d t h\left(x+s v^{u}+t v^{s}\right) \varphi(t) \\
& =\int d t h\left(x+t v^{s}\right) \varphi(t)+\mathcal{O}\left(\varepsilon\|h\|_{1, q}\right)
\end{aligned}
$$

Finally, suppose $\boldsymbol{i}(h)=0$ for some $h \in \mathcal{B}^{p, q}$. Let $h_{n} \subset \mathcal{C}^{\infty}$ such that $h_{n} \rightarrow h$ in $\mathcal{B}^{p, q}$, then

$$
\begin{aligned}
0=\boldsymbol{i}(h)\left(\varphi_{\varepsilon}\right) & =\lim _{n \rightarrow \infty} \int h_{n} \varphi_{\varepsilon} \\
& =\lim _{n \rightarrow \infty} \int d t h_{n}\left(x+t v^{s}\right) \varphi(t)+\mathcal{O}\left(\varepsilon\left\|h_{n}\right\|_{1, q}\right) \\
& =\int d t h\left(x+t v^{s}\right) \varphi(t)+\mathcal{O}\left(\varepsilon\|h\|_{1, q}\right)
\end{aligned}
$$

Taking the limit $\varepsilon \rightarrow 0$ we obtain

$$
0=\int d t h\left(x+t v^{s}\right) \varphi(t)
$$

Also, since $\boldsymbol{i}(h)\left(\partial_{u}^{p^{\prime}} \varphi_{\varepsilon}\right)=0$, arguing as before and integrating by parts yields, for all $p^{\prime} \leqslant p$,

$$
0=\int d t \partial_{u}^{p^{\prime}} h\left(x+t v^{s}\right) \varphi(t)
$$

Taking the sup on $x$ we obtain $\|h\|_{p, q}=0$. Hence $\boldsymbol{i}$ is injective.
Before continuing it is convenient to make sure that the derivative acts in the natural way on the spaces $\mathcal{B}^{p, q}$.

Lemma 3.9. For each $p, q \in \mathbb{N}$ the operator $\partial_{u}$ is bounded as an operator from $\mathcal{B}^{p+1, q}$ to $\mathcal{B}^{p, q}$ and $\partial_{s}$ is bounded as an operator from $\mathcal{B}^{p, q}$ to $\mathcal{B}^{p, q+1}$. Moreover, their kernels consist of the constant functions.

Proof. The boundedness follows immediately from the definition of the norms (and integration by parts in the case of $\partial_{s}$ ).

Next, for each $h \in \mathcal{C}^{\infty}, x \in \mathbb{T}^{2}$ and $\varphi \in \mathcal{C}_{0}^{q+1}([-\delta, \delta], \mathbb{C})$ let us define

$$
h_{\varphi}(x)=\int_{-\delta}^{\delta} h\left(x+t v^{s}\right) \varphi(t) d t
$$

Then

$$
\begin{aligned}
& \partial_{u} h_{\varphi}(x)=\int_{-\delta}^{\delta} \partial_{u} h\left(x+t v^{s}\right) \varphi(t) d t \\
& \partial_{s} h_{\varphi}(x)=\int_{-\delta}^{\delta} \frac{d}{d t} h\left(x+t v^{s}\right) \varphi(t) d t=-\int_{-\delta}^{\delta} h\left(x+t v^{s}\right) \varphi^{\prime}(t) d t
\end{aligned}
$$

It follows that $\left\|\nabla h_{\varphi}\right\|_{\infty} \leqslant\|h\|_{1, q}|\varphi|_{q+1}$. Hence, for $h \in \mathcal{B}^{p, q}$ and $\varphi \in \mathcal{C}^{q+1}$ we have that $h_{\varphi}$ is Lipschitz (which follows by density of $\mathcal{C}^{\infty}$ in $\mathcal{B}^{p, q}$ ).

We can now study the equation

$$
\partial_{u} h=0
$$

for $h \in \mathcal{B}^{p+1, q}$. Let $\varphi \in \mathcal{C}^{\infty}$. Then we have $h_{\varphi} \in \mathcal{C}^{1}$ and $\partial_{u} h_{\varphi}=0$. This implies $h_{\varphi}=$ const. Accordingly, for each set $Q_{x, \delta}=\left\{x+s v^{s}+t v^{u}: t, s \in[-\delta, \delta]\right\}$ and $\varphi \in \mathcal{C}_{0}^{\infty}\left(Q_{x, \delta}, \mathbb{C}\right)$,

$$
\begin{aligned}
\int_{\mathbb{T}^{2}} h \varphi & =\int_{-\delta}^{\delta} d t \int_{-\delta}^{\delta} d s h\left(x+t v^{u}+s v^{s}\right) \varphi\left(x+t v^{u}+s v^{s}\right) \\
& =\int_{-\delta}^{\delta} d t \int_{-\delta}^{\delta} d s h\left(x+s v^{s}\right) \varphi\left(x+t v^{u}+s v^{s}\right)
\end{aligned}
$$

We can then set $\tilde{\varphi}_{x}(s)=\int_{-\delta}^{\delta} d t \varphi\left(x+t v^{u}+s v^{s}\right)$ and obtain

$$
\begin{aligned}
\int_{\mathbb{T}^{2}} h \varphi & =h_{\tilde{\varphi}_{x}}(x)=\int_{\mathbb{T}^{2}} h_{\tilde{\varphi}_{x}}(y) d y=\int_{\mathbb{T}^{2}} d y \int_{-\delta}^{\delta} d s h\left(y+s v^{s}\right) \tilde{\varphi}_{x}(s) \\
& =\int_{\mathbb{T}^{2}} h \int_{\mathbb{T}^{2}} \varphi
\end{aligned}
$$

This shows that $h-\int h$ is zero as a distribution, but then, by Lemma 3.8 it is zero in $\mathcal{B}^{p+1, q}$, thus the Lemma. Similar arguments hold for the study of the kernel of $\partial_{s}$.

Lemma 3.10. For each $p, q \in \mathbb{N}$ we have that $\mathcal{B}^{p+1, q-1}$ embeds compactly in $\mathcal{B}^{p, q}$.

Proof. Since the spaces are separable, it suffices to prove that each sequence $\left\{h_{n}\right\} \subset$ $\mathcal{C}^{\infty}\left(\mathbb{T}^{2}, \mathbb{C}\right),\left\|h_{n}\right\|_{p+1, q-1} \leqslant 1$, admits a convergent subsequence. Using the language of Lemma 3.9, for each $\varepsilon>0$, let $\left\{x_{i}\right\}_{i \in I_{\varepsilon}}$ be a finite $\varepsilon$ dense set. Then for each $h \in \mathcal{C}^{\infty}, \varphi \in B_{q+1}$ there exists $x_{i}$ such that $\left\|x-x_{i}\right\| \leqslant \varepsilon$ and

$$
\left|h_{\varphi}(x)-h_{\varphi}\left(x_{i}\right)\right| \leqslant \varepsilon\left\|\nabla h_{\varphi}\right\|_{\infty} \leqslant \varepsilon\|h\|_{1, q} .
$$

On the other hand, if $|\varphi-\widetilde{\varphi}|_{q} \leqslant \varepsilon$, then

$$
\left|h_{\varphi}\left(x_{i}\right)-h_{\widetilde{\varphi}}\left(x_{i}\right)\right| \leqslant \varepsilon\|h\|_{0, q}
$$

Finally, since the set $B_{q+1}$ is compact in $B_{q}$, there exists a finite set $\left\{\varphi_{j}\right\}_{j \in J_{\varepsilon}} \subset$ $B_{q+1}$ such that, for all $\varphi \in B_{q+1}, \inf _{j}\left|\varphi-\varphi_{j}\right|_{\mathcal{C}^{q}} \leqslant \varepsilon$. Accordingly,

$$
\|h\|_{p, q+1} \leqslant \sup _{(i, j) \in I_{\varepsilon} \times J_{\varepsilon}}\left|h_{\varphi_{j}}\left(x_{i}\right)\right|+\varepsilon\|h\|_{p+1, q}
$$

We can then conclude by the usual diagonal trick: Note that, for each $\varepsilon>0$, the set $\left\{\left(h_{n}\right)_{\varphi_{j}}\left(x_{i}\right)\right\}$ is bounded, thus contained in a compact set, hence it is possible to extract a subsequence $\left\{h_{n_{k}}\right\}$ such that each sequence $\left(h_{n_{k}}\right)_{\varphi_{j}}\left(x_{i}\right)$ is convergent. Accordingly, we can set $\varepsilon_{m}=2^{-m}$, and construct recursively the sequences $\left\{h_{n_{m, k}}\right\} \subset\left\{h_{n_{m-1, k}}\right\},\left\{h_{n_{0, k}}\right\}=\left\{h_{k}\right\}$ such that for each $m$ there exists $K_{m} \in \mathbb{N}$ such that, for all $k, k^{\prime} \geqslant K_{m}$,

$$
\left\|h_{n_{m, k}}-h_{n_{m, k^{\prime}}}\right\| \leqslant 2 \varepsilon_{m}
$$

We can then choose the sequence $\tilde{h}_{m}=h_{n_{m, K m}}$, it is easy to check that this is a convergent subsequence.

Having thus described the Banach space, it is now time to study how the transfer operator acts on it.

Lemma 3.11 (Lasota-Yorke type inequality). For each $h \in \mathcal{C}^{\infty}$ and $p, q \in \mathbb{N}$ we have

$$
\begin{aligned}
& \left\|\mathcal{L}^{n} h\right\|_{p, q} \leqslant C_{\#}\|h\|_{p, q} \\
& \left\|\mathcal{L}^{n} h\right\|_{p, q} \leqslant C_{\#} \lambda^{-\min \{p, q\} n}\|h\|_{p, q}+C_{\#}\|h\|_{p-1, q+1}
\end{aligned}
$$

Proof. Let $h \in \mathcal{C}^{\infty}$ and $\varphi \in \mathcal{C}_{0}^{q}([-a, a], \mathbb{C})$, then

$$
\begin{aligned}
\int_{-a}^{a}\left(\mathcal{L}^{n} h\right)\left(x+t v^{s}\right) h \varphi(t) d t & =\int_{-a}^{a} h\left(x+t \lambda^{n} v^{s}\right) \varphi(t) d t \\
& =\lambda^{-n} \int_{-\lambda^{n} a}^{\lambda^{n} a} h\left(x+t v^{s}\right) \varphi\left(\lambda^{-n} t\right) d t
\end{aligned}
$$

Next, we consider a $\mathcal{C}^{\infty}$ partition of unity $\left\{\phi_{i}\right\}$ of $\mathbb{R}$ such that the elements have support of size $\delta$ and $\left\|\phi_{i}\right\|_{C^{q+1}} \leqslant C$, for some fixed $C>0$. Clearly $\left[-\lambda^{n} a, \lambda^{n} a\right]$ intersects, at most, $4 \lambda^{n}+1 \leqslant 5 \lambda^{n}$ such elements. Let $t_{i}$ belong to the support of $\phi_{i}$. Then

$$
\begin{aligned}
\left|\int_{a}^{a}\left(\mathcal{L}^{n} h\right)\left(x+t v^{s}\right) h \varphi(t) d t\right| & \leqslant \sum_{i} \lambda^{-n}\left|\int_{t_{i}-\delta}^{t_{i}+\delta} h\left(x+t v^{s}\right) \varphi\left(\lambda^{-n} t\right) \phi_{i}(t) d t\right| \\
& =\sum_{i} \lambda^{-n}\|h\|_{0, q} \leqslant 5\|h\|_{0, q}
\end{aligned}
$$

This proves the first inequality of the Lemma for $p=0$. To treat $p>0$ define $\varphi_{i}(t)=\sum_{j=0}^{q-1} \frac{\varphi^{j}\left(\lambda^{-n} t_{i}\right)}{j!} \lambda^{-n j}\left(t-t_{i}\right)^{j}$ and redo the above computation as follows:

$$
\begin{aligned}
\int_{a}^{a}\left(\mathcal{L}^{n} h\right)\left(x+t v^{s}\right) h \varphi(t) d t= & \sum_{i} \lambda^{-n} \int_{t_{i}-\delta}^{t_{i}+\delta} h\left(x+t v^{s}\right) \varphi\left(\lambda^{-n} t\right) \phi_{i}(t) d t \\
= & \sum_{i} \lambda^{-n} \int_{t_{i}-\delta}^{t_{i}+\delta} h\left(x+t v^{s}\right)\left[\varphi\left(\lambda^{-n} t\right)-\varphi_{i}(t)\right] \phi_{i}(t) d t \\
& +\sum_{i} \lambda^{-n} \int_{t_{i}-\delta}^{t_{i}+\delta} h\left(x+t v^{s}\right) \varphi_{i}(t) \phi_{i}(t) d t
\end{aligned}
$$

To continue notice that

$$
\left|\int_{t_{i}-\delta}^{t_{i}+\delta} h\left(x+t v^{s}\right) \varphi_{i}(t) \phi_{i}(t) d t\right| \leqslant C|\varphi|_{q}\|h\|_{0, q+1}
$$

and

$$
\left|\varphi\left(\lambda^{-n} \cdot\right)-\varphi\left(\lambda^{-n} t_{i}\right)\right|_{q} \leqslant C|\varphi|_{q} \lambda^{-n q}
$$

The above yields

$$
\left\|\mathcal{L}^{n} h\right\|_{0, q} \leqslant C \lambda^{-n q}\|h\|_{0, q}+C\|h\|_{0, q+1}
$$

Next, notice that

$$
\int_{-a}^{a} \partial_{u}^{p}\left(\mathcal{L}^{n} h\right)\left(x+t v^{s}\right) h \varphi(t) d t=\lambda^{-n p} \int_{-a}^{a}\left(\mathcal{L}^{n}\left[\partial_{i}^{p} h\right]\right)\left(x+t v^{s}\right) h \varphi(t) d t
$$

which, remembering Equation (3.4.2), implies

$$
\|h\|_{p, q} \leqslant 5 \lambda^{-n p}\|h\|_{p, q}+C \sum_{i=0}^{p-1} \lambda^{n(p-i+q)}\left\|\partial_{u}^{i} h\right\|_{0, q}+C\|h\|_{p-1, q+1}
$$

which proves the Lemma.
The above, together with Lemma 3.10, allows us to apply Theorem 1.1 and conclude that the essential spectrum of $\mathcal{L}$, when acting on $\mathcal{B}^{p, q}$, is bounded by $\lambda^{-\min \{p, q\}}$. To complete our alternative derivation of the results obtained by Fourier Transform we need to understand the discrete spectrum.

Lemma 3.12. For each $p, q \in \mathbb{N}$ we have $\sigma_{\mathcal{B}^{p, q}}(\mathcal{L}) \cap\left\{z \in \mathbb{C}:|z|>\lambda^{-p}\right\}=$ $\{1\}$.

Proof. Suppose that $\mathcal{L} h=\mu h,|\mu|>\lambda^{-p}$. Then

$$
\mu \partial_{u} h=\partial_{u} \mathcal{L} h=\lambda^{-1} \mathcal{L} \partial_{u} h
$$

Thus $\partial_{u} h \in \mathcal{B}^{p-1, q}$ is an eigenvector of $\mathcal{L}$ with eigenvalue $\lambda \mu$. Doing it $p$ times we have that $\partial_{u}^{p} h \in \mathcal{B}^{0, q}$ is an eigenvector with eigenvalue $\lambda^{p} \mu$, but $\left|\lambda^{p} \mu\right|>1$ while the spectral radius of $\mathcal{L}$ is bounded by one, hence it must be $\partial_{u}^{p} h=0$. But then Lemma 3.9 implies that $\partial_{u}^{p-1} h$ is constant. Integrating we see that the constant is zero. Iterating this argument $p$ times we have $h=$ const, but then $\mu=1$.

## Uniformly <br> hyperbolic maps and <br> Banach spaces

In this section we build on what we have learned in the previous sections to treat the general non-linear case in which expanding and contracting directions are both present simultaneously but there is no neutral direction.

The goal is to develop Banach spaces on which the transfer operator has nice properties. This can be done in various ways: Baladi and Tsujii (2007, 2008), Blank, Keller, and Liverani (2002), Faure, Roy, and Sjöstrand (2008), and Gouëzel and Liverani $(2006,2008)$. Here we will describe the so called geometric approach which generalizes the construction detailed in Section 3.4. Alternative approaches are the Sobolev space approach and the (similar) semiclassical approach, which generalise the norms detailed in Section 3.3. The description below is intended as an introduction, see Gouëzel and Liverani $(2006,2008)$ for more details and Baladi (2018) for a much more in-depth discussion of all the different functional spaces.

In the geometrical approach one would like to divide the stable and unstable directions in such a way that one can integrate along the stable direction, similarly to what we did in Section 3.4. The simplest possible generalization would be to integrate on pieces of stable manifold (as in Section 3.4). This is possible (it was
indeed the case in the first successful attempts to construct such spaces Blank, Keller, and Liverani (2002)) but it has the drawback that the Banach space depends strongly on the map. Such a feature is very inconvenient if one wants to study an open set of maps, a necessity when investigating the dependence of the SRB measure on some parameter or in the study of random maps. The construction described in the following avoids such a problem, at the price of some extra work.

The type of result that can be obtained with the machinery described in this chapter are as follows: ${ }^{1}$

Theorem 4.1. If $M$ is a compact Riemannian manifold and $f \in \operatorname{Diff}^{r}(M)$ is Anosov and topologically transitive, ${ }^{2}$ then there exist a unique measure (the Sinai-Ruelle-Bowen measure) $\mu$ and $\gamma>0$, such that, for each $\varphi, h \in$ $c C^{\alpha}, \alpha>0$,

$$
\left|\int_{M} \varphi \circ f^{n} h-\int_{M} \varepsilon d \mu \int_{M} h\right| \leqslant C_{\#}\|\varphi\|_{C^{\alpha}}\|h\|_{C^{\alpha} e^{-\gamma n}} .
$$

Our strategy is to prove Theorem 4.1 using Hennion's Theorem Theorem B.14. To this end we need a Lasota-Yorke type inequality and a compactness result.

The actual details depend on the choice of the Banach spaces. For example, Lemma 4.9 and Lemma 4.16 will do. Given this ingredients the proof of Theorems like Theorem 4.1 are standard and we leave to the reader to fill the details in complete analogy with what we have done before.

Also we do not provide a detailed description of the statistical and stability properties that can be derived with the present approach (a part form a brief discussion in Section 4.5) as they are either totally general facts (as the ones discussed in Appendix C) or can be obtained in complete analogy with the arguments used in the first chapters.

### 4.1 Anosov maps

Let us define more precisely the class of maps we want to study: $\mathcal{C}^{r}$ Anosov maps, $r \geqslant 2$. A diffeomorphism $f \in \operatorname{Diff}^{r}(M, M),{ }^{3}$ where $M$ is a $d$-dimensional compact Riemannian manifold, is called an Anosov map if there exist two uniformly

[^38]transversal closed, continuous cones fields $C^{u}(x), C^{s}(x) \subset T_{x} M$ and $\lambda>1$ such that $D_{x} f C^{u}(x) \subset \operatorname{int} C^{u}(f(x)) \cup\{0\}, D_{x} f^{-1} C^{s}(x) \subset \operatorname{int} C^{s}\left(f^{-1}(x)\right) \cup\{0\}$ and
\[

$$
\begin{align*}
& \left\|D_{x} f v\right\|>\lambda\|v\| \quad \forall v \in C^{u}(x) \\
& \left\|D_{x} f^{-1} v\right\|>\lambda\|v\| \quad \forall v \in C^{s}(x) \tag{4.1.1}
\end{align*}
$$
\]

Note that in higher dimensions, cones can have a variety of shapes. ${ }^{4}$ We ask that for each $v \in C^{u}(x)$ there exists a $d^{u}$ dimensional subspace $E$ of $T_{x} M$ such that $v \in E \subset C^{u}(x)$, and for each $v \in C^{s}(x)$ there exists a $d^{s}$ dimensional subspace $E$ of $T_{x} M$ such that $v \in E \subset C^{s}(x){ }^{5}$

It is well known that the above cone invariant and contracting properties are equivalent to the existence of two invariant distributions, Katok and Hasselblatt (1995). More precisely: at each point $x \in M$ there exist two transversal subspaces $E^{s}(x) \subset C^{s}(x)$ and $E^{u}(x) \subset C^{u}(x)$ such that $D f E^{u / s}(x)=E^{u / s}(f(x))$ and, in addition, $E^{u / s}(x)$ vary in a Hölder continuous way with respect to $x$.

It is possible to choose an atlas $\left\{U_{i}\right\}_{i=1}^{N}$ so that for each $U_{i}$ there exists a special point $x_{i} \in U_{i}$, call it the centroid, such that $D_{x_{i}} \phi_{i} E^{s}\left(x_{i}\right)=\left\{(\xi, 0): \xi \in \mathbb{R}^{d_{s}}\right\}$ and $D_{x_{i}} \phi_{i} E^{u}\left(x_{i}\right)=\left\{(0, \eta): \eta \in \mathbb{R}^{d_{u}}\right\}$. Also, without loss of generality, we can assume that $\phi_{i}\left(x_{i}\right)=0$ and $\phi_{i}\left(U_{i}\right)=B_{d_{s}}\left(0, r_{i}\right) \times B_{d_{u}}\left(0, r_{i}\right)$ where, for all $d^{\prime} \in \mathbb{N}$ and $z \in \mathbb{R}^{d^{\prime}}, B_{d^{\prime}}(z, r)=\left\{x \in \mathbb{R}^{d^{\prime}}:\|z-x\|<r\right\}$. Clearly, there exists $\delta>0$ such that $M=\cup_{i} \phi_{i}^{-1}\left(B_{d_{s}}\left(0, r_{i}-2 \delta\right) \times B_{d_{u}}\left(0, r_{i}-2 \delta\right)\right)=: \cup_{i} \widehat{U}_{i}$. In other words, a small shrinking $\left\{\left(\widehat{U}_{i}, \phi_{i}\right)\right\}_{i=1}^{N}$ of the charts still forms an atlas. Finally, we can always arrange so that (4.1.1) holds with respect to the Euclidean norm in the charts for vectors in $\left\{(0, \eta): \eta \in \mathbb{R}^{d_{u}}\right\}$ and $\left\{(\xi, 0): \eta \in \mathbb{R}^{d_{s}}\right\}$, respectively. ${ }^{6}$

By the continuity of the distributions and the contraction of the cones it follows that, provided the $r_{i}$ are chosen small enough, the constant cones $C_{*}^{s}=\{(\xi, \eta) \in$ $\left.\mathbb{R}^{d}:\|\eta\| \leqslant\|\xi\|\right\}$ and $C_{*}^{u}=\left\{(\xi, \eta) \in \mathbb{R}^{d}:\|\xi\| \leqslant\|\eta\|\right\}$, are invariant. That is, when the composition makes sense,

$$
\begin{align*}
& D \phi_{j} D f D \phi_{i}^{-1} C_{*}^{u} \subset \operatorname{int} C_{*}^{u} \cap\{0\} \\
& D \phi_{j} D f^{-1} D \phi_{i}^{-1} C_{*}^{s} \subset \operatorname{int} C_{*}^{s} \cap\{0\} .
\end{align*}
$$

[^39]Remark 4.2. Maps for which there exist cones $C_{*}^{u / s}$ that satisfy (4.1.2) and the equivalent of (4.1.1), with respect to the Euclidean norm in the charts, are called cone hyperbolic. Note that if the map is smooth we just argued that cone hyperbolic is equivalent to Anosov. Yet, the notion of cone hyperbolicity applies more generally, for example to piecewise smooth maps, see Baladi and Gouëzel (2010).

Remark 4.3. Note that $\underset{\sim}{f} f$ is cone hyperbolic, then there exists a neighbourhood $\mathcal{U} \subset \mathcal{C}^{1}$ such that each $\widetilde{f} \in \mathcal{U}$ is cone hyperbolic with respect to the same cones. ${ }^{7}$

### 4.1.1 Transfer operator

Let us compute the Transfer operator. A change of variables yields ${ }^{8}$

$$
\int_{M} h \cdot \varphi \circ f=\int_{M} h \circ f^{-1}|\operatorname{det} D f|^{-1} \circ f^{-1} \varphi .
$$

It is then natural to define, for each $h \in \mathcal{C}^{0}$, the transfer operator

$$
\begin{equation*}
\mathcal{L} h(x)=\left(h|\operatorname{det} D f|^{-1}\right) \circ f^{-1}(x) \tag{4.1.3}
\end{equation*}
$$

The reader can easily check that

$$
\mathcal{L}^{n} h=\left(h\left|\operatorname{det} D f^{n}\right|^{-1}\right) \circ f^{-n}
$$

Since

$$
\int_{M}|\mathcal{L} h|=\int_{M} \mathcal{L}|h| \cdot 1=\int_{M}|h| \cdot 1 \circ f=\int_{M}|h|
$$

$\mathcal{L}$ is a contraction in the $L^{1}$ norm. Hence we would like to define, as in the previous chapter, a norm for which the spectral radius is one and the essential spectral radius is strictly smaller. In other words, we would like a Banach space on which $\mathcal{L}$ has spectral radius one and is quasi-compact.

[^40]
### 4.2 A set of almost stable manifolds

By the general theory of hyperbolic systems, Katok and Hasselblatt (1995), a less local statement also holds for Anosov diffeomorphisms: there exist two invariant foliations, the stable and unstable foliations. More precisely, at each point $x \in$ $M$ there exist two local $\mathcal{C}^{r}$-manifolds $W^{s}(x), W^{u}(x)$, of fixed size, such that $W^{s}(x) \cap W^{u}(x)=\{x\}$ and, for each $y \in W^{s / u}(x), E^{s / u}(y)$ is the tangent space to $W^{s / u}(x)$ at $y$. The invariance means that $f W^{u}(x) \supset W^{u}(f(x))$ and $f W^{s}(x) \subset W^{s}(f(x))$.

Clearly the above foliations yield a natural candidate for the direction on which to integrate and indeed this was the original approach in Blank, Keller, and Liverani (2002). However, as already mentioned, such a choice has at least two drawbacks: first, although the manifolds are as regular as the map, the foliation is, in general, only Hölder, Katok and Hasselblatt (1995). Second, if one would like to have a Banach space in which to analyze not just one map but an open set of maps, then it is necessary to integrate on manifolds that are relatively independent of the map. Both problems have been solved in Gouëzel and Liverani (2006), the idea being to introduce an "invariant" set of manifolds rather than an invariant distribution (in some sense, the equivalent of an invariant cone, see Remark 4.3).

To make precise the above idea it is more transparent to work in charts. Let, $\delta>0$ be small enough and define

$$
\Sigma_{i}^{r}=\left\{G \in \mathcal{C}^{r}\left(\mathbb{R}^{d_{s}}, \mathbb{R}^{d_{u}}\right):\|G\|_{\mathcal{C}^{0}} \leqslant r_{i} ;\|D G\|_{r}^{*} \leqslant 1\right\}
$$

where $\|\cdot\|_{r}^{*}$ is equivalent to the $\|\cdot\|_{\mathcal{C}^{r-1}}$ norm and will be defined in Equation (4.2.2).

Given $G \in \Sigma_{i}^{r}$ we have $(y, G(y)) \in B_{d_{s}}\left(0, r_{i}\right) \times B_{d_{u}}\left(0, r_{i}\right)$ for all $y \in$ $B_{d_{s}}\left(0, r_{i}\right)$, thus the manifolds

$$
\begin{equation*}
W_{i, z, G}=\left\{\phi_{i}^{-1}(y, G(y))\right\}_{y \in B_{d_{s}}(z, \delta)} ; \quad \widetilde{W}_{i, z, G}=\left\{\phi_{i}^{-1}(y, G(y))\right\}_{y \in B_{d_{s}}(z, 2 \delta)} \tag{4.2.1}
\end{equation*}
$$

are well defined $d_{s}$ dimensional $\mathcal{C}^{r}$ submanifolds of $M$ for any $i \in\{1, \ldots, N\}$, $z \in B_{d_{s}}\left(0, r_{i}-2 \delta\right)$ and $G \in \Sigma_{i}^{r}$. We finally define the announced set of manifolds:

$$
\begin{equation*}
\Sigma^{r}=\bigcup_{i=1}^{N} \bigcup_{z \in B_{d_{s}}}\left(0, r_{i}-2 \delta\right) \bigcup_{G \in \Sigma_{i}^{r}} W_{i, z, G} \tag{4.2.2}
\end{equation*}
$$

Given $W=W_{i, z, G} \in \Sigma^{r}$ we will call $\widetilde{W}=\widetilde{W}_{i, z, G}$ its enlargement.

The above set of manifolds will play the role of the invariant stable foliation (but it is much more flexible) as is illustrated by the next Lemma.

Lemma 4.4. For each Anosov map $f \in \operatorname{Diff}^{r}(M)$ there exist norms $\|\cdot\|_{\mathcal{C}^{r}}$ and $\|\cdot\|_{r}^{*}$, constants $\delta>0$ and $\bar{n} \in \mathbb{N}$ such that for all $W \in \Sigma^{r}$ and $n \geqslant \bar{n}$ there exist $m \in \mathbb{N}$ and a collection $\left\{W_{i}\right\}_{i=1}^{m} \subset \Sigma^{r}$ such that, ${ }^{9}$

$$
\overline{f^{-n} W} \subset \bigcup_{i=1}^{m} W_{i} \subset f^{-n}(\widetilde{W}) .
$$

Moreover, there exists a constant $C_{\delta}>0$, depending only on $\delta$, and a partition of unity of $f^{-n} \widetilde{W}$, subordinated to $\left\{W_{i}\right\}_{i=1}^{m} \cup\left\{f^{-n} \widetilde{W} \backslash \overline{f^{-n} W}\right\}$, with $\mathcal{C}^{r}$ norm bounded by $C_{\delta}$. That is, a set $\left\{\varphi_{i}\right\}_{i=1}^{m}$ of functions, from $f^{-n} \widetilde{W}$ to $[0,1]$, such that $\operatorname{supp} \varphi_{i} \subset W_{i}, \sup _{i}\left\|\varphi_{i}\right\|_{\mathcal{C}^{r}\left(W_{i}, \mathbb{R}\right)} \leqslant C_{\delta}$, and $\sum_{i=1}^{m} \varphi_{i}(x)=1$ for each $x \in \overline{f^{-n} W}$.

Proof. Since we will need to control high derivatives it is convenient to use the fact that, for each finite dimensional Banach algebra $\mathbb{A}, \mathcal{C}^{k}\left(\mathbb{R}^{d}, \mathbb{A}\right)$ is a Banach algebra as well, provided we choose the right weighted norm. For example

$$
\begin{align*}
& \|g\|_{\mathcal{C}^{0}}=\sup _{x \in \mathbb{R}^{d}}\|g(x)\| \\
& \|g\|_{\mathcal{C}^{k+1}}=\sup _{i}\left\|\partial_{x_{i}} g\right\|_{\mathcal{C}^{k}}+a\|g\|_{\mathcal{C}^{k}} \tag{4.2.3}
\end{align*}
$$

for $a \geqslant 2$ will do. Note that this implies ${ }^{10}$

$$
\begin{equation*}
\|g\|_{\mathcal{C}^{k}}=\sum_{j=0}^{k}\binom{k}{j} a^{k-j} \sup _{|\alpha|=j}\left\|\partial^{\alpha} g\right\|_{\infty} . \tag{4.2.4}
\end{equation*}
$$

From now on we use such a norm with an $a$ that will be chosen shortly.
Let $W \in \Sigma^{r}$ and $n \in \mathbb{N}$ large enough. Then $f^{-n} W$ will be a larger manifold and the distance between the boundaries $\partial f^{-n} W$ and $\partial f^{-n} \widetilde{W}$ will be (in charts) larger than 28 due to the backward expansion in the stable cone. First of all note that, for each point $x \in \overline{f^{-n} W}$ there exist $j_{x} \in\{1, \ldots N\}, z_{x} \in B_{d_{s}}\left(0, r_{j_{x}}-\right.$

[^41]28) and $G_{x} \in \mathcal{C}^{r}\left(\mathbb{R}^{d_{s}}, \mathbb{R}^{d_{u}}\right)$, with $x=\phi_{j_{x}}^{-1}\left(z_{x}, G_{x}\left(z_{x}\right)\right)$ and $\left\|G_{x}\right\|_{\infty} \leqslant r_{j_{x}}-$ 28, such that $\widetilde{W}_{j_{x}, z_{x}, G_{x}} \subset f^{-n} \widetilde{W}$. Then $\left\{W_{\left.j_{x_{k}}, z_{x_{k}}, G_{x_{k}}\right\}}\right\}$ covers the closure of a $\delta$ neighbourhood of $f^{-n} W$ in $f^{-n} \widetilde{W}$. Accordingly, we can extract a finite covering $\left\{W_{k}\right\}_{i=1}^{m}:=\left\{W_{j_{x_{k}}}, z_{x_{k}}, G_{x_{k}}\right\}$ of $\overline{f^{-n} W}$ by compactness. The existence of a partition of unity with the wanted properties and subordinated to the covering is a standard fact, see Hörmander (1990, Theorem 1.4.10).

To conclude it remains to show that $G_{x_{k}} \in \Sigma_{j_{x_{k}}}^{r}$. Note that, by hypothesis,

$$
D_{f(x)} \phi_{j} D_{x} f^{-\bar{n}} D_{\phi_{i}(x)} \phi_{i}^{-1}=\left(\begin{array}{ll}
A^{i, j}(x) & B^{i, j}(x) \\
C^{i, j}(x) & D^{i, j}(x)
\end{array}\right)=: \Xi^{i, j}(x)
$$

where, by construction, if $f^{\bar{n}}\left(x_{i}\right)=x_{j}$, then

$$
\Xi^{i, j}\left(x_{i}\right)=\left(\begin{array}{cc}
A_{*}^{i, j} & 0  \tag{4.2.5}\\
0 & D_{*}^{i, j}
\end{array}\right)
$$

with $\left\|\left(A_{*}^{i, j}\right)^{-1}\right\| \leqslant \lambda^{-\bar{n}}$ and $\left\|D_{*}^{i, j}\right\| \leqslant \lambda^{-\bar{n}}$. Thus, by continuity, for each $\gamma>0$ we can write

$$
\Xi^{i, j}=\Xi_{*}^{i, j}+\Delta^{i, j}
$$

where $\Xi_{*}^{i, j}$ is a constant matrix with the same properties of $\Xi^{i, j}\left(x_{i}\right)$ in (4.2.5) and

$$
\begin{equation*}
\left\|\Delta^{i, j}\right\|_{\infty} \leqslant \gamma \tag{4.2.6}
\end{equation*}
$$

provided the $r_{i} \geqslant 2 \delta$ have been chosen small enough.
If $W_{j, \zeta, H} \subset f^{-\bar{n}} W_{i, z, G}$, then setting $F(x)=\phi_{j} \circ f^{-\bar{n}} \circ \phi_{i}^{-1}$ we have that there exist $\alpha \in \mathcal{C}^{r}\left(D, B_{d_{s}}\left(0, r_{j}\right)\right), D \subset B_{d_{s}}\left(0, r_{i}\right)$, such that

$$
\begin{equation*}
F(x, G(x))=(\alpha(x), H(\alpha(x))) . \tag{4.2.7}
\end{equation*}
$$

Hence, for each $\xi \in \mathbb{R}^{d_{s}}$,

$$
(D \alpha \xi, D H \circ \alpha D \alpha \xi)=\Xi^{i, j}(\xi, D G \xi)=\left(\begin{array}{ll}
A^{i, j} & B^{i, j} \\
C^{i, j} & D^{i, j}
\end{array}\right)(\xi, D G \xi)
$$

which implies

$$
\begin{align*}
D \alpha & =A^{i, j}+B^{i, j} D G \\
D H & =\left\{\left(C^{i, j}+D^{i, j} D G\right)\left(A^{i, j}+B^{i, j} D G\right)^{-1}\right\} \circ \alpha^{-1} \\
& =\left\{\left(C^{i, j}+D^{i, j} D G\right)\left(\mathbb{1}+\left(A^{i, j}\right)^{-1} B^{i, j} D G\right)^{-1}\left(A^{i, j}\right)^{-1}\right\} \circ \alpha^{-1} . \tag{4.2.8}
\end{align*}
$$

To estimate the higher order derivatives it is convenient to consider $\Xi^{i, j}$ (and its block constituents) as an operator mapping a vector filed in the chart $i$ to a vector field in the chart $j$. The norm of such an operator is naturally defined to be ${ }^{11}$

$$
\|\Xi\|_{r}^{*}=\sup _{\|v\|_{\mathcal{C}^{r}} \leqslant 1}\|\Xi v\|_{\mathcal{C}^{r}}
$$

To estimate such a norm it is helpful the following results.
Sub-lemma 4.5. For each $r \in \mathbb{N}$ and $\Xi \in \mathcal{C}^{r}\left(\mathbb{R}^{d}, G L\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$

$$
\begin{equation*}
\sup _{|\alpha| \leqslant r} a^{-|\alpha|}\left\|\partial^{\alpha} \Xi\right\|_{\infty} \leqslant\|\Xi\|_{r}^{*} \leqslant e^{r}(r!)^{2} \sup _{|\alpha| \leqslant r} a^{-|\alpha|}\left\|\partial^{\alpha} \Xi\right\|_{\infty} \tag{4.2.9}
\end{equation*}
$$

Proof. Remembering (4.2.4) we have

$$
\begin{aligned}
\|\Xi v\|_{\mathcal{C}^{r}} & =\sum_{k=0}^{r}\binom{r}{k} a^{r-k} \sup _{|\alpha|=k}\left\|\partial^{\alpha}(\Xi v)\right\|_{\infty} \\
& \leqslant \sum_{k=0}^{r}\binom{r}{k} a^{r-k} \sum_{|\alpha|+|\beta|=k}\binom{k}{|\beta|}\left\|\partial^{\alpha} \Xi\right\|_{\infty}\left\|\partial^{\beta} v\right\|_{\infty} \\
& \leqslant \sum_{|\beta|=0}^{r} \sum_{k=|\beta|}^{r}\binom{r}{|\beta|} \frac{a^{r-k} r^{k-|\beta|}}{(k-|\beta|)!}\left\|\partial^{k-|\beta|} \Xi\right\|_{\infty}\left\|\partial^{\beta} v\right\|_{\infty} \\
& \leqslant \sum_{|\alpha|=0}^{r} \frac{a^{-|\alpha|} r^{|\alpha|} r!}{|\alpha|!}\left\|\partial^{\alpha} \Xi\right\|_{\infty}\|v\|_{\mathcal{C}^{r}} \\
& \leqslant e^{r}(r!)^{2} \sup _{|\alpha| \leqslant r} a^{-|\alpha|}\left\|\partial^{\alpha} \Xi\right\|_{\infty}\|v\|_{\mathcal{C}^{r}} .
\end{aligned}
$$

That is

$$
\|\Xi\|_{r}^{*} \leqslant e^{r}(r!)^{2} \sup _{|\alpha| \leqslant r} a^{-|\alpha|}\left\|\partial^{\alpha} \Xi\right\|_{\infty}
$$

On the other hand, if we restrict to $v$ that are constant vector fields with $\|v\|=1$ we have, for each $|\alpha| \leqslant r$,

$$
\left.\|\Xi\|_{r}^{*} \geqslant a^{-|\alpha|}\binom{r}{|\alpha|} \sup _{\|v\|=1} \|\left(\partial^{\alpha} \Xi\right) v\right)\left\|_{\infty} \geqslant a^{-|\alpha|}\right\| \partial^{\alpha} \Xi \|_{\infty}
$$

${ }^{11}$ Note that, by definition, $\|A B\|_{r}^{*} \leqslant\|A\|_{r}^{*}\|B\|_{r}^{*}$.

From Sub-lemma 4.5 and equation (4.2.6) it follows that, by choosing $a$ large enough (depending on $\gamma$ and $\bar{n}$ ),

$$
\left\|\Delta^{i, j}\right\|_{r}^{*} \leqslant C_{r} \gamma
$$

Accordingly, for each constant $C_{r, d}>1$, choosing $\gamma$ small enough and $\bar{n}$ large enough, we obtain

$$
\begin{align*}
& \sup _{i, j}\left\|B^{i, j}\right\|_{r}^{*}+\left\|C^{i, j}\right\|_{r}^{*} \leqslant \frac{1}{2 C_{r, d}} \\
& \sup _{i, j}\left\|\left(A^{i, j}\right)^{-1}\right\|_{r}^{*} \leqslant \frac{1}{2 C_{r, d}}  \tag{4.2.10}\\
& \sup _{i, j}\left\|D^{i, j}\right\|_{r}^{*} \leqslant \frac{1}{2 C_{r, d}} .
\end{align*}
$$

From the above and equation (4.2.8) it follows

$$
\begin{align*}
\left\|(D \alpha)^{-1}\right\|_{r}^{*} & =\left\|\left(\mathbb{1}+\left(A^{i, j}\right)^{-1} B^{i, j} D G\right)^{-1}\left(A^{i, j}\right)^{-1}\right\|_{r}^{*} \\
& \left.\leqslant \frac{1}{2 C_{r, d}} \sum_{k=0}^{\infty}\left(\|\left(A^{i, j}\right)^{-1} B^{i, j} D G\right)^{-1} \|_{r}^{*}\right)^{k} \leqslant \frac{2}{3 C_{r, d}} \tag{4.2.11}
\end{align*}
$$

Note that, by similar arguments, we can prove

$$
\begin{equation*}
\left\|\left((D \alpha)^{t}\right)^{-1}\right\|_{r}^{*} \leqslant \frac{2}{3 C_{r, d}} \tag{4.2.12}
\end{equation*}
$$

where $A^{t}$ is the transpose of the matrix $A$.
Unfortunately, to estimate (4.2.8) we need to control the norm of $\Xi \circ \alpha^{-1}$ rather than simply the norm of $\Xi$. To this end we need another technical Lemma.

Sub-lemma 4.6. For each $k \in \mathbb{N}$ and $\mathcal{C}^{k}$ function $g$, we have

$$
\left\|g \circ \alpha^{-1}\right\|_{\mathcal{C}^{k}} \leqslant\|g\|_{\mathcal{C}^{k}}
$$

Moreover

$$
\left\|\Xi \circ \alpha^{-1}\right\|_{*}^{r} \leqslant C_{r}\|\Xi\|_{*}^{r} .
$$

Proof. By equations (4.2.3) the Lemma is true for $k=0$. Moreover we can write

$$
\left\|g \circ \alpha^{-1}\right\|_{\mathcal{C}^{k+1}}=\sup _{i}\left\|\partial_{x_{i}}\left(g \circ \alpha^{-1}\right)\right\|_{\mathcal{C}^{k}}+a\left\|g \circ \alpha^{-1}\right\|_{\mathcal{C}^{k}}
$$

We can thus argue by induction and, remembering (4.2.12), conclude

$$
\begin{aligned}
\left\|g \circ \alpha^{-1}\right\|_{\mathcal{C}^{k+1}} & \leqslant \sup _{i}\left\|\left[\left(\partial_{x_{j}} g\right)\left[(D \alpha)^{-1}\right]_{j, i}\right] \circ \alpha^{-1}\right\|_{\mathcal{C}^{k}}+a\|g\|_{\mathcal{C}^{k}} \\
& \left.\leqslant \|(D \alpha)^{t}\right)^{-1} \nabla g\left\|_{\mathcal{C}^{k}}+a\right\| g \|_{\mathcal{C}^{k}} \\
& \leqslant\left\|\left((D \alpha)^{t}\right)^{-1}\right\|_{*}^{r}\|\nabla g\|_{\mathcal{C}^{k}}+a\|g\|_{\mathcal{C}^{k}} \\
& \leqslant \frac{2 d}{3 C_{r, d}} \sup _{j}\left\|\left(\partial_{x_{j}} g\right)\right\|_{\mathcal{C}^{k}}+a\|g\|_{\mathcal{C}^{k}} \leqslant\|g\|_{\mathcal{C}^{k+1}}
\end{aligned}
$$

provided we have chosen $C_{r, d}$ large enough.
To conclude, recalling (4.2.3), (4.2.4) and Sub-lemma 4.5,

$$
\begin{aligned}
\left\|\Xi \circ \alpha^{-1}\right\|_{r}^{*} & \leqslant e^{r}(r!)^{2} \sup _{|\alpha| \leqslant r} a^{-|\alpha|}\left\|\partial^{\alpha}\left(\Xi \circ \alpha^{-1}\right)\right\|_{\infty} \\
& \leqslant e^{r}(r!)^{2} \sup _{|\alpha| \leqslant r} a^{-|\alpha|}\left\|\Xi \circ \alpha^{-1}\right\|_{\mathcal{C}^{|\alpha|}} \\
& \leqslant e^{r}(r!)^{2} \sup _{|\alpha| \leqslant r} a^{-|\alpha|}\|\Xi\|_{\mathcal{C}^{|\alpha|}} \\
& \leqslant e^{r}(r!)^{2} \sup _{|\alpha| \leqslant r} \sum_{j=0}^{|\alpha|}\binom{|\alpha|}{j} \sup _{|\beta|=j} a^{-|\beta|}\left\|\partial^{\beta} \Xi\right\|_{\infty} \\
& \leqslant e^{r} 2^{r}(r!)^{2}\|\Xi\|_{r}^{*}
\end{aligned}
$$

Applying Sub-lemma 4.6 to formula (4.2.8) and recalling (4.2.10), (4.2.11) yields

$$
\begin{aligned}
\|D H\|_{r}^{*} & \leqslant\left\|\left\{\left(C^{i, j}+D^{i, j} D G\right)\left(\mathbb{1}+\left(A^{i, j}\right)^{-1} B^{i, j} D G\right)^{-1}\left(A^{i, j}\right)^{-1}\right\} \circ \alpha^{-1}\right\|_{r}^{*} \\
& \leqslant C_{r}\left\|\left(C^{i, j}+D^{i, j} D G\right)\left(\mathbb{1}+\left(A^{i, j}\right)^{-1} B^{i, j} D G\right)^{-1}\left(A^{i, j}\right)^{-1}\right\|_{r}^{*} \\
& \leqslant \frac{2 C_{r}}{6 C_{r, d}^{3}}\left(1+\|D G\|_{r}^{*}\right) \leqslant \frac{2}{3}<1,
\end{aligned}
$$

provided, again, we have chosen $C_{r, d}$ large enough. This concludes the Lemma.

Remark 4.7. Note that, given $f_{0} \in \mathcal{C}^{r}$ and norms $\|\cdot\|_{\mathcal{C}^{r}},\|\cdot\|_{r}^{*}$ for which Lemma 4.4 holds, there exists a neighbourhood $\mathcal{U} \subset \mathcal{C}^{r}$ of $f_{0}$ such that Lemma 4.4 holds, with the same norms, for each $f \in \mathcal{U}$. This is the equivalent of Remark 4.3.

### 4.3 High regularity norms

If $W=W_{i, z, G} \in \Sigma_{i}^{r}$ and $\varphi \in \mathcal{C}_{0}^{k}(W, \mathbb{C})$, we define

$$
|\varphi|_{\mathcal{C}^{k}}=\left\|\varphi \circ \phi_{i}^{-1} \circ \mathbb{G}\right\|_{\mathcal{C}^{k}\left(B_{d_{S}}(z, \delta), \mathbb{C}\right)}
$$

where, again, $\mathbb{G}(x)=(x, G(x))$. We are finally ready to define the relevant norms.

For each $p \in \mathbb{N}, q \in \mathbb{R}_{+}$and $h \in \mathcal{C}^{r}(M, \mathbb{C})$ let $^{12}$

$$
\begin{equation*}
\|h\|_{p, q}=\sup _{|\alpha| \leqslant p} \sup _{W \in \Sigma^{r}} b^{|\alpha|} \sup _{\substack{\varphi \in \mathcal{C}_{0}^{q+|\alpha|}(W, \mathbb{C}) \\|\varphi|_{\mathcal{C}^{q+|\alpha|}} \leqslant 1}} \int_{W}\left[\partial^{\alpha} h\right] \cdot \varphi \tag{4.3.1}
\end{equation*}
$$

where, for $W=W_{i, z, G} \in \Sigma_{i}^{r}$ and $g \in \mathcal{C}^{0}(W, \mathbb{C})$ we define

$$
\int_{W} g=\int_{B_{d_{s}}(z, \delta)} g \circ \phi_{i}^{-1}(x, G(x)) d x
$$

and $b$ will be chosen later. $\mathcal{B}^{p, q}$ is the completion of $\mathcal{C}^{r}(M, \mathbb{C})$ with respect to $\|\cdot\|_{p, q}$.

The above norms have been introduced in Gouëzel and Liverani (2006) and are a generalization of the norms (3.4.1). They allow us to prove that the transfer operator is quasi-compact with essential spectral radius smaller than $\lambda^{-\min \{p, q\}}$.

Here, to simplify the presentation, we discuss only the case $p \leqslant 1 \leqslant q$ and we do not attempt to obtain sharp bounds. We refer to Gouëzel and Liverani (ibid.) for the general case and more precise estimates.

Remark 4.8. From now on we consider $\delta$ fixed once and for all, hence we will often not mention the fact that several constants depend on $\delta$.
Lemma 4.9. For each $q \in(0, r-2), p \in\{0,1\}$ and $v \in\left(\lambda^{-\min \{1, q\}}, 1\right)$ there exists $C, B>0$ such that, for all $h \in \mathcal{C}^{r}(M, \mathbb{C})$ and $n \in \mathbb{N}$,

$$
\begin{aligned}
& \left\|\mathcal{L}^{n} h\right\|_{0, q} \leqslant C\|h\|_{0, q} \\
& \left\|\mathcal{L}^{n} h\right\|_{p, q} \leqslant C \nu^{n}\|h\|_{p, q}+B\|h\|_{0, q+1}
\end{aligned}
$$

${ }^{12}$ Since, by definition, $W$ belongs to one chart we can define $\partial_{x_{j}} h:=\left(\partial_{x_{j}}\left(h \circ \phi_{i}^{-1}\right)\right) \circ \phi_{i}$.

Proof. By a change of variables we have

$$
\int_{W} \mathcal{L}^{n} h \varphi=\int_{f^{-n} W} h\left|\operatorname{det} D f^{n}\right| J_{W} f^{n} \cdot \varphi \circ f^{n}
$$

where $J_{W} f^{n}$ is the Jacobian of the change of variables. ${ }^{13}$ We can then use Lemma 4.4 to write

$$
\begin{aligned}
\left|\int_{W} \mathcal{L}^{n} h \varphi\right| & \leqslant\left.\sum_{j=1}^{m}\left|\int_{W_{j}} h\right| \operatorname{det} D f^{n}\right|^{-1} J_{W} f^{n} \cdot \varphi \circ f^{n} \varphi_{j} \mid \\
& \leqslant\left.\left.\|h\|_{0, q} \sum_{j=1}^{m}| | \operatorname{det} D f^{n}\right|^{-1} J_{W} f^{n} \cdot \varphi \circ f^{n} \varphi_{j}\right|_{\mathcal{C}_{0}^{q}\left(W_{j}\right)}
\end{aligned}
$$

where $W_{j}=W_{k_{j}, z_{j}, G_{j}}$.
Remembering Sub-lemma 4.6 and equation (4.2.7) we can write

$$
\begin{aligned}
\left|\left|\operatorname{det} D f^{n}\right|^{-1} J_{W} f^{n} \cdot \varphi \circ f^{n} \varphi_{j}\right|_{\mathcal{C}_{0}^{q}\left(W_{j}\right)} \leqslant & \left.\left.C_{\delta}| | \operatorname{det} D f^{n}\right|^{-1}\right|_{\mathcal{C}^{q}\left(W_{j}\right)} \\
& \times\left|J_{W} f^{n}\right|_{\mathcal{C}^{q}\left(W_{j}\right)}|\varphi|_{\mathcal{C}_{0}^{q}\left(W_{j}\right)}
\end{aligned}
$$

To estimate the above integral we need a technical distortion Lemma.
Sub-lemma 4.10 (Gouëzel and Liverani (2006, Lemma 6.2)). There exists constants $C_{\delta}>0$ such that, for each $n \in \mathbb{N}$ and $q \leqslant r-1$, it holds

$$
\left.\left.\sum_{i=1}^{m}| | \operatorname{det} D f^{n}\right|^{-1}\right|_{\mathcal{C}^{q}\left(W_{j}\right)} \cdot\left|J_{W} f^{n}\right|_{\mathcal{C}^{q}\left(W_{j}\right)} \leqslant C_{\delta}
$$

Remark 4.11. We refer to Gouëzel and Liverani (ibid., Lemma 6.2) for the proof; however, let me give some intuition about this estimate. If $\lambda_{u}^{n}, \lambda_{s}^{n}$ are, roughly, the expansion and contraction in the unstable and stable directions, respectively, then $\left|\operatorname{det} D f^{n}\right|^{-1} \sim \lambda_{u}^{-n} \lambda_{s}^{-n}$ while $J_{W} f^{n} \sim \lambda_{s}^{n}$. Hence the summands are roughly equal to $\lambda_{u}^{-n}$. However, if we consider a thickening of size $\lambda_{u}^{-n}$, in the unstable directions, of each $W_{i}$, then it corresponds to the image of a thickening of size one of $W$ under $f^{-n}$. Since the map is a diffeomorphism, this implies that all such regions are disjoint, thus their total volume (essentially $\sum_{j} \lambda_{u}^{-n} \delta^{d_{s}}$ ) is uniformly bounded by the total volume of $M$, hence the Lemma. The above argument is essentially correct, apart from some standard distortion estimates.

[^42]Hence we have the first inequality in the statement of the Lemma: ${ }^{14}$

$$
\begin{equation*}
\left\|\mathcal{L}^{n} h\right\|_{0, q} \leqslant C\|h\|_{0, q} . \tag{4.3.2}
\end{equation*}
$$

To prove the second inequality we first consider the case $p=0$. We can write ${ }^{15}$

$$
\int_{W} \mathcal{L}^{n} h \varphi=\int_{\widetilde{W}} \mathcal{L}^{n} h \varphi=\int_{\widetilde{W}} \mathcal{L}^{n} h \varphi_{\varepsilon}+\int_{\widetilde{W}} \mathcal{L}^{n} h\left(\varphi-\varphi_{\varepsilon}\right) .
$$

where $\left|\varphi_{\varepsilon}-\varphi\right|_{\mathcal{C}^{q-1}} \leqslant \varepsilon|\varphi|_{\mathcal{C}^{q}},\left|\varphi-\varphi_{\varepsilon}\right|_{\mathcal{C}^{q}} \leqslant C_{\#}$ and $\left|\varphi_{\varepsilon}\right|_{\mathcal{C}^{q+1}} \leqslant C_{\#} \varepsilon^{-1}$. It follows ${ }^{16}$

$$
\begin{aligned}
\left|\left(\varphi-\varphi_{\varepsilon}\right) \circ f^{n}\right| \mathcal{C}^{q} & \leqslant\left|\left(\partial^{q} \varphi-\partial^{q} \varphi_{\varepsilon}\right) \circ f^{n} \cdot\left(\partial_{x} f^{u}\right)^{q}\right|_{\mathcal{C}^{0}}+C_{\#}\left|\left(\varphi-\varphi_{\varepsilon}\right) \circ f^{n}\right|_{\mathcal{C}^{q-1}} \\
& \leqslant C_{\#} \max \left\{\varepsilon, \lambda^{-q n}\right\} .
\end{aligned}
$$

Arguing as before, and choosing $\varepsilon=\lambda^{-q n}$, the above considerations yield

$$
\begin{equation*}
\left\|\mathcal{L}^{n} h\right\|_{0, q} \leqslant C_{\#} \lambda^{-q n}\|h\|_{0, q}+C_{n}\|h\|_{0, q+1} . \tag{4.3.3}
\end{equation*}
$$

To continue we must compute

$$
\left(\partial_{x_{k}}\left(\mathcal{L}^{n} h \circ \phi_{i}^{-1}\right)\right) \circ \phi_{k_{j}}(x) .
$$

To this end we must exchange the order of $\partial_{x_{k}}$ and $\mathcal{L}^{n}$. Unfortunately, doing so will produce a multiplicative factor larger than one due to the contracting directions. A natural idea to overcome this problem is to decompose the vector fields $\partial_{x_{k}}$ into a vector field along the manifold $W$, that can then be integrated by parts without the need of commuting it with $\mathcal{L}^{n}$, and a vector field in the unstable direction that, upon exchanging the order of $\partial_{x_{k}}$ and $\mathcal{L}^{n}$ will produce a contracting multiplicative factor. The obstacle to this strategy is that the unstable vector field is, in general, only Hölder, and hence a vector field along the unstable direction cannot have the required regularity.

To deal with this last problem we will use an approximation instead of the real unstable direction. Indeed, what is really necessary is that the vector field contracts,

[^43]while being pushed backward, only for a time $n$. If $E=\left\{(0, \eta) \in \mathbb{R}^{d_{s}} \times \mathbb{R}^{d_{u}}\right\}$, then
\[

$$
\begin{equation*}
E_{n}(x)=D_{\phi_{i} \circ f^{-n} \circ \phi_{k_{j}}^{-1}(x)}\left(\phi_{k_{j}} \circ f^{n} \circ \phi_{i}^{-1}\right) E=\left\{\left(U_{n}(x) \eta, \eta\right)\right\}_{\eta \in \mathbb{R}^{d_{u}}} \tag{4.3.4}
\end{equation*}
$$

\]

is a $\mathcal{C}^{r}$ approximation of the unstable direction with the required property.
Sub-lemma 4.12 (Gouëzel and Liverani (2006, Appendix A)). Given the decomposition (4.3.4), we have

$$
\left\|U_{n} \circ \phi_{i} \circ f^{n} \circ \phi_{k_{j}}^{-1} \circ \mathbb{G}_{j}\right\|_{\mathcal{C}^{r}\left(B_{d_{s}}\left(z_{j}, \delta\right), \mathbb{R}^{d}\right)} \leqslant C_{\#} .
$$

Remark 4.13. The Lemma is technical and the proof is rather uneventful, so we refer to Gouëzel and Liverani (ibid., Appendix A) for the details. However, the reader unwilling to look at another paper can simply carry out a proof by herself using the analogues of (4.2.8) and (4.2.10) in the future rather than the past.

Sub-lemma 4.14. For each $k \in\{1, \ldots, d\}, n \in \mathbb{N}$ and $z \in W \in \Sigma^{r}$ we can write

$$
e_{k}=v(z)+w(z)
$$

where $v(z) \in T_{z} W, w(z) \in E_{n}\left(\phi_{i}(z)\right)$ and such that

$$
\left|v \circ f^{n}\right|_{\mathcal{C}^{r}\left(f^{-n} W, \mathbb{R}^{d}\right)}+\left|w \circ f^{n}\right|_{\mathcal{C}^{r}\left(f^{-n} W, \mathbb{R}^{d}\right)} \leqslant C_{\#} .
$$

Proof. Since $T_{z} W$ and $E_{n}\left(\phi_{i}(z)\right)$ are transversal (the first belong to the stable cone while the second to the unstable one), we can uniquely decompose a vector field along two such subspaces and the decomposed vector field will have uniformly bounded $\mathcal{C}^{0}$ norm. It remains only to check is that the decomposition has the required regularity. Since $W$ is a regular manifold, the issue is reduced to analysing $E_{n}\left(\phi_{i}(z)\right)$. The result follows then from Sub-lemma 4.12. Indeed, the computation boils down to computing the norms of $\left(\mathbb{1}-D G U_{n}\right)^{-1} \circ \phi_{i} \circ$ $f^{n}$ and $\left(\mathbb{1}-U_{n} D G\right)^{-1} \circ \phi_{i} \circ f^{n}$. These are uniformly bounded in $\mathcal{C}^{0}$, since $\left\|U_{n}\right\|_{\infty}\|D G\|_{\infty}<1$ (provided we have chosen the $r_{i}$ small enough), and the $\mathcal{C}^{k}$ norm can be computed by induction recalling the definition (4.2.3).

Accordingly, for each $k \in\{1, \ldots, d\}$,

$$
\begin{equation*}
\int_{W} \varphi \partial_{x_{k}} \mathcal{L}^{n} h=\int_{W} \varphi\left\langle w, \nabla \mathcal{L}^{n} h\right\rangle+\varphi\left\langle v, \nabla \mathcal{L}^{n} h\right\rangle \tag{4.3.5}
\end{equation*}
$$

By construction and Sub-lemma 4.14 there exists $\tilde{w},\|\tilde{w}\|_{\mathcal{C}^{1+q}\left(\mathbb{R}^{d}, \mathbb{R}^{\left.d_{s}\right)}\right.} \leqslant C_{\#}$, such that $(\varphi w) \circ \phi_{i}^{-1} \circ \mathbb{G}=D \phi_{i}^{-1} D \mathbb{G} \tilde{w}$. Hence

$$
\begin{aligned}
\int_{W}\langle w, \nabla\rangle \mathcal{L}^{n} h & =\int_{B_{d_{S}}(z, \delta)}\left\langle D \phi_{i}^{-1} D \mathbb{G} \tilde{w},\left[\nabla \mathcal{L}^{n} h\right] \circ \phi_{i}^{-1}(\mathbb{G}(x))\right\rangle d x \\
& =\int_{B_{d_{s}(z, \delta)}}\left\langle\tilde{w}, \nabla\left[\left(\mathcal{L}^{n} h\right) \circ \phi_{i}^{-1} \circ \mathbb{G}\right]\right\rangle d x \\
& =-\int_{B_{d_{s}}(z, \delta)}(\operatorname{div} \tilde{w})\left[\mathcal{L}^{n} h\right] \circ \phi_{i}^{-1}(\mathbb{G}(x)) d x \\
& =\int_{W} \bar{\varphi} \mathcal{L}^{n} h
\end{aligned}
$$

where $\bar{\varphi}=[\operatorname{div} \widetilde{w}] \circ \pi \circ \phi_{i}, \pi(x, y)=x$. Since $|\bar{\varphi}|_{\mathcal{C}^{a}} \leqslant C_{\#}$ by (4.3.2) it follows

$$
\begin{equation*}
b\left|\int_{W}\langle w, \nabla\rangle \mathcal{L}^{n} h\right| \leqslant C_{\#} b\|h\|_{0, q} \leqslant C_{\#} b\|h\|_{1, q} . \tag{4.3.6}
\end{equation*}
$$

To conclude we must analyse the second term on the right hand side of equation (4.3.5). Recalling (4.1.3) we can write

$$
\begin{aligned}
\int_{W} \varphi\left\langle v, \nabla \mathcal{L}^{n} h\right\rangle & =\int_{W} \varphi\left\langle v, \nabla\left[\left(h\left|\operatorname{det} D f^{n}\right|^{-1}\right) \circ f^{-n}\right]\right\rangle \\
& =\int_{W} \varphi\left\langle D f^{-n} v,\left[\nabla\left(h\left|\operatorname{det} D f^{n}\right|^{-1}\right)\right] \circ f^{-n}\right\rangle \\
& =\int_{W}\left\langle\bar{v}, \mathcal{L}^{n} \nabla h\right\rangle+\int_{W} \bar{\varphi} \mathcal{L}^{n} h
\end{aligned}
$$

where $\bar{v}=\varphi D f^{-n} v$ and $\bar{\varphi}=\varphi\left\langle D f^{-n} v,\left[\nabla\left(\left|\operatorname{det} D f^{n}\right|^{-1}\right)\right] \circ f^{-n}\right\rangle$.
By construction we have $\|\bar{v}\|_{\infty} \leqslant C_{\#} \lambda^{-n}$, and the usual distortion estimate yields $\|\bar{v}\|_{\mathcal{C}^{1+q}} \leqslant C_{\#} \lambda^{-n}$. We can then use (4.3.2) and the obvious inequality $b\left\|\partial_{x_{j}} h\right\|_{0, q+1} \leqslant\|h\|_{1, q}$ to write

$$
\begin{equation*}
b\left|\int_{W} \varphi\left\langle v, \nabla \mathcal{L}^{n} h\right\rangle\right| \leqslant C_{\#} \lambda^{-n}\|h\|_{1, q}+C_{n} b\|h\|_{q+1} \tag{4.3.7}
\end{equation*}
$$

Collecting equations (4.3.3), (4.3.5), (4.3.6) and (4.3.7) yields

$$
\left\|\mathcal{L}^{n} h\right\|_{1, q} \leqslant C_{*} \max \left\{\lambda^{-q}, b^{1 / n}, \lambda^{-1}\right\}^{n}\|h\|_{1, q}+(b+1) C_{n}\|h\|_{0, q+1}
$$

for some constant $C_{*}$. We are almost done, the only remaining source of unhappiness is that the constant in front of the weak norm seems to depend on $n$. Also, we have still to choose $b$.

Let us first choose the smallest $\bar{n}$ such that at $C_{*} \lambda^{-\bar{n} \min \{q, 1\}} \leqslant v^{\bar{n}}$. Then we choose

$$
b=v^{\bar{n}} C_{*}^{-1}
$$

At last, for each $n \in \mathbb{N}$ we write $n=k \bar{n}+m, m<\bar{n}$, and

$$
\begin{aligned}
\left\|\mathcal{L}^{n} h\right\|_{1, q} & \leqslant v^{\bar{n}}\left\|\mathcal{L}^{n-\bar{n}} h\right\|_{1, q}+2 C_{\bar{n}}\left\|\mathcal{L}^{n-\bar{n}} h\right\|_{0, q+1} \\
& \leqslant v^{\bar{n}}\left\|\mathcal{L}^{n-\bar{n}} h\right\|_{1, q}+C_{\#}\|h\|_{0, q+1} \\
& \leqslant v^{k \bar{n}}\left\|\mathcal{L}^{m} h\right\|_{1, q}+C_{\#} \sum_{j=0}^{k-1} v^{j \bar{n}}\|h\|_{0, q+1} \\
& \leqslant C_{\#} v^{n}\|h\|_{1, q}+C_{\#}\|h\|_{0, q+1} .
\end{aligned}
$$

This concludes the Lemma.
Remark 4.15. Note that the Lasota-Yorke inequality is proven in Lemma 4.9 only for $h \in \mathcal{C}^{r}$. However by density it follows immediately that it holds for all $h \in$ $\mathcal{B}^{p, q}$.

The last ingredient of the argument is the compactness of $\mathcal{L}$.
Lemma 4.16. For each $q>q^{\prime}>0$ the operator $\mathcal{L}: \mathcal{B}^{1, q^{\prime}} \rightarrow \mathcal{B}^{0, q}$ is compact.
Proof. The proof proceeds along the same lines as Lemma 3.10 and is left to the reader as a useful exercise.

Lemmas 4.9 and 4.16, together with Theorem 1.1, imply that $\mathcal{L}$ has spectral radius one and essential spectral radius bounded by $\nu$.

### 4.4 Low regularity norms

Here we consider norms adapted to maps with minimal regularity. Such norms are inspired by Demers and Liverani (2008) (of which they constitute a simplification) where they have been developed to treat maps with singularities. Subsequently they have been modified to study the statistical properties of billiards by Baladi, Demers, and Liverani (2018) and Demers and H.-K. Zhang (2011, 2013, 2014).

However, such norms turn out to be useful also in treating $\mathcal{C}^{1+\alpha}$ maps, with $\alpha \in$ $(0,1)$.

The problem with handling $f \in \mathcal{C}^{1+\alpha}, \alpha \in(0,1)$, comes from the fact that $p \in \mathbb{N}$, thus the minimal, non trivial, allowed $p$ is 1 while the arguments of the previous section need, at least, that $p \leqslant \alpha$. To overcome this limitation one must introduce the equivalent of a Hölder or Sobolev norm in the unstable direction. This can be done in many ways, the one proposed in Demers and Liverani (2008) being the most geometrical.

The basic idea is that any distribution $h$ that can be integrated along a stable curve naturally gives rise to a function

$$
\Psi(h): \Omega_{q}=\left\{(W, \varphi): W \in \Sigma^{1+\alpha},\|\varphi\|_{\mathcal{C}_{0}^{q}(W, \mathbb{C})} \leqslant 1\right\} \rightarrow \mathbb{C}
$$

defined as

$$
\Psi(h)(W, \varphi):=\int_{W} h \varphi .
$$

Thus it suffices to define a distance on $\Omega_{q}$ and impose Hölder regularity on $\Psi(h)$ with respect to such a distance. Since we find it convenient to work in charts we will define a distance in each $\Omega_{i, q}=\left\{(W, \varphi): W \in \Sigma_{i}^{1+\alpha},\|\varphi\|_{\mathcal{C}_{0}^{q}(W, \mathbb{C})} \leqslant 1\right\}$. Note that the sets $\Omega_{i, q}$ are not disjoint, yet we will consider their disjoint union, so an object with two different representations will be treated as two different objects. Then, for each $\left(W_{i, z, G}, \varphi\right),\left(W_{i, z^{\prime}, G^{\prime}}, \varphi^{\prime}\right) \in \Omega_{i, q}$ we define

$$
\begin{align*}
& d\left(\left(W_{i, z, G}, \varphi\right),\left(W_{i, z^{\prime}, G^{\prime}}, \varphi^{\prime}\right)\right)=\left\|z-z^{\prime}\right\|+\left\|G \circ \tau_{z}-G^{\prime} \circ \tau_{z^{\prime}}\right\|_{\mathcal{C}^{0}\left(B_{d_{s}}(0,2 \delta)\right)} \\
& \quad+\left\|\varphi \circ \phi_{i}^{-1} \circ \mathbb{G} \circ \tau_{z}-\varphi^{\prime} \circ \phi_{i}^{-1} \circ \mathbb{G}^{\prime} \circ \tau_{z^{\prime}}\right\|_{\mathcal{C}_{0}^{q}\left(B_{d_{s}}(0, \delta)\right)} \tag{4.4.1}
\end{align*}
$$

where $\tau_{z}(x)=x+z$ and $\mathbb{G}(x)=(x, G(x))$. The reader can easily check that the above is a semi-metric in $\Omega_{i, q}$. Indeed, two curves with the same centre that differ only outside a ball of radius $2 \delta$ have zero distance. This is reasonable as the value of $G$ outside such a ball is totally irrelevant and we defined $G$ on the whole space just for convenience, while the introduction of enlarged manifolds was simply a device to avoid invoking some fancy extension theorem to enlarge our manifolds when needed. Thus, it is natural to consider the equivalence classes with respect to the equivalence relation $W \sim W^{\prime}$ iff $d\left(W, W^{\prime}\right)=0$. In the following we will do so without further mention. We have thus defined a metric and we can now define,
for each $p<q<\alpha$, and $a>0$, to be chosen later,

$$
\|h\|_{p, q}=a\|h\|_{0, q-p}+\sup _{i} \sup _{\substack{(W, \varphi),\left(W^{\prime}, \varphi^{\prime}\right) \in \Omega_{i}^{q} \\ d\left((W, \varphi),\left(W^{\prime}, \varphi^{\prime}\right)\right) \leqslant \delta / 4}} \frac{\left|\int_{W} h \varphi-\int_{W^{\prime}} h \varphi^{\prime}\right|}{d\left((W, \varphi),\left(W^{\prime}, \varphi^{\prime}\right)\right)^{p}}
$$

Once the norms are defined we can again complete the $\mathcal{C}^{1+\alpha}$ functions with respect to the norms $\|\cdot\|_{0, q}$ and $\|\cdot\|_{p, q}$ to obtain the spaces $\mathcal{B}^{0, q}$ and $\mathcal{B}^{p, q}$, respectively. Next, we need to prove the Lasota-Yorke inequalities.
Lemma 4.17. For each $1>\alpha>q>p>0$ and $v \in\left(\lambda^{-\min \{p, q-p\}}\right.$, 1) there exist $C, B>0$ such that, for all $h \in \mathcal{C}^{\alpha}(M, \mathbb{C})$ and $n \geqslant 0$,

$$
\begin{aligned}
& \left\|\mathcal{L}^{n} h\right\|_{0, q} \leqslant C\|h\|_{0, q} \\
& \left\|\mathcal{L}^{n} h\right\|_{p, q} \leqslant C \nu^{n}\|h\|_{p, q}+B\|h\|_{0, q}
\end{aligned}
$$

Proof. The first inequality has been proven in Lemma 4.9. In addition, by (4.3.3), ${ }^{17}$

$$
\begin{equation*}
\left\|\mathcal{L}^{n} h\right\|_{0, q-p} \leqslant C_{\#} \lambda^{-(q-p) n}\|h\|_{0, q-p}+C_{n}\|h\|_{0, q} \tag{4.4.2}
\end{equation*}
$$

For the second, let $(W, \varphi)=\left(W_{i, z, G}, \varphi\right),\left(W^{\prime}, \varphi^{\prime}\right)=\left(W_{i, z^{\prime}, G^{\prime}}, \varphi^{\prime}\right) \in \Omega_{i}^{q}$ and recall from the beginning of the proof of Lemma 4.9 that

$$
\int_{W_{i, z, G}} \mathcal{L}^{n} h \varphi=\sum_{j=1}^{m} \int_{W_{k_{j}, z_{j}, G_{j}}} h\left|\operatorname{det} D f^{n}\right|^{-1} J_{W} f^{n} \cdot \varphi \circ f^{n} \varphi_{j}
$$

Let $\widehat{W}_{k_{j}, z_{j}, G_{j}}=\phi_{k_{j}}^{-1}\left(\left\{\mathbb{G}_{j}(x)\right\}_{x \in B_{d_{s}}\left(z_{j}, \delta / 2\right)}\right)$ be the restriction of $W_{k_{j}, z_{j}, G_{j}}$. Since the construction of the decomposition holds for any choice of $\delta$, we can arrange that $\operatorname{supp} \varphi_{j} \subset \widehat{W}_{k_{j}, z_{j}, G_{j}}$ and that $\cup_{j} \widehat{W}_{k_{j}, z_{j}, G_{j}} \supset f^{-n} \widetilde{W}$. Let $G_{j}^{\prime}$ be the function describing the part of the graph of $f^{-n} W^{\prime}$ in the chart $U_{k_{j}}$ which is $C_{\#} d\left(W, W^{\prime}\right) \lambda^{-n}$ close to $W_{k_{j}, z_{j}, G_{j}}$. Then $\left\{W_{k_{j}, z_{j}, G_{j}^{\prime}}\right\}$ is a covering of $f^{-n} W^{\prime}$. Next we define $\psi_{j}: W_{k_{j}, z_{j}, G_{j}^{\prime}} \rightarrow W_{k_{j}, z_{j}, G_{j}}$ as

$$
\psi_{j}(\zeta)=\phi_{k_{j}}^{-1} \circ \mathbb{G}_{j} \circ \pi \circ \phi_{k_{j}}(\zeta)
$$

where $\pi(x, y)=x$. Setting $\boldsymbol{\varphi}_{j}^{\prime}=\boldsymbol{\varphi}_{j} \circ \psi_{j}$ we have

$$
\varphi_{j}^{\prime} \circ \phi_{k_{j}}^{-1} \circ \mathbb{G}_{j}^{\prime}(x)=\varphi_{j} \circ \phi_{k_{j}}^{-1} \circ \mathbb{G}_{j}(x) .
$$

${ }^{17}$ Since $\|h\|_{0, q^{\prime}} \leqslant\|h\|_{0, q^{\prime \prime}}$ for all $q^{\prime \prime} \leqslant q^{\prime}$ and $q-p+1>q$.

If $I_{\zeta}=\left\{j: \varphi_{j} \circ f^{-n}(\zeta)>0\right\}$, then, by definition, $\sum_{j \in I(\zeta)} \varphi_{j} \circ f^{-n}(\zeta)=1$. For all $j, j^{\prime} \in I(\zeta)$, we have $d\left(\psi_{j}(\zeta), \psi_{j^{\prime}}(\zeta)\right) \leqslant C_{\#} \lambda^{-n} d\left(W, W^{\prime}\right) .{ }^{18}$ Accordingly,

$$
\begin{equation*}
\left|\sum_{j} \boldsymbol{\varphi}_{j}^{\prime}-1\right|_{\mathcal{C}^{1}} \leqslant C_{\#} d\left(W, W^{\prime}\right) . \tag{4.4.3}
\end{equation*}
$$

Next we set

$$
\begin{aligned}
& Z_{j}=\left|\left|\operatorname{det} D f^{n}\right|^{-1} J_{W} f^{n}\right|_{\mathcal{C}^{q}(W)} ; \quad Z_{j}^{\prime}=\left|\left|\operatorname{det} D f^{n}\right|^{-1} J_{W^{\prime}} f^{n}\right|_{\mathcal{C}^{q}\left(W^{\prime}\right)} \\
& \gamma_{j}=Z_{j}^{-1}\left|\operatorname{det} D f^{n}\right|^{-1} J_{W} f^{n} ; \quad \gamma_{j}^{\prime}=\left(Z_{j}^{\prime}\right)^{-1}\left|\operatorname{det} D f^{n}\right|^{-1} J_{W^{\prime}} f^{n} \\
& \varphi_{j}=\varphi \circ f^{n} ; \quad \varphi_{j}^{\prime}=\varphi^{\prime} \circ f^{n} \\
& \bar{\varphi}_{j}=\varphi \circ f^{n} \circ \psi_{j} .
\end{aligned}
$$

By the usual distortion arguments if follows that

$$
\begin{equation*}
\left|Z_{j}^{\prime} \gamma_{j}^{\prime}-Z_{j} \gamma_{j} \circ \psi_{j}\right|_{\mathcal{C}^{\alpha-p}} \leqslant C_{\#} d\left(W, W^{\prime}\right)^{p} Z_{j} \tag{4.4.4}
\end{equation*}
$$

In addition,
$\varphi_{j}^{\prime} \circ \phi_{k_{j}}^{-1} \circ \mathbb{G}_{j}^{\prime}(x)-\bar{\varphi}_{j} \circ \phi_{k_{j}}^{-1} \circ \mathbb{G}_{j}^{\prime}(x)=\varphi_{j}^{\prime} \circ \phi_{k_{j}}^{-1} \circ \mathbb{G}_{j}^{\prime}(x)-\varphi_{j} \circ \phi_{k_{j}}^{-1} \circ \mathbb{G}_{j}(x)$
hence, recalling Sub-lemma 4.6 and definition (4.4.1),

$$
\begin{equation*}
\left|\varphi_{j}^{\prime}-\bar{\varphi}_{j}\right|_{\mathcal{C}^{q-p}} \leqslant C_{\#} d\left((W, \varphi),\left(W^{\prime}, \varphi^{\prime}\right)\right)^{p} \tag{4.4.5}
\end{equation*}
$$

Then, recalling (4.4.3) and Sub-lemma 4.10,

$$
\left.\left|\int_{W_{i, z^{\prime}, G^{\prime}}} \mathcal{L}^{n} h \varphi^{\prime}-\sum_{j=1}^{m} \int_{W_{k_{j}, z_{j}, G_{j}^{\prime}}} h\right| \operatorname{det} D f^{n}\right|^{-1} J_{W} f^{n} \cdot \varphi^{\prime} \circ f^{n} \varphi_{j}^{\prime} \mid \leqslant C_{\#}\|h\|_{0, q-p} d\left(W, W^{\prime}\right) .
$$

Moreover, by (4.4.4) and (4.4.5),

$$
\left|\int_{W_{i, z^{\prime}, G^{\prime}}} \mathcal{L}^{n} h \varphi^{\prime}-\sum_{j=1}^{m} Z_{j} \int_{W_{k_{j}, z_{j}, G_{j}^{\prime}}} h \gamma_{j} \circ \psi_{j} \cdot \bar{\varphi}_{j} \varphi_{j}^{\prime}\right| \leqslant C_{\#}\|h\|_{0, q-p} d\left((W, \varphi),\left(W^{\prime}, \varphi^{\prime}\right)\right)^{p}
$$

[^44]We can finally compute

$$
\begin{aligned}
\left|\int_{W_{i, z, G}} \mathcal{L}^{n} h \varphi-\int_{W_{i, z^{\prime}}, G^{\prime}} \mathcal{L}^{n} h \varphi^{\prime}\right| \leqslant & \sum_{j=1}^{m} Z_{j} \mid \int_{W_{k_{j}, z_{j}, G_{j}}} h \gamma_{j} \varphi_{j} \varphi_{j}-\int_{W_{k_{j}, z_{j}, G_{j}^{\prime}}} h \gamma_{j} \circ \psi_{j} \bar{\varphi}_{j} \varphi_{j}^{\prime} \\
& +C_{\#}\|h\|_{0, q-p} d\left((W, \varphi),\left(W^{\prime}, \varphi^{\prime}\right)\right)^{p} .
\end{aligned}
$$

At last notice that, recalling (4.4.1),

$$
d\left(\left(W_{k_{j}, z_{j}, G_{j}}, \gamma_{j} \varphi_{j} \varphi_{j}\right),\left(W_{k_{j}, z_{j}, G_{j}^{\prime}}, \gamma_{j} \circ \psi_{j} \bar{\varphi}_{j} \varphi_{j}^{\prime}\right)\right) \leqslant C_{\# \lambda^{-n}} d\left(W, W^{\prime}\right) .
$$

Taking the sup on the manifolds and test functions and recalling (4.4.2) yields

$$
\left\|\mathcal{L}^{n} h\right\|_{p, q} \leqslant C_{*} \max \left\{\lambda^{-n p}, a^{-1}, \lambda^{(p-q) n}\right\}\|h\|_{p, q}+C_{n}\|h\|_{0, q},
$$

for some constant $C_{*}>0$. To conclude we choose $\bar{n}$ such that

$$
v^{\min \{p, q-p\}} \geqslant\left[C_{*} \max \left\{\lambda^{-n p}, \lambda^{(p-q) n}\right\}\right]^{1 / \bar{n}},
$$

and then choose $a=v^{-\bar{n}} C_{*}$. The Lemma follows arguing exactly as at the end of Lemma 4.9.

We leave to the reader the (simple) proof that the unit ball of $\mathcal{B}^{p, q}$ is weakly compact in $\mathcal{B}^{0, q}$ for each $q \in(0, \alpha)$ and $p \in(0, q)$. Hence the transfer operator is compact as an operator from $\mathcal{B}^{p, q}$ to $\mathcal{B}^{0, q}$. We obtain thus the quasi compactness also in this case. Note however that, due to the low regularity of the map, the essential spectral radius is rather large and it cannot be shrunk by using smaller Banach spaces since on them the transfer operator is not well defined.

Remark 4.18. The above discussion proves that the essential spectral radius of $\mathcal{L}$ can be made arbitrarily close to $\lambda^{-\alpha / 2}$. The factor $1 / 2$ in the exponent first appeared in the pioneering work of Kitaev (1999) and is most likely unavoidable.

### 4.5 Decay of correlations and limit theorems

In Section 4.3 we have seen that $\mathcal{L}$ is quasi compact, hence it has only finitely many eigenvalues of modulus one. Moreover, since $\mathcal{L}$ is a positive operator (it sends positive functions to positive functions) it is possible to prove that the spectrum on the unit circle forms a group under multiplication. In addition, the operator is
power bounded and hence it cannot have Jordan blocks, thus the geometric and algebraic multiplicity of the peripheral spectrum are the same. Hence, since one is an eigenvalue, the dimension of the eigenspace associated to the eigenvalue one corresponds to the number of SRB measures. This is quite a bit of information; however, the fine structure of the spectrum is not known in general.

In particular, it is not known if Anosov maps always have a unique SRB measure. This depends on global topological properties that are not easily read from the study of the transfer operator. If the map has a unique SRB measure, then there is a dichotomy: either the map is not mixing (there are other eigenvalues, besides one, on the unit circle) or it mixes exponentially fast (one is the only eigenvalue on the unit circle and hence the operator has a spectral gap).

Accordingly, if the system is mixing, then the rate of mixing is determined by the eigenvalues of the point spectrum of $\mathcal{L}$. In particular, if an observable belongs to the kernel of the spectral projection of the largest eigenvalues, then it will mix faster.

Without entering into any detail let us conclude by pointing out that we have now the technology to upgrade all the results of Chapter 1 to the case of uniformly hyperbolic maps. In particular, we can study operators with a smooth potential hence obtain the CLT, Local CLT and large deviation estimates. Also the perturbation theory of Appendix C applies and we can prove stochastic and deterministic stability. Moreover, the slightly more general perturbation theorem in Gouëzel and Liverani (2006, Section 8) implies linear response. In addition, using weighted operators one can construct manifold invariant measures and use the thermodynamic formalism to estimate the Hausdorff dimension of many dynamically relevant sets. There is however an issue that we have not discussed: if one wants to study, e.g., the measure of maximal entropy, then one has to consider a transfer operator with a weight given by the expansion in the stable direction. This, unfortunately, is (in general) only Hölder even in the case of very regular maps. Of course one could study such a situation using the norms detailed in Section 4.4, however the question remains whether it is possible to shrink the essential spectral radius or whether one has to live with a very large essential spectral radius also for very regular maps. The answer is that the essential spectrum can be shrunk exactly as in Section 4.3. In order to do so however, it is necessary to consider slightly more general Banach spaces; the details can be found, e.g., in Gouëzel and Liverani (2008).

### 4.6 A comment on the discontinuous case

Another case in which a map has low regularity is when it is only piecewise smooth. This requires a new idea.

Up to now in the definition of the norms we used manifolds of a fixed, possibly small, size ( $\delta$ ) and the test functions were always of compact support. If the map is discontinuous, then $f^{-1} W$ will be cut by the dynamics into several pieces and hence one cannot avoid arbitrarily small manifolds and test functions that are different from zero at the boundary of the manifold. We are thus forced to include in the set of allowed manifolds $\Sigma$ arbitrarily small manifolds and for $W \in \Sigma$ to consider $\varphi \in \mathcal{C}^{q}(W, \mathbb{C})$ rather than $\varphi \in \mathcal{C}_{0}^{q}(W, \mathbb{C})$.

This implies that we cannot integrate by parts (otherwise we would produce boundary terms that we do not know how to estimate). Hence we are limited to $p<1$, even if the map is very regular away from the discontinuities.

Luckily a second look at Section 4.4 shows that we never integrated by parts, thus we could have worked with $\mathcal{C}^{q}(W, \mathbb{C})$ as well. ${ }^{19}$ However, a quick inspection of the previous arguments shows that they do not work for arbitrarily small manifolds, as the constants in the Lasota-Yorke inequality depend on $\delta$. It is necessary to treat small manifolds differently.

A possible solution to this problem, first implemented in Demers and Liverani (2008) and inspired by Liverani (1995a), is to add to the strong norm a term of the form

$$
\sup _{(W, \varphi) \in \Omega^{q}} \frac{1}{|W|^{\alpha}} \int_{W} h \varphi
$$

for some $\alpha \in(0,1)$. This means that the integral of $h$ on small manifolds is small, but not proportional to the volume of the piece, hence $h$ is not necessarily a function and it can have very wild behaviour on small scales.

This idea has enabled the extension of this approach to piecewise hyperbolic maps, as already mentioned, as well as to dispersing billiard maps and their perturbations by Demers and H.-K. Zhang (2011, 2013, 2014), including a weakened form to treat the measure of maximal entropy by Baladi and Demers (2020), and to billiard flows by Baladi, Demers, and Liverani (2018).

[^45]
## Statistical properties of uniformly hyperbolic contact flows

In this chapter we turn our attention to one of the simplest types of partially hyperbolic systems: uniformly hyperbolic flows. The flow direction is neutral and does not enjoy the contracting and expanding properties in the stable and unstable directions that we have exploited in previous chapters when studying the transfer operator for hyperbolic systems. Our goal in this chapter will be to describe how to modify the anisotropic Banach spaces successfully implemented for hyperbolic maps to the case when the flow preserves a contact form. Here we restrict our exposition to the smooth case. In the next chapter, we will address the changes necessary for implementation in the presence of billiard-type singularities.

### 5.1 Setting

For ease of exposition and to more clearly identify the key features of the techniques we shall present, we will limit our setting to that of a 3-dimensional man-
ifold. This will suffice for the purposes of explaining the main ideas of this technique, as well as its eventual application to dispersing planar billiards.

Let $\Omega$ be a 3-dimensional compact, smooth Riemannian manifold, and let $\Phi_{t}$ : $\Omega \rightarrow \Omega$ be a $C^{2}$ Anosov flow. By this, we mean that $\left\{\Phi_{t}\right\}_{t \in \mathbb{R}}$ is a family of $C^{2}$ diffeomorphisms of $\Omega$ satisfying the group properties: (a) $\Phi_{0}=I d$; (b) $\Phi_{t} \circ \Phi_{s}=$ $\Phi_{t+s}$, for all $s, t \in \mathbb{R}$.

Moreover, at each $x \in \Omega$, there is a $D \Phi_{t}$-invariant splitting of the tangent space, $T_{x} \Omega=E^{s}(x) \oplus E^{c}(x) \oplus E^{u}(x)$, continuous in $x$, such that the angles between $E^{s}(x), E^{u}(x)$ and $E^{c}(x)$ are uniformly bounded away from 0 on $\Omega$. $E^{c}(x)$ is the flow direction at $x \in \Omega$. We assume there exist constants $C, C^{\prime}>0$, $\Lambda>1$, such that for all $x \in \Omega$ and $t \geqslant 0$,

$$
\begin{align*}
& \left\|D \Phi_{t}(x) v\right\| \leqslant C \Lambda^{-t}\|v\| \quad \forall v \in E^{s}(x)  \tag{5.1.1}\\
& \left\|D \Phi_{t}(x) v\right\| \geqslant C^{\prime} \Lambda^{t}\|v\| \quad \forall v \in E^{u}(x) \tag{5.1.2}
\end{align*}
$$

We shall assume throughout that our Anosov flow is contact, i.e. it preserves a contact form on $\Omega$. More precisely, we assume there exists a $C^{2}$ one-form $\omega$ on $\Omega$ such that $\omega \wedge d \omega$ is nowhere zero. We assume that $\Phi_{t}$ preserves $\omega$ :

$$
\begin{equation*}
\omega\left(\Phi_{t}(x), D \Phi_{t}(x) v\right)=\omega(x, v), \quad \forall x \in \Omega, v \in T_{x} \Omega \tag{5.1.3}
\end{equation*}
$$

It is clear from the invariance described by (5.1.3) that $\operatorname{ker}(\omega)=E^{s}(x) \oplus E^{u}(x)$. It follows that if $v_{0} \in E^{c}(x)$ is a unit vector in the flow direction, then $\omega\left(v_{0}\right) \neq 0$. Thus replacing $\omega$ by $\omega / \omega\left(v_{0}\right)$, we may assume without loss of generality that $\omega\left(v_{0}\right)=1$ and that the contact volume $\omega \wedge d \omega$ coincides with the Riemannian volume on $\Omega$. It follows from these considerations that the Jacobian of the flow is identically equal to 1 , i.e. $J \Phi_{t}=1$, and that the flow preserves the Riemannian volume on $\Omega$, which we shall denote by $m$.

### 5.2 Decay of correlations

The main question we shall address in these notes is that of the rate of decay of correlations of the contact Anosov flow defined in the previous section. For $\alpha>0$ and $\varphi, \psi \in C^{\alpha}(\Omega)$, define the correlation function,

$$
C_{t}(\varphi, \psi)=\left|\int_{\Omega} \varphi \psi \circ \Phi_{t} d m-\int_{\Omega} \varphi d m \int_{\Omega} \psi d m\right|
$$

If $C_{t}(\varphi, \psi) \rightarrow 0$ as $t \rightarrow \infty$ for all Hölder continuous functions $\varphi$ and $\psi$, then we say the flow is mixing. The question then becomes, at what rate? The main result that we shall establish in these notes is the following.

Theorem 5.1. Let $\Phi_{t}$ be a $C^{2}$ Anosov flow of a smooth, compact 3-dimensional Riemannian manifold $\Omega$ preserving a $C^{2}$ contact form $\omega$. Then for each $\alpha>0$, there exists $\eta=\eta(\alpha)$, and $C>0$ such that for all $\varphi, \psi \in C^{\alpha}(\Omega)$ and all $t \geqslant 0$,

$$
\left|\int_{\Omega} \varphi \psi \circ \Phi_{t} d m-\int_{\Omega} \varphi d m \int_{\Omega} \psi d m\right| \leqslant C|\varphi|_{C^{\alpha}(\Omega)}|\psi|_{C^{\alpha}(\Omega)} e^{-\eta t} .
$$

This is a special case of a more general result proved for any odd-dimensional manifold by Liverani (2004). We will limit our exposition to three dimensions in order to maintain the focus on the essential elements of the technique.

From the definition of the correlation function, one can see immediately that, due to the invariance of the measure $m$, a simple change of variables yields,

$$
\begin{equation*}
\int_{M} \varphi \psi \circ \Phi_{t} d m=\int_{M} \varphi \circ \Phi_{-t} \psi d m=\int_{M} \mathcal{L}_{t} \varphi \psi d m, \tag{5.2.1}
\end{equation*}
$$

where for each $t, \mathcal{L}_{t} \varphi:=\varphi \circ \Phi_{-t}$ is the transfer operator, or Ruelle-PerronFrobenius operator associated with $\Phi_{t}$, defined pointwise, for example, on continuous functions. From this change of variables, it follows that the rate of decay of correlations is tied to the spectral properties of the semi-group $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$. This is the perspective that we will continue to develop in this chapter.

### 5.3 Some history and present approach

The proof of exponential decay of correlations for some classes of uniformly hyperbolic flows has proved to be much more subtle than the analogous proof for hyperbolic diffeomorphisms. For uniformly hyperbolic diffeomorphisms, there is a type of dichotomy: either the map is exponentially mixing on smooth observables, or it is not mixing at all. This does not hold for uniformly hyperbolic flows. In Ruelle (1983), a class of Axiom A suspension flows with piecewise constant roof function were constructed that mix at a polynomial rate. Pollicott (1985) then generalized this class of examples to obtain polynomial decay of correlations of any power, indeed even logarithmically slow decay.

Some early success in proving exponential decay for geodesic flows on manifolds of constant negative curvature in 2 and 3 dimensions was achieved by Moore (1987), Ratner (1987) and Pollicott (1992), and certain perturbations were considered by Collet, Epstein, and Gallavotti (1984), but the techniques were algebraic and did not generalize to manifolds of variable curvature.

The first dynamical proof of decay of correlations for Anosov flows was given by Chernov (1998), who exploited the 'twist' provided by the contact form in order to estimate a key quantity, the temporal distance function (see (5.7.14) and Remark 5.24), yet he was only able to obtain a stretched exponential bound using Markov partitions. Next, Dolgopyat (1998) was the first to prove exponential decay of correlations for Anosov flows, using an assumption of $C^{1}$ stable and unstable foliations to estimate a crucial oscillatory integral (see Lemma 5.30). This work was further extended by Liverani (2004), who proved exponential decay for contact Anosov flows by combining a functional analytic approach with the ideas of Dolgopyat and Chernov. These ideas were then adapted to piecewise cone hyperbolic flows by Baladi and Liverani (2012), and finally ${ }^{1}$ to some dispersing billiard flows by Baladi, Demers, and Liverani (2018). It is this line of argument that we shall follow in the present chapter, and we shall limit our discussion primarily to the smooth, Anosov case, in order to present the key ideas most clearly. ${ }^{2}$

Given this approach, several choices are available with regards to the functional analytic framework in which to view the transfer operator.
(1) The approach via Markov partitions used by Dolgopyat (1998).
(2) The norms originally used by Liverani (2004), which define norms integrating over the entire phase space of the flow. These were based on the paper by Blank, Keller, and Liverani (2002), which introduced a set of Banach spaces for Anosov diffeomorphisms and subsequently inspired a series of papers constructing norms for hyperbolic maps from several points of view (see Baladi (2017) for a recent survey of these approaches, and Baladi (2000) for a more in-depth treatment).
(3) The Sobolev-type spaces used by Baladi and Liverani (2012) for piecewise cone hyperbolic contact flows. These norms use Fourier transforms and were based on work of Baladi and Tsujii (2007) and Baladi and Gouëzel (2010) who constructed the analogous norms for diffeomorphisms.
(4) The 'geometric' approach of Gouëzel and Liverani (2006), which modified the norms of Blank, Keller, and Liverani (2002) to integrate over cone-stable curves only. This modification turned out to be essential for the adaptability

[^46]of this method to piecewise hyperbolic maps requiring only Hölder continuity in the unstable direction by Demers and Liverani (2008) and finally to dispersing billiards by Demers and H.-K. Zhang (2011, 2013, 2014). Importantly for these notes, it was recently extended to prove exponential decay of correlations for the finite horizon Sinai billiard flow by Baladi, Demers, and Liverani (2018).

In the present chapter, we will define a functional analytic setup for contact Anosov flows which follows the technique described in (4) above. As a result, our exposition and some proofs will differ from Liverani's published proof (Liverani (2004)). Yet we choose this method since it combines a relatively simple exposition with a flexible framework. To date, the geometric version of norms integrating over stable curves has proved to be the most versatile in terms of its applicability to a wide range of hyperbolic systems with discontinuities.

We provide a brief organizational outline of the chapter for the reader's convenience. In Section 5.4, we introduce necessary definitions and define the Banach spaces on which our transfer operators and resolvents will act. We also outline some properties of these spaces regarding embeddings and compactness. Unfortunately, Proposition 5.8 does not provide true Lasota-Yorke inequalities for our semi-group $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$, so in Section 5.5 we introduce the generator of the semigroup $X$ and the related resolvent $R(z), z \in \mathbb{C}$. As evidenced by Proposition 5.13 and Corollary 5.14, we are able to prove quasi-compactness for $R(z)$, and so obtain useful information about the spectrum of $X$ (Proposition 5.17). In Section 5.6, we introduce an improved estimate on the spectral radius of $R(z)$ when $|\operatorname{Im}(z)|$ is large, which implies a spectral gap for $X$, and leads to the proof of Theorem 5.1. This in turn is reduced to a Dolgopyat-type estimate, Lemma 5.22, which is proved in Section 5.7. In Chapter 6, we briefly sketch some modifications needed to generalize the present approach to dispersing billiards, as carried out by Baladi, Demers, and Liverani (2018).

### 5.4 Functional analytic framework

In order to define the Banach spaces on which our transfer operator will act, we first extend its definition from acting on continuous functions introduced in Section 5.2 to acting on spaces of distributions.

For $\alpha \in(0,1]$, and $W$ a smooth submanifold of $\Omega$, define the $C^{\alpha}$-norm for
functions on $W$ by

$$
\begin{align*}
|\varphi|_{C^{\alpha}(W)} & :=\sup _{x \in W}|\varphi(x)|+H_{W}^{\alpha}(\varphi),  \tag{5.4.1}\\
H_{W}^{\alpha}(\varphi) & :=\sup _{x \neq y \in W}|\varphi(x)-\varphi(y)| d_{W}(x, y)^{-\alpha}, \tag{5.4.2}
\end{align*}
$$

where $d_{W}(\cdot, \cdot)$ is the Riemannian metric restricted to $W$. Notice with this definition that $C^{1}(W)$ is the set of Lipschitz functions on $W$.

Since the flow is $C^{2}$, if $\psi \in C^{1}(\Omega)$, then $\psi \circ \Phi_{-t} \in C^{1}(\Omega)$. Thus we may define $\mathcal{L}_{t}$ acting on $\left(C^{1}(\Omega)\right)^{*}$, the dual of $C^{1}(\Omega)$, by

$$
\mathcal{L}_{t} f(\psi)=f\left(\psi \circ \Phi_{t}\right), \quad \text { for all } \psi \in C^{1}(\Omega), f \in\left(C^{1}(\Omega)\right)^{*} .
$$

If $f \in L^{1}(m)$, then we identify $f$ with the measure $f d m \in\left(C^{1}(\Omega)\right)^{*}$. With this identification, $\mathcal{L}_{t}$ has the pointwise definition stated earlier, $\mathcal{L}_{t} f=f \circ \Phi_{-t}$, and its action is consistent with (5.2.1).

### 5.4.1 Admissible curves

Due to the uniform hyperbolicity of $\Phi_{t}$ given by (5.1.1), we define stable and unstable cones $C^{s}(x), C^{u}(x) \subset E^{s}(x) \oplus E^{u}(x)$, lying in the kernel of the contact form. The cones satisfy the strict invariance condition,

$$
D \Phi_{-t} C^{s}(x) \subset C^{s}\left(\Phi_{-t} x\right), \quad D \Phi_{t} C^{u}(x) \subset C^{u}\left(\Phi_{t} x\right), \quad \text { for all } t>0
$$

Note that, in contrast to the families of cones used for hyperbolic maps throughout Chapter 4, these cones are 'flat' since they lie in the plane $E^{s}(x) \oplus E^{u}(x)$, and have empty interior in $T_{x} \Omega$. We may choose these cones so that they are continuous and uniformly transverse on $\Omega$. Moreover, the uniform contraction and expansion given by (5.1.1) extends to all vectors in $C^{s}(x)$ and $C^{u}(x)$, respectively, with possibly slightly weaker constants $C, C^{\prime}$ and $\Lambda$.

Let $d_{0}>0$ denote the minimal length of a closed geodesic on $\Omega$.
Definition 1. We define a family of admissible cone-stable curves, $\mathcal{W}^{s}=$ $\mathcal{W}^{s}\left(\delta_{0}, C_{0}\right)$, in $\Omega$ satisfying:
(W1) for all $W \in \mathcal{W}^{s}$ and $x \in W$, the unit tangent vector to $W$ at $x$ belongs to $C^{s}(x)$;
(W2) there exists $\delta_{0} \in\left(0, d_{0} / 2\right)$ such that $|W| \leqslant \delta_{0}$ for all $W \in \mathcal{W}^{s}$;
(W3) there exists $C_{0}>0$ such that the curvature of $W$ is bounded by $C_{0}$.
For brevity, we refer to $W \in \mathcal{W}^{s}$ simply as stable curves. A family of admissible cone-unstable curves $\mathcal{W}^{u}$ (referred to simply as unstable curves) is defined similarly.

Due to the strict invariance of the cones, we have $\Phi_{-t} \mathcal{W}^{s} \subseteq \mathcal{W}^{s}, t \geqslant 0$, up to subdivision of curves longer than length $\delta_{0}$. Similarly, $\Phi_{t} \mathcal{W}^{u} \subseteq \mathcal{W}^{u}, t \geqslant 0$.

In order to compare different curves in $\mathcal{W}^{s}$, we will introduce a notion of distance between them, reminiscent of (4.4.1), but with the added consideration that we only want to measure distance transverse to the flow direction. To do this, we place finitely many local sections $\Sigma_{i}$ in $\Omega$, which are smooth surfaces with piecewise smooth boundary, such that
(a) there exists $\tau_{0} \in\left(0, d_{0} / 2\right)$, such that each $W \in \mathcal{W}^{s}$ projects as a smooth, connected curve onto at least one $\Sigma_{i}$ under $\left\{\Phi_{t}\right\}_{0 \leqslant t \leqslant \tau_{0}}$;
(b) each $\Sigma_{i}$ is uniformly transverse to the flow direction;
(c) for each $i$, there exists a common family of stable and unstable cones for all $x \in \Sigma_{i}$.
On each section, we distinguish a point $\bar{x}_{i}$ in the approximate center of $\Sigma_{i}$, and define local coordinates ( $\bar{x}^{s}, \bar{x}^{u}$ ) with $\bar{x}_{i}$ at the origin, and the $\bar{x}^{s}\left(\bar{x}^{u}\right)$ axis tangent to $E^{s}\left(\bar{x}_{i}\right)\left(E^{u}\left(\bar{x}_{i}\right)\right)$ at $\bar{x}_{i}$. We may construct the $\Sigma_{i}$ so that they are approximately rectangular in these coordinates: $\Sigma_{i}=\left\{\left(\bar{x}^{s}, \bar{x}^{u}\right): \bar{x}^{s} \in I_{i}^{s}, \bar{x}^{u} \in I_{i}^{u}\right\}$, where $I_{i}^{s}$ and $I_{i}^{u}$ are two intervals centered at 0 .

On each domain ${ }^{3}$ of the form $D_{i}=\left\{\Phi_{-t}\left(\Sigma_{i}\right)\right\}_{0 \leqslant t \leqslant \tau_{0}}$, let $P_{i}^{+}$denote the projection onto $\Sigma_{i}$, defined at $x \in D_{i}$ as the first intersection of $\Phi_{t}(x)$ with $\Sigma_{i}$, for $t \geqslant 0$. For $W \in \mathcal{W}^{s}$, if $P_{i}^{+} W$ is defined, then we may view it as the graph of a function $G_{i, W}: I_{i, W} \rightarrow I_{i}^{u}$, where $I_{i, W} \subset I_{i}^{s}$, in case the curve $W$ is very short.

Now if $W_{1}, W_{2} \in \mathcal{W}^{s}$, we define a notion of distance between them as follows. If there exists $U \in \mathcal{W}^{u}$ such that $U \cap W_{1} \neq \emptyset$ and $U \cap W_{2} \neq \emptyset$ and at least one $i$ such that $P_{i}^{+} W_{1}$ and $P_{i}^{+} W_{2}$ are both defined, then

$$
\begin{equation*}
d_{\mathcal{W}^{s}}\left(W_{1}, W_{2}\right):=\min _{i}\left\{\left|I_{i, W_{1}} \Delta I_{i, W_{2}}\right|+\left|G_{i, W_{1}}-G_{i, W_{2}}\right|_{C^{1}\left(I_{i, W_{1}} \cap I_{i, W_{2}}\right)}\right\} . \tag{5.4.4}
\end{equation*}
$$

Otherwise, ${ }^{4}$ set $d_{\mathcal{W}^{s}}\left(W_{1}, W_{2}\right)=\infty$.

[^47]The purpose of requiring the existence of $U \in \mathcal{W}^{u}$ intersecting both curves is to ensure that they are sufficiently close in the flow direction (since the distance in (5.4.4) only quantifies the distance between projected curves in $\Sigma_{i}$, which quotients out the flow direction).

Remark 5.2. The choice to compare curves on sections rather than directly on the manifold $\Omega$ may seem unnecessarily awkward at this stage. Yet, it simplifies certain norm calculations considerably by introducing a convenient set of local coordinate systems. In addition, it allows for an immediate generalization to billiards since then one can simply take the sections $\Sigma_{i}$ to correspond to the smooth parts of the boundary of the billiard table.

A second point to notice is that the distance defined by (5.4.4) does not define a metric, or even a pseudo-metric since it does not satisfy the triangle inequality (compare with (4.4.1) which does not contain the term $\left|I_{i, W_{1}} \triangle I_{i, W_{2}}\right|$ and does satisfy the triangle inequality). This does not affect our analysis at all since the norms we define will satisfy the triangle inequality, and this is sufficient for our purposes.

For two curves $W_{1}, W_{2} \in \mathcal{W}^{s}$ with $d_{\mathcal{W}^{s}}\left(W_{1}, W_{2}\right)<\infty$, we can use the same coordinate system to define a notion of distance between test functions supported on these curves. Let $\psi_{i} \in C^{0}\left(W_{i}\right), i=1,2$. Define

$$
d_{0}\left(\psi_{1}, \psi_{2}\right)=\min _{i}\left\{\left|\psi_{1} \circ G_{i, W_{1}}-\psi_{2} \circ G_{i, W_{2}}\right|_{C^{0}\left(I_{i, W_{1}} \cap I_{i, W_{2}}\right)}\right\},
$$

where the minimum is taken over all $i$ such that both $P_{i}^{+}\left(W_{1}\right)$ and $P_{i}^{+}\left(W_{2}\right)$ are both defined.

### 5.4.2 Definition of the norms and Banach spaces

Given $\alpha \in(0,1)$ and $W \in \mathcal{W}^{s}$, define $C^{\alpha}(W)$ to be the closure ${ }^{5}$ of $C^{1}(W)$ in the $C^{\alpha}(W)$ norm, defined by (5.4.1). This definition of $C^{\alpha}(W)$ guarantees that the embedding of our strong space into our weak space is injective (see Lemma 5.4).

Now fix $\alpha \in(0,1]$. Given $f \in C^{1}(\Omega)$, define the weak norm of $f$ by

$$
|f|_{w}=\sup _{W \in \mathcal{W}^{s}} \sup _{\substack{\psi \in C^{\alpha}(W) \\|\psi|_{C^{\alpha}(W)} \leqslant 1}} \int_{W} f \psi d m_{W}
$$

[^48]where $m_{W}$ is arc length measure along $W$.
By contrast, our strong norm will have three components, one for each of the stable, unstable and neutral directions. Choose $1<q<\infty, \beta \in(0, \alpha)$ and $0<\gamma \leqslant \min \{\alpha-\beta, 1 / q\}$.

For $f \in C^{1}(\Omega)$, define the strong stable norm of $f$ by

$$
\|f\|_{s}=\sup _{W \in \mathcal{W}^{s}} \sup _{\substack{\psi \in C^{\beta}(W) \\|\psi|_{C} \beta_{(W)} \leqslant|W|^{-1 / q}}} \int_{W} f \psi d m_{W}
$$

Define the neutral norm of $f$ by

$$
\|f\|_{0}=\left.\sup _{W \in \mathcal{W}^{s}} \sup _{\substack{\psi \in C^{\alpha}(W) \\|\psi|_{C^{\alpha}(W)} \leqslant 1}} \int_{W} \frac{d}{d t}\left(f \circ \Phi_{t}\right)\right|_{t=0} \psi d m_{W}
$$

And finally, define the unstable norm of $f$ by

$$
\|f\|_{u}=\sup _{\varepsilon>0} \sup _{\substack{W_{1}, W_{2} \in \mathcal{W}^{s} \\ d_{\mathcal{W}^{s}}\left(W_{1}, W_{2}\right) \leqslant \varepsilon \varepsilon}}^{\sup _{\substack{\psi_{i} \in C^{\alpha}\left(W_{i}\right) \\\left|\psi_{i}\right| C^{\alpha}\left(W_{i}\right) \leqslant 1 \\ d_{0}\left(\psi_{1}, \psi_{2}\right)=0}} \varepsilon^{-\gamma}\left|\int_{W_{1}} f \psi_{1}, d m_{W_{1}}-\int_{W_{2}} f \psi_{2} d m_{W_{2}}\right| .}
$$

Define the strong norm of $f$ by

$$
\|f\|_{\mathcal{B}}=\|f\|_{s}+\|f\|_{0}+c_{u}\left\|f_{u}\right\|
$$

where $c_{u}>0$ is a constant to be chosen later.
Now our weak space $\mathcal{B}_{w}$ is defined as the completion of $C^{2}(\Omega)$ in the $|\cdot|_{w}$ norm, while our strong space $\mathcal{B}$ is defined as the completion of $C^{2}(\Omega)$ in the $\|\cdot\|_{\mathcal{B}}$ norm.

Remark 5.3. The restrictions on the parameters are placed due to the following considerations. That $\beta<\alpha$ is required for compactness (Lemma 3.10). Then $\gamma \leqslant \alpha-\beta$ is required when adjusting test functions for the unstable norm estimate (5.4.10), while $\gamma \leqslant 1 / q$ allows us to account for short unmatched pieces due to our use of sections in the same estimate. Finally, $q>1$ is required to obtain contraction in the strong stable norm estimate (5.4.9). For a $C^{2}$ flow, one may take $\alpha=1$.

In order to use the Dolgopyat estimate (Lemma 5.22) to prove Proposition 5.20, we shall introduce additional restrictions on the parameters when applying the mollification lemma (Lemma 5.23). For this proof, we shall need $\beta$ to be sufficiently small and $q$ sufficiently close to 1 so that $(1+\beta-1 / q) / \gamma<\gamma_{0}$, where $\gamma_{0}$ is from Lemma 5.22.

### 5.4.3 Properties of the Banach spaces

The spaces $\mathcal{B}$ and $\mathcal{B}_{w}$ are spaces of distributions, and the following lemma describes some important relations with more familiar spaces.

For notational convenience, for $\psi \in C^{\alpha}(\Omega)$ and $f \in\left(C^{\alpha}(\Omega)\right)^{*}$, we denote by $f(\psi)$ the action of $f$ on $\psi$. Any $f \in C^{0}(\Omega)$ can be identified with an element of $\left(C^{\alpha}(\Omega)\right)^{*}$ (which we still denote by $f$ ) via the equality $f(\psi)=\int_{\Omega} \psi f d m$.

Lemma 5.4. The following set of inclusions are continuous, and the first two are injective,

$$
C^{1}(\Omega) \hookrightarrow \mathcal{B} \hookrightarrow \mathcal{B}_{w} \hookrightarrow\left(C^{\alpha}(\Omega)\right)^{*} .
$$

Indeed, there exists $C>0$ such that for all $f \in C^{1}(\Omega)$, we have

$$
\begin{equation*}
|f|_{w} \leqslant\|f\|_{\mathcal{B}} \leqslant C|f|_{C^{1}(\Omega)} . \tag{5.4.5}
\end{equation*}
$$

## Moreover,

$$
\begin{align*}
& |f(\psi)| \leqslant C|f|_{w}|\psi|_{C^{\alpha}(\Omega)} \quad \forall f \in \mathcal{B}_{w}, \\
& |f(\psi)| \leqslant C\|f\|_{s}|\psi|_{C^{\beta}(\Omega)} \quad \forall f \in \mathcal{B} . \tag{5.4.6}
\end{align*}
$$

Proof. The bounds in (5.4.5) are clear from the definitions of the norms, proving the continuity of the first two inclusions. Moreover the injectivity of the first inclusion is obvious, while that of the second follows from the fact that $C^{1}(W)$ is dense in both $C^{\alpha}(W)$ and $C^{\beta}(W)$ because of the way we have defined these spaces of test functions.

It remains to prove the inequalities in (5.4.6), which in turn imply the continuity of the last inclusion. We prove the first inequality in (5.4.6), since the proof of the second is similar.

Let $f \in C^{2}(\Omega), \psi \in C^{\alpha}(\Omega)$. We subdivide $\Omega$ into a finite number of boxes $B_{i}$ and foliate each box by a smooth foliation of stable curves $\left\{W_{\xi}\right\}_{\xi \in \Xi_{i}}$. To see that this is possible, we can choose each box $B_{i}$ to lie inside one of the domains $D_{i}$ corresponding to surface $\Sigma_{i}$. Choosing a smooth family of stable curves intersecting $\Sigma_{i}$, we can simply flow it to fill $B_{i}$.

Now on each $B_{i}$, we disintegrate the measure $m$ into conditional measures $\rho_{\xi} d m_{W_{\xi}}$ on each $W_{\xi}$ and a factor measure $\hat{m}_{i}$ on the index set $\Xi_{i}$. Since the foliation is smooth, we have $\left|\rho_{\xi}\right|_{C^{1}\left(W_{\xi}\right)} \leqslant C_{1}$ for some $C_{1}>0$ and all $\xi \in \Xi_{i}$.

Then,

$$
\begin{aligned}
|f(\psi)| & =\left|\int_{\Omega} f \psi d m\right| \leqslant \sum_{i} \int_{\Xi_{i}}\left|\int_{W_{\xi}} f \psi \rho_{\xi} d m_{W_{\xi}}\right| d \hat{m}_{i} \\
& \leqslant \sum_{i} \int_{\Xi_{i}}|f| w|\psi|_{C^{\alpha}\left(W_{\xi}\right)}\left|\rho_{\xi}\right|_{C^{\alpha}\left(W_{\xi}\right)} d \hat{m}_{i} \leqslant C|f|_{w}|\psi|_{C^{\alpha}(\Omega)} .
\end{aligned}
$$

Since this bound holds for all $f \in C^{2}(\Omega)$, by density it holds for all $f \in \mathcal{B}_{w}$.
Remark 5.5. The third inclusion in Lemma 5.4 can be made injective as well by adding a factor $|W|^{-1 / q^{\prime}}$ to the weak norm for some $q^{\prime}>q$, and requiring that $\alpha<1 / q^{\prime}$. This is done, for example, in Demers and H.-K. Zhang (2014, Lemma 3.8), but we omit this added factor in the present setting since the injectivity is irrelevant for our purposes.
Lemma 5.6. The unit ball of $\mathcal{B}$ is compactly embedded in $\mathcal{B}_{w}$.
Proof. The compactness follows from two important points: the compactness of the unit ball of $C^{\alpha}(W)$ in $C^{\beta}(W)$ for each $W \in \mathcal{W}^{s}$; and the compactness in the $C^{1}$ norm of the set of graphs $G_{i, W}$ with $C^{2}$ norm bounded by $C_{0}$ on each section $\Sigma_{i}$. This allows us to prove that for all $\varepsilon>0$, there exists a finite set of linear functionals $\ell_{j, k}$ on $\mathcal{B}$, with $\ell_{j, k}(f)=\int_{W_{j}} f \psi_{k} d m_{W_{j}}, W_{j} \in \mathcal{W}^{s}$, $\psi_{k} \in C^{\alpha}\left(W_{j}\right)$, such that

$$
\begin{equation*}
\min _{j, k}\left(|f|_{w}-\ell_{j, k}(f)\right) \leqslant C \varepsilon^{\gamma}\|f\|_{\mathcal{B}}, \tag{5.4.7}
\end{equation*}
$$

for a uniform constant $C>0$ and all $f \in \mathcal{B}$. This implies the required compactness. For the details of the approximation needed to carry out the above estimate, see Demers and H.-K. Zhang (2011, Lemma 3.10) or Baladi, Demers, and Liverani (2018, Lemma 3.10).

Problem 5.7. Assume that (5.4.7) holds. Show that it implies that the unit ball of $\mathcal{B}$ is compact in $\mathcal{B}_{w}$.

### 5.4.4 Lasota-Yorke type inequalities for the semi-group $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$

The semi-group of transfer operators $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$ satisfies the following set of dynamical inequalities, often called Lasota-Yorke, or Doeblin-Fortet, inequalities following their seminal role in the development of the spectral theory of transfer operators Doeblin and Fortet (1937) and Lasota and Yorke (1973).

Proposition 5.8. There exists $C>0$ such that for all $f \in \mathcal{B}$ and $t \geqslant 0$,

$$
\begin{align*}
& \left|\mathcal{L}_{t} f\right|_{w} \leqslant C|f|_{w}  \tag{5.4.8}\\
& \left\|\mathcal{L}_{t} f\right\|_{s} \leqslant C\left(\Lambda^{-\beta t}+\Lambda^{-(1-1 / q) t}\right)\|f\|_{s}+C|f|_{w}  \tag{5.4.9}\\
& \left\|\mathcal{L}_{t} f\right\|_{u} \leqslant C \Lambda^{-\gamma t}\|f\|_{u}+C\|f\|_{0}+C\|f\|_{s}  \tag{5.4.10}\\
& \left\|\mathcal{L}_{t} f\right\|_{0} \leqslant C\|f\|_{0} . \tag{5.4.11}
\end{align*}
$$

If $\mathcal{L}_{t}$ were the transfer operator for a hyperbolic diffeomorphism of a 2 -dimensional manifold, the inequalities (5.4.8) - (5.4.10) would be the traditional Lasota-Yorke inequalities (there would be no neutral direction), and we would conclude that $\mathcal{L}_{t}$ is quasi-compact with spectral radius 1 , and essential spectral radius strictly smaller than 1 . Unfortunately, in the case of a flow, we are left with the inequality (5.4.11) for the neutral norm, due to the lack of hyperbolicity in the flow direction. Thus the above inequalities do not represent a true set of LasotaYorke inequalities since the strong norm does not contract. So we do not prove that $\mathcal{L}_{t}$ is quasi-compact on $\mathcal{B}$.

Before proceeding to the next step in the argument, which is the introduction of the resolvent and the generator of the semi-group, we prove several items of the proposition, to give a flavor for the estimates required (which are in the spirit of the one in Section 4.4).

A full proof of analogous inequalities in a variety of settings can be found in, for example, Gouëzel and Liverani (2006) for Anosov diffeomorphisms, Demers and H.-K. Zhang (2011) for dispersing billiard maps, or Baladi, Demers, and Liverani (2018) for some dispersing billiard flows.

Proof of Proposition 5.8. Due to the density of $C^{2}(\Omega)$ in $\mathcal{B}$, it suffices to prove the inequalities for $f \in C^{2}(\Omega)$. We first prove (5.4.9).

When we flow a stable curve $W \in \mathcal{W}^{s}$ backwards, $\Phi_{-t} W$ may grow to have length greater than $\delta_{0}$. If so, we subdivide it into a finite collection $\mathcal{G}_{t}(W)=$ $\left\{W_{i}\right\}_{i} \subset \mathcal{W}^{s}$ so that each $W_{i}$ has length between $\delta_{0} / 2$ and $\delta_{0}$, and $\cup_{i} W_{i}=\Phi_{-t} W$.

Let $f \in C^{2}(\Omega), W \in \mathcal{W}^{s}$ and $\psi \in C^{\beta}(W)$ with $|\psi|_{C^{\beta}(W)} \leqslant|W|^{-1 / q}$. We must estimate, for $t \geqslant 0$,

$$
\begin{equation*}
\int_{W} \mathcal{L}_{t} f \psi d m_{W}=\sum_{W_{i} \in \mathcal{G}_{t}(W)} \int_{W_{i}} f \psi \circ \Phi_{t} J_{W_{i}} \Phi_{t} d m_{W_{i}}, \tag{5.4.12}
\end{equation*}
$$

where we have changed variables and subdivided the integral on $\Phi_{-t} W$ into a sum of integrals over the $W_{i} \in \mathcal{G}_{t}(W)$. The function $J_{W_{i}} \Phi_{t}$ denotes the Jacobian of $\Phi_{t}$ along the curve $W_{i}$. Due to (5.1.1), this is a contraction.

Case I. $\left|\Phi_{-t} W\right|>\delta_{0}$.
For each $i$, define $\bar{\psi}_{i}$ to be the average value of $\psi \circ \Phi_{t}$ on $W_{i}$. Then subtracting the average on each $W_{i}$, we can rewrite (5.4.12) as,

$$
\begin{align*}
\int_{W} \mathcal{L}_{t} f \psi d m_{W}= & \sum_{W_{i} \in \mathcal{G}_{t}(W)} \int_{W_{i}} f\left(\psi \circ \Phi_{t}-\bar{\psi}_{i}\right) J_{W_{i}} \Phi_{t} d m_{W_{i}} \\
& \quad+\bar{\psi}_{i} \int_{W_{i}} f J_{W_{i}} \Phi_{t} d m_{W_{i}} \\
\leqslant & \sum_{i}\|f\|_{s}\left|\psi \circ \Phi_{t}-\bar{\psi}_{i}\right|_{C^{\beta}\left(W_{i}\right)}\left|W_{i}\right|^{1 / q}\left|J_{W_{i}} \Phi_{t}\right|_{C^{\beta}\left(W_{i}\right)} \\
& \quad+|f|_{w}\left|\bar{\psi}_{i}\right|_{C^{\alpha}\left(W_{i}\right)}\left|J_{W_{i}} \Phi_{t}\right|_{C^{\alpha}\left(W_{i}\right)}, \tag{5.4.13}
\end{align*}
$$

where we have applied the strong stable norm to the first set of terms and the weak norm to the second set.

The $C^{\beta}$ norm of $\psi \circ \Phi_{t}-\bar{\psi}_{i}$ is easy to estimate using the uniform hyperbolicity of $\Phi_{t}$ given by (5.1.1), as well as the fact that we have defined stable curves which are transverse to the flow direction, and whose tangent vector lie exactly in the plane where the hyperbolicity of the flow dominates. Thus for $x, y \in W_{i}$,

$$
\begin{equation*}
\left|\psi \circ \Phi_{t}(x)-\psi \circ \Phi_{t}(y)\right| \leqslant H_{W}^{\beta}(\psi) d\left(\Phi_{t}(x), \Phi_{t}(y)\right)^{\beta} \leqslant C \Lambda^{-\beta t} d(x, y)^{\beta} \tag{5.4.14}
\end{equation*}
$$

This, together with the fact that $\bar{\psi}_{i}=\psi \circ \Phi_{t}(y)$ for some $y \in W_{i}$ yields,

$$
\begin{equation*}
\left|\psi \circ \Phi_{t}-\bar{\psi}_{i}\right|_{C^{\beta}\left(W_{i}\right)} \leqslant C \Lambda^{-\beta t}|\psi|_{C^{\beta}(W)} \leqslant C \Lambda^{-\beta t}|W|^{-1 / q} . \tag{5.4.15}
\end{equation*}
$$

Then, since $\bar{\psi}_{i}$ is constant, $\left|\bar{\psi}_{i}\right|_{C^{\alpha}\left(W_{i}\right)} \leqslant|\psi|_{C^{0}(W)} \leqslant|W|^{-1 / q}$.
In order to complete the estimate on the strong stable norm, we need the following lemma.

Lemma 5.9. Let $W \in \mathcal{W}^{s}, t \geqslant 0$, and suppose $\Phi_{-t} W=\left\{W_{i}\right\}_{i} \subset \mathcal{W}^{s}$.
(a) There exists $C_{d}>0$, independent of $W$ and $t$, such that for all $W_{i}$ and $x, y \in W_{i}$,

$$
\left|\frac{J_{W_{i}} \Phi_{t}(x)}{J_{W_{i}} \Phi_{t}(y)}-1\right| \leqslant C_{d} d(x, y)
$$

(b) $\left|J_{W_{i}} \Phi_{t}\right|_{C^{1}\left(W_{i}\right)} \leqslant\left(1+C_{d}\right)\left|J_{W_{i}} \Phi_{t}\right|_{C^{0}\left(W_{i}\right)}$.
(c) There exists $\bar{C}$, independent of $W$ and $t \geqslant 0$, such that

$$
\sum_{i}\left|J_{W_{i}} \Phi_{t}\right|_{C^{0}\left(W_{i}\right)} \leqslant \bar{C} .
$$

Proof. Item (a) is a standard distortion bound in hyperbolic dynamics. It can be proved, for example, by choosing $\tau_{1}>0$ and subdividing $[0, t]$ into $\left[t / \tau_{1}\right]$ intervals of length $\tau_{1}$, plus a last one of length $s \leqslant \tau_{1}$. Then using again (5.1.1)

$$
\begin{aligned}
\log \frac{J_{W_{i}} \Phi_{t}(x)}{J_{W_{i}} \Phi_{t}(y)} \leqslant & \sum_{j=1}^{\left[t / \tau_{1}\right]}\left|\log J_{\Phi_{j \tau_{1}} W_{i}} \Phi_{\tau_{1}}\left(\Phi_{j \tau_{1}}(x)\right)-\log J_{\Phi_{j \tau_{1}} W_{i}} \Phi_{\tau_{1}}\left(\Phi_{j \tau_{1}}(y)\right)\right| \\
& \quad+\left|\log J_{\Phi_{t-s} W_{i}} \Phi_{s}\left(\Phi_{t-s}(x)\right)-\log J_{\Phi_{t-s} W_{i}} \Phi_{s}\left(\Phi_{t-s}(y)\right)\right| \\
\leqslant & \sum_{j=1}^{\left[t / \tau_{1}\right]} C d\left(\Phi_{j \tau_{1}}(x), \Phi_{j \tau_{1}}(y)\right)+C d\left(\Phi_{t-s}(x), \Phi_{t-s}(y)\right) \\
\leqslant & C^{\prime} \sum_{j=1}^{\left[t / \tau_{1}\right]} \Lambda^{-j \tau_{1}} d(x, y)+\Lambda^{-(t-s)} d(x, y) \leqslant C^{\prime \prime} d(x, y)
\end{aligned}
$$

where $C^{\prime \prime}$ depends on the maximum $C^{2}$ norm of $\Phi_{s}, 0 \leqslant s \leqslant \tau_{1}$.
Item (b) is an immediate consequence of (a).
Item (c) also follows from (a). To see this, note that if $\Phi_{-t} W$ has length less than $\delta_{0}$, then there is only a single $W_{i}$, and the fact that the Jacobian along stable curves is a contraction implies the inequality. If $\Phi_{-t} W$ has length longer than $\delta_{0}$, then each $W_{i}$ has length at least $\delta_{0} / 2$. Thus using bounded distortion from (a) yields,

$$
\begin{align*}
\sum_{i}\left|J_{W_{i}} \Phi_{t}\right|_{C^{0}\left(W_{i}\right)} & \approx \sum_{i} \frac{\left|\Phi_{t}\left(W_{i}\right)\right|}{\left|W_{i}\right|} \leqslant 2 \delta_{0}^{-1} \sum_{i}\left|\Phi_{t}\left(W_{i}\right)\right|  \tag{5.4.16}\\
& \leqslant 2 \delta_{0}^{-1}|W| \leqslant 2
\end{align*}
$$

The items of the lemma allow us to complete the proof of (5.4.9). Recalling (5.4.13), and using (5.4.15) and Lemma 5.9(b) yields,

$$
\begin{aligned}
\int_{W} \mathcal{L}_{t} f \psi d m_{W} \leqslant & \sum_{i} C \Lambda^{-\beta t}\|f\|_{s} \frac{\left|W_{i}\right|^{1 / q}}{|W|^{1 / q}}\left|J_{W_{i}} \Phi_{t}\right|_{C^{0}\left(W_{i}\right)} \\
& +C|f|_{w}|W|^{-1 / q}\left|J_{W_{i}} \Phi_{t}\right|_{C^{0}\left(W_{i}\right)} .
\end{aligned}
$$

The first sum is uniformly bounded in $t$ and $W$ by Lemma 5.9(a),(c) and a Hölder inequality,

$$
\begin{aligned}
\sum_{i} \frac{\left|W_{i}\right|^{1 / q}}{|W|^{1 / q}}\left|J_{W_{i}} \Phi_{t}\right|_{C^{0}\left(W_{i}\right)} & \leqslant\left(\sum_{i}\left(1+C_{d}\right) \frac{\left|\Phi_{t}\left(W_{i}\right)\right|}{|W|}\right)^{1 / q}\left(\sum_{i}\left|J_{W_{i}} \Phi_{t}\right| C_{0}\left(W_{i}\right)\right)^{1-1 / q} \\
& \leqslant\left(1+C_{d}\right)^{1 / q} \bar{C}^{1-1 / q} .
\end{aligned}
$$

The second sum is bounded uniformly in $t$ and $W$ since by an estimate similar to (5.4.16),

$$
\sum_{i}|W|^{-1 / q}\left|J_{W_{i}} \Phi_{t}\right|_{C^{0}\left(W_{i}\right)} \leqslant 2 \delta_{0}^{-1}|W|^{1-1 / q} .
$$

Putting these estimates together yields,

$$
\begin{equation*}
\int_{W} \mathcal{L}_{t} f \psi d m_{W} \leqslant C \Lambda^{-\beta t}\|f\|_{s}+C|f|_{w} \tag{5.4.17}
\end{equation*}
$$

Case II. $\left|\Phi_{-t} W\right| \leqslant \delta_{0}$.
In this case, ${ }^{6}$ we do not subtract an average for the test function, and there is simply one term in (5.4.12), to which we apply the strong stable norm,

$$
\int_{W} \mathcal{L}_{t} f \psi d m_{W} \leqslant\|f\|_{s} \frac{\left|\Phi_{-t}(W)\right|^{1 / q}}{|W|^{1 / q}}\left|J_{\Phi_{-t}(W)} \Phi_{t}\right|_{C^{0}}
$$

where again, we have used (5.4.14) and Lemma 5.9 to estimate the norms of the test functions. By bounded distortion, $\left|J_{\Phi_{-t}(W)} \Phi_{t}\right|_{C^{0}} \approx \frac{|W|}{\left|\Phi_{-t}(W)\right|}$, so that

$$
\int_{W} \mathcal{L}_{t} f \psi d m_{W} \leqslant C\|f\|_{s} \frac{|W|^{1-1 / q}}{\left|\Phi_{-t}(W)\right|^{1-1 / q}} \leqslant C\|f\|_{s} \Lambda^{-(1-1 / q) t} .
$$

[^49]Putting Cases I and II together and taking the supremum over $W$ and $\psi$ proves (5.4.9).

The proof of (5.4.8) follows more simply since the weak norm needs no contraction so we do not subtract the average value of the test function on each curve. Also, there is no weight of the form $|W|^{-1 / q}$ since for the weak norm, the test function $\psi \in C^{\alpha}(W)$ satisfies $|\psi|_{C^{\alpha}(W)} \leqslant 1$. Thus following (5.4.12) and applying the weak norm to each term yields,

$$
\begin{aligned}
\int_{W} \mathcal{L}_{t} f \psi d m_{W} & \leqslant \sum_{i}|f|_{w}\left|\psi \circ \Phi_{t}\right|_{C^{\alpha}\left(W_{i}\right)}\left|J_{W_{i}} \Phi_{t}\right|_{C^{\alpha}\left(W_{i}\right)} \\
& \leqslant \sum_{i} C|f|_{w}\left|J_{W_{i}} \Phi_{t}\right|_{C^{0}\left(W_{i}\right)} \leqslant C^{\prime}|f|_{w}
\end{aligned}
$$

where again we have used Lemma 5.9.
The proof of the neutral norm bound (5.4.11) is similarly straightforward. Using the group property of $\Phi_{t}$, we have,

$$
\begin{equation*}
\left.\frac{d}{d s}\left(\left(\mathcal{L}_{t} f\right) \circ \Phi_{s}\right)\right|_{s=0}=\lim _{s \rightarrow 0} \frac{\left(f \circ \Phi_{s}-f\right) \circ \Phi_{-t}}{s}=\left.\frac{d}{d s}\left(f \circ \Phi_{s}\right)\right|_{s=0} \circ \Phi_{-t} . \tag{5.4.18}
\end{equation*}
$$

Taking $\psi \in C^{\alpha}(W)$ with $|\psi|_{C^{\alpha}(W)} \leqslant 1$, we use (5.4.18) and change variables as in (5.4.12),

$$
\begin{aligned}
\left.\int_{W} \frac{d}{d s}\left(\left(\mathcal{L}_{t} f\right) \circ \Phi_{s}\right)\right|_{s=0} \psi d m_{W} & =\left.\sum_{i} \int_{W_{i}} \frac{d}{d s}\left(f \circ \Phi_{s}\right)\right|_{s=0} \psi \circ \Phi_{t} J_{W_{i}} \Phi_{t} d m_{W_{i}} \\
& \leqslant \sum_{i}\|f\|_{0}\left|\psi \circ \Phi_{t}\right|_{C^{\alpha}\left(W_{i}\right)}\left|J_{W_{i}} \Phi_{t}\right|_{C^{\alpha}\left(W_{i}\right)},
\end{aligned}
$$

and the sum is uniformly bounded in $t$ and $W$, again using Lemma 5.9.
The proof of (5.4.10) is more lengthy, and uses a graph transform-type argument to show that if $d_{\mathcal{W}^{s}}\left(W^{1}, W^{2}\right) \leqslant \varepsilon$, then $\Phi_{-t}\left(W^{1}\right)$ and $\Phi_{-t}\left(W^{2}\right)$ can be (mostly) decomposed into matched pieces $W_{j}^{1}, W_{j}^{2}$ such that $d_{\mathcal{W}^{s}}\left(W_{j}^{1}, W_{j}^{2}\right) \leqslant$ $C \Lambda^{-n} \varepsilon$. Unfortunately, to obtain this strict contraction, we compare distances on the sections $\Sigma_{i}$ and so this decomposition will also create (short) unmatched pieces which must be estimated using the strong stable norm, taking advantage of the weight $|W|^{1 / q}$. To avoid cumbersome technicalities, we shall omit the proof in these notes. We refer the interested reader to Demers and H.-K. Zhang (2011) for the map version or Baladi, Demers, and Liverani (2018) for the flow version.

### 5.5 The generator and the resolvent

The novel idea introduced by Liverani (2004) was to shift attention away from the semi-group of transfer operators, and onto the generator of the semi-group, and the associated resolvent. Indeed, the path we shall follow to prove Theorem 5.1 will be to prove a spectral gap for the generator.

For $f \in C^{1}(\Omega)$, define

$$
X f=\lim _{t \rightarrow 0^{+}} \frac{\mathcal{L}_{t} f-f}{t} .
$$

The operator $X$ is called the generator of the semi-group $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$. Since $\Phi_{t}$ is invertible, in fact $\left\{\mathcal{L}_{t}\right\}_{t \in \mathbb{R}}$ is a group when acting pointwise on functions; however, since we are interested in its action on the Banach space $\mathcal{B}$, we consider only the semi-group. This is because the dynamical properties of $\mathcal{L}_{t}$ for $t<0$ will not preserve the norms: the roles of the stable and unstable directions are exchanged, and so the definition of the anisotropic spaces would also need to be changed in order to study $t<0$.

Remark that if $f \in C^{2}(\Omega)$, then $X f \in C^{1}(\Omega)$, so $X f \in \mathcal{B}$ by Lemma 5.4. By definition, this implies that the domain of $X$ is dense in $\mathcal{B}$.

The following lemma provides additional information about the behavior of $\mathcal{L}_{t}$ for small $t$.

Lemma 5.10. There exists $C>0$ such that for all $f \in \mathcal{B}$,
(a) $\lim _{t \rightarrow 0^{+}}\left\|\mathcal{L}_{t} f-f\right\|_{\mathcal{B}}=0$;
(b) $\left|\mathcal{L}_{t} f-f\right|_{w} \leqslant C t\|f\|_{\mathcal{B}}, t \geqslant 0$.

Proof. For the proof of (a), see Baladi, Demers, and Liverani (2018, Lemma 4.6). We prove (b).

Let $f \in C^{2}(\Omega), W \in \mathcal{W}^{s}$ and $\psi \in C^{\alpha}(W)$ with $|\psi|_{C^{\alpha}(W)} \leqslant 1$. Then using
(5.4.18), we estimate

$$
\begin{aligned}
\int_{W}\left(\mathcal{L}_{t} f-f\right) \psi d m_{W} & =\int_{W} \int_{0}^{t} \frac{d}{d s}\left(f \circ \Phi_{-s}\right) \psi d s d m_{W} \\
& =\left.\int_{0}^{t} \int_{W} \frac{d}{d r}\left(f \circ \Phi_{r}\right)\right|_{r=0} \circ \Phi_{-s} \psi d m_{W} d s \\
& =\left.\int_{0}^{t} \sum_{i} \int_{W_{i}} \frac{d}{d r}\left(f \circ \Phi_{r}\right)\right|_{r=0} \psi \circ \Phi_{s} J_{W_{i}} \Phi_{s} d m_{W_{i}} d s \\
& \leqslant \int_{0}^{t}\|f\|_{0} \sum_{i}\left|\psi \circ \Phi_{s}\right|_{C^{\alpha}\left(W_{i}\right)}\left|J_{W_{i}} \Phi_{S}\right|_{C^{\alpha}\left(W_{i}\right)} \\
& \leqslant C t\|f\|_{0}
\end{aligned}
$$

where we have changed variables in the third line, and used Lemma 5.9 in the fourth. Taking the supremum over $\psi$ and $W$ proves (b).

Remark 5.11. Item (a) of Lemma 5.10 implies that the semi-group $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$ acting on $\mathcal{B}$ is strongly continuous. This in turn implies that $X$ is closed as an operator on $\mathcal{B}$, with a dense domain, Davies (2007).

Next, for $z \in \mathbb{C}$, we define the resolvent $R(z): \mathcal{B} \rightarrow \mathcal{B}$ by

$$
\begin{equation*}
R(z)=(z I-X)^{-1} \tag{5.5.1}
\end{equation*}
$$

When $\operatorname{Re}(z)>0, R(z)$ has the following representation,

$$
\begin{equation*}
R(z) f=\int_{0}^{\infty} e^{-z t} \mathcal{L}_{t} f d t \tag{5.5.2}
\end{equation*}
$$

The importance of (5.5.2) is that the operator $R(z)$ integrates out time, and so eliminates the neutral direction. This will be the key point that enables the subsequent analysis.

Problem 5.12. Use the definition of $X$ to verify that $R(z)$ defined by (5.5.2) satisfies $R(z) X f=-f+z R(z) f$. This implies that $R(z)$ satisfies (5.5.1).

### 5.5.1 Quasi-compactness of $R(z)$

Define $\lambda=\max \left\{\Lambda^{-\beta}, \Lambda^{-\gamma}, \Lambda^{-(1-1 / q)}\right\}<1$.

Proposition 5.13. There exists $C \geqslant 1$ such that for all $z \in \mathbb{C}$ with $\operatorname{Re}(z)=: a>0$, and all $f \in \mathcal{B}$ and $n \geqslant 0$,

$$
\begin{align*}
& \left|R(z)^{n} f\right|_{w} \leqslant C a^{-n}|f|_{w},  \tag{5.5.3}\\
& \left\|R(z)^{n} f\right\|_{s} \leqslant C(a-\log \lambda)^{-n}\|f\|_{s}+C a^{-n}|f|_{w},  \tag{5.5.4}\\
& \left\|R(z)^{n} f\right\|_{u} \leqslant C(a-\log \lambda)^{-n}\|f\|_{u}+C a^{-n}\left(\|f\|_{s}+\|f\|_{0}\right),  \tag{5.5.5}\\
& \left\|R(z)^{n} f\right\|_{0} \leqslant C a^{1-n}(1+|z| / a)|f|_{w} . \tag{5.5.6}
\end{align*}
$$

Due to the integration over time provided by (5.5.2), Proposition 5.13 represents an essential improvement over Proposition 5.8. The key improvement is the weak norm $|f|_{w}$ appearing on the right hand side of (5.5.6) in place of the neutral norm $\|f\|_{0}$ which appeared on the right hand side of (5.4.11). This permits the following corollary.

Corollary 5.14. Let $z=a+i b \in \mathbb{C}$ with $a>0$. The spectral radius of $R(z)$ on $\mathcal{B}$ is at most $a^{-1}$. For any $\sigma>\left(1-a^{-1} \log \lambda\right)^{-1}$, we may choose $c_{u}>0$ such that the essential spectral radius is at most $\sigma a^{-1}$. Thus the spectrum of $R(z)$ outside the disk of radius $\sigma a^{-1}$ is finite-dimensional, and if it is nonempty, then $R(z)$ is quasi-compact as an operator on $\mathcal{B}$.

Proof. Using the definition of the strong norm, we estimate,

$$
\begin{aligned}
a^{n}\left\|R(z)^{n} f\right\|_{\mathcal{B}}= & a^{n}\left\|R(z)^{n} f\right\|_{s}+c_{u} a^{n}\left\|R(z)^{n} f\right\|_{u}+a^{n}\|R(z) f\|_{0} \\
\leqslant & C\left[\left(1-a^{-1} \log \lambda\right)^{-n}+c_{u}\right]\|f\|_{s}+C c_{u}\left(1-a^{-1} \log \lambda\right)^{-n}\|f\|_{u} \\
& +C c_{u}\|f\|_{0}+C(1+a+|z|)|f|_{w} .
\end{aligned}
$$

Now choose $\sigma \in\left(\left(1-a^{-1} \log \lambda\right)^{-1}, 1\right)$ and $N>0$ so large that $\sigma^{N} / 2>C(1-$ $\left.a^{-1} \log \lambda\right)^{-N}$. Finally, choose $c_{u}>0$ so small that $C c_{u}<\sigma^{N} / 2$. Then the above estimate yields,

$$
\begin{equation*}
a^{N}\left\|R(z)^{N} f\right\|_{\mathcal{B}} \leqslant \sigma^{N}\|f\|_{\mathcal{B}}+C(a+|z|+1)|f|_{w}, \tag{5.5.7}
\end{equation*}
$$

which is the traditional Lasota-Yorke inequality. Since this can be iterated, it follows from a classical result of Hennion (1993), together with the compactness of the unit ball of $\mathcal{B}$ in $\mathcal{B}_{w}$ (Lemma 5.6), that the essential spectral radius of $R(z)$ on $\mathcal{B}$ is at most $\sigma a^{-1}$.

The following two facts will be useful for proving Proposition 5.13.

Problem 5.15. Starting from (5.5.2), prove by induction that

$$
R(z)^{n} f=\int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-z t} \mathcal{L}_{t} f d t
$$

Problem 5.16. Let $z=a+i b$ with $a>0$. Show that

$$
\left|\int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-z t} d t\right| \leqslant \int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-a t} d t \leqslant a^{-n}, \text { for all } n \geqslant 1 .
$$

Proof of Proposition 5.13. As usual, by density, it suffices to prove the inequalities for $f \in C^{2}(\Omega)$. We begin by proving the weak norm estimate (5.5.3).

Let $W \in \mathcal{W}^{s} s, \psi \in C^{\alpha}(W)$ with $|\psi|_{C^{\alpha}(W)} \leqslant 1$. Then for $n \geqslant 1$,

$$
\begin{align*}
\left|\int_{W} R(z)^{n} f \psi d m_{W}\right| & =\left|\int_{0}^{\infty} \int_{W} \mathcal{L}_{t} f \psi d m_{W} \frac{t^{n-1}}{(n-1)!} e^{-z t} d t\right| \\
& \leqslant \int_{0}^{\infty}\left|\mathcal{L}_{t} f\right|_{w} \frac{t^{n-1}}{(n-1)!} e^{-a t} d t \leqslant C|f|_{w} a^{-n}, \tag{5.5.8}
\end{align*}
$$

where in the first line we have used Problem 5.15 and reversed the order of integration since the integral of $\mathcal{L}_{t} f$ on $W$ is uniformly bounded in $t$; in the second line we have used (5.4.8) and Problem 5.16 to complete the estimate. Taking the appropriate supremum over $W$ and $\psi$ proves (5.5.3).

The proof of (5.5.4) is similar, except that we take advantage of the extra contraction provided by (5.4.9). Taking $W \in \mathcal{W}^{s}$ and $\psi \in C^{\beta}(W)$ with $|\psi|_{C^{\beta}(W)} \leqslant$ $|W|^{-1 / q}$, we estimate for $n \geqslant 1$, following (5.5.8),

$$
\begin{aligned}
\left|\int_{W} R(z)^{n} f \psi d m_{W}\right| \leqslant & \int_{0}^{\infty}\left\|\mathcal{L}_{t} f\right\|_{s} \frac{t^{n-1}}{(n-1)!} e^{-a t} d t \\
\leqslant & \int_{0}^{\infty}\left[C\|f\|_{s} \frac{t^{n-1}}{(n-1)!} e^{-(a-\log \lambda) t}+\right. \\
& \left.\quad+C|f|_{w} \frac{t^{n-1}}{(n-1)!} e^{-a t}\right] d t \\
\leqslant & C(a-\log \lambda)^{-n}\|f\|_{s}+C a^{-n}|f|_{w}
\end{aligned}
$$

where again we have used Problems 5.15 and 5.16, as well as (5.4.9).
The estimate for (5.5.5) is again similar, now using (5.4.10).

Finally, we prove (5.5.6). This differs from the previous estimates since we will not simply apply (5.4.11), which would result in no improvement over Proposition 5.8. Rather we first integrate by parts in order to use the weak norm. Now taking $W \in \mathcal{W}^{s}$ and $\psi \in C^{\alpha}(W)$ with $|\psi|_{C^{\alpha}(W)} \leqslant 1$, we estimate,

$$
\begin{aligned}
\int_{W} \frac{d}{d s} & \left.\left(\left(R(z)^{n} f\right) \circ \Phi_{s}\right)\right|_{s=0} \psi d m_{W} \\
& =\left.\int_{W} \int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-z t} \frac{d}{d s}\left(\left(\mathcal{L}_{t} f\right) \circ \Phi_{S}\right)\right|_{s=0} d t \psi d m_{W} \\
& =-\int_{W} \int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-z t} \frac{d}{d t}\left(\mathcal{L}_{t} f\right) d t \psi d m_{W} \\
& =\int_{W} \int_{0}^{\infty}\left(\frac{t^{n-2}}{(n-2)!} e^{-z t}-z e^{-z t} \frac{t^{n-1}}{(n-1)!}\right) \mathcal{L}_{t} f d t \psi d m_{W} \\
& =\int_{0}^{\infty}\left(\frac{t^{n-2}}{(n-2)!}-\frac{z t^{n-1}}{(n-1)!}\right) e^{-z t} \int_{W} \mathcal{L}_{t} f \psi d m_{W} d t
\end{aligned}
$$

Now we use the triangle inequality, apply the weak norm estimate (5.4.8) to the integral over $W$, and Problem 5.16 to both terms integrated over $t$ to obtain,

$$
\left\|R(z)^{n} f\right\|_{0} \leqslant C|f|_{w}\left(a^{1-n}+|z| a^{-n}\right)
$$

which proves (5.5.6).

### 5.5.2 Initial results on the spectrum of $X$

Proposition 5.13 and Corollary 5.14 provide useful information about the spectrum of $X$, which we denote by $\sigma(X)$. First notice that since $\left\|\mathcal{L}_{t}\right\|_{\mathcal{B}}$ is uniformly bounded in $t$ by Proposition 5.8, the spectrum of $X$ on $\mathcal{B}$ is entirely contained in the left half-plane, $\operatorname{Re}(z) \leqslant 0$. Moreover, the invariant measure $m$, identified with the constant function 1 according to our convention, is an eigenvector with eigenvalue 0 for $X$.

Proposition 5.17. The spectrum of $X$ on $\mathcal{B}$ is contained in $\operatorname{Re}(z) \leqslant 0$. The intersection $\sigma(X) \cap\{z \in \mathbb{C}: \log \lambda<\operatorname{Re}(z) \leqslant 0\}$ consists of at most countably many isolated eigenvalues of finite multiplicity. The spectrum of $X$ on the imaginary axis contains only an eigenvalue at 0 of multiplicity 1.

We will not present a formal proof of Proposition 5.17, which by now is standard. We refer the interested reader to Baladi and Liverani (2012, Lemma 3.6,

Corollary 3.7) or Baladi, Demers, and Liverani (2018, Corollary 5.4). However, we discuss the main ideas, which are essential for what comes next.

The proof of the proposition relies on the observation that for $z \in \mathbb{C}$ with $\operatorname{Re}(z)>0$, we have,
$\bar{\rho} \in \operatorname{sp}(R(z)) \quad$ if and only if $\quad \bar{\rho}=(z-\rho)^{-1}, \quad$ where $\rho \in \operatorname{sp}(X)$.
Here $R(z)$ and $X$ are understood as operators on $\mathcal{B}$. The proof of this is classical, see for example Davies (2007, Lemma 8.1.9). Furthermore, the following fact holds.

Problem 5.18. Suppose $\rho \in \operatorname{sp}(X)$ and $\bar{\rho}=(z-\rho)^{-1} \in \operatorname{sp}(R(z))$. Show that for any $k \geqslant 1$ and $f \in \mathcal{B}$, we have $(R(z)-\bar{\rho})^{k} f=0$ if and only if $(X-\rho)^{k} f=0$. This implies that $\bar{\rho}$ is an eigenvalue of $R(z)$ of multiplicity $k$ if and only if $\rho$ is an eigenvalue of $X$ of multiplicity $k$.

Figure 5.1 summarizes this relationship. By fixing $a>0$ and considering the family of parameters $\{z=a+i b: b \in \mathbb{R}\}$, we see that the essential spectrum of $X$ is contained in the half plane $\{\operatorname{Re}(w) \leqslant \log \lambda\}$, and so is bounded away from the imaginary axis.

Since the spectrum of $R(z)$ in the annulus $\left\{(a-\log \lambda)^{-1}<|w| \leqslant a^{-1}\right\}$ contains only finitely many eigenvalues of finite multiplicity by Corollary 5.14, it follows that for each $b_{0}>0$ the intersection of $\sigma(X)$ with the rectangle $\{\operatorname{Re}(w) \in$ $\left.(\log \lambda, 0],|\operatorname{Im}(w)| \leqslant b_{0}\right\}$ contains only finitely many eigenvalues of finite multiplicity. Once this identification is made, the fact that the imaginary axis contains only the simple eigenvalue at 0 follows from the fact that contact Anosov flows are mixing, see Katok (1994, Theorem 3.6), together with the classical Hopf argument as in Liverani and Wojtkowski (1995).

### 5.6 A spectral gap for $X$

Unfortunately, Proposition 5.17 is not sufficient to prove the desired result on decay of correlations that is the goal of these notes. The problem is that although the spectrum of $X$ in each rectangle $\left\{w \in \mathbb{C}: \operatorname{Re}(w) \in(\log \lambda, 0],|\operatorname{Im}(w)| \leqslant b_{0}\right\}$ is finite dimensional, and so the minimum distance from an eigenvalue $\rho \neq 0$ in this rectangle to the imaginary axis is positive, it may happen that a sequence of eigenvalues $\rho=u+i v$ approaches the imaginary axis as $|v| \rightarrow \infty$.

In order to conclude exponential mixing, we will show that in fact, $X$ has a spectral gap.


Figure 5.1: (a) The spectrum of $R(z)$ is contained in a disk of radius $a^{-1}$ (solid red circle), and its essential spectrum is contained in a disk of radius $(a-\log \lambda)^{-1}$ (dashed red circle).
(b) The red circles are the images of the corresponding circles in (a) under the transformation $w \mapsto z-w^{-1}$. Due to (5.5.9), the spectrum of $X$ lies outside the solid red circle, and its essential spectrum must lie outside the dashed red circle. This forces the strip between the dashed blue line $(\operatorname{Re}(w)=\log \lambda)$ and the imaginary axis to contain only isolated eigenvalues of finite multiplicity. The x's are possible eigenvalues of $X$, which may accumulate on the imaginary axis as $|\operatorname{Im}(w)| \rightarrow \infty$.

Theorem 5.19. There exists $v>0$ such that

$$
\sigma(X) \cap\{w \in \mathbb{C}:-v<\operatorname{Re}(w) \leqslant 0\}=0
$$

Theorem 5.19 in turn will follow from the following proposition.
Proposition 5.20. There exist $\bar{v}>0, \bar{C}>0$ and $b_{0}>0$ such that for all $z=$ $a+i b$ with $1 \leqslant a \leqslant 2$ and $|b| \geqslant b_{0},\left\|R(z)^{n}\right\|_{\mathcal{B}} \leqslant(a+\bar{v})^{-n}$ for all $\bar{C} \log |b| \leqslant$ $n \leqslant 2 \bar{C} \log |b|$. Thus the spectral radius of $R(z)$ on $\mathcal{B}$ is at most $(a+\bar{v})^{-1}$ for all $1 \leqslant a \leqslant 2,|b| \geqslant b_{0}$.

Proof of Theorem 5.19, assuming Proposition 5.20. Due to Proposition 5.20 and (5.5.9), the set $\left\{\operatorname{Re}(w) \in(\bar{v}, 0],|\operatorname{Im}(w)| \geqslant b_{0}\right\}$ is disjoint from $\sigma(X)$. On the other hand, the set $\left\{\operatorname{Re}(w) \in(\bar{v}, 0],|\operatorname{Im}(w)| \leqslant b_{0}\right\}$ contains only finitely many eigenvalues by Proposition 5.17, and 0 is the only eigenvalue on the imaginary axis. The finiteness of this set guarantees a positive minimum distance between the imaginary axis and the closest nonzero eigenvalue.

### 5.6.1 Reduction of Proposition 5.20 to a Dolgopyat estimate

Turning our attention to Proposition 5.20, we note that the strength of the claim can be reduced by a couple of straightforward reductions.

The first point to notice is that the constant $|z|$ appearing in (5.5.6) and (5.5.7) ruins the uniformity of our estimates when $|b|$ is large. To compensate for this, we introduce the following modified norm, which depends ${ }^{7}$ on $|z|$,

$$
\begin{equation*}
\|f\|_{\mathcal{B}}^{*}=\|f\|_{s}+\frac{c_{u}}{|z|}\|f\|_{u}+\frac{1}{|z|}\|f\|_{0} \tag{5.6.1}
\end{equation*}
$$

It suffices to prove Proposition 5.20 for the norm $\|\cdot\|_{\mathcal{B}}^{*}$, as long as $\bar{C}$ and $\bar{v}$ remain independent of $|z|$. For this would imply that the spectral radius of $R(z)$ acting on the space $\left(\mathcal{B},\|\cdot\|_{\mathcal{B}}^{*}\right)$ is at most $(a+\bar{v})^{-1}$. And since

$$
\|\cdot\|_{\mathcal{B}}^{*} \leqslant\|\cdot\|_{\mathcal{B}} \leqslant|z|\|\cdot\|_{\mathcal{B}}^{*}
$$

the two norms are equivalent for each $|z|$, and so the spectral radius of $R(z)$ on $\left(\mathcal{B},\|\cdot\|_{\mathcal{B}}\right)$ is at most $(a+\bar{v})^{-1}$ as well.

[^50]Problem 5.21. Show that the same choice of $N$ and $c_{u}$ as in (5.5.7) yield the inequality,

$$
\left\|R(z)^{n} f\right\|_{\mathcal{B}}^{*} \leqslant \sigma^{n} a^{-n}\|f\|_{\mathcal{B}}^{*}+C a^{-n}|f|_{w}, \quad \forall f \in \mathcal{B},
$$

for all $n \geqslant N$ and some $\sigma<1$ and $C>0$ independent $^{8}$ of $z$.
Next, using Problem 5.21 we have the inequality,

$$
\left\|R(z)^{2 n} f\right\|_{\mathcal{B}}^{*} \leqslant \sigma^{n} a^{-n}\left\|R(z)^{n} f\right\|_{\mathcal{B}}^{*}+C a^{-n}\left|R(z)^{n} f\right|_{w}, \quad \forall f \in \mathcal{B} .
$$

For the first term on the right hand side, we estimate $\left\|R(z)^{n} f\right\|_{\mathcal{B}}^{*} \leqslant(1+C) a^{-n}\|f\|_{\mathcal{B}}^{*}$, again using Problem 5.21 and the bound $|\cdot|_{w} \leqslant\|\cdot\|_{s} \leqslant\|\cdot\|_{\mathcal{B}}^{*}$. Interpolating between $\sigma a^{-1}$ and $a^{-1}$, and possibly increasing $N$ to overcome the effect of $(1+C)$, this implies the existence of $v>0$ such that the first term contracts at a rate $(a+\nu)^{-2 n}\|f\|_{\mathcal{B}}^{*}$. Thus to prove Proposition 5.20 , it suffices to show that the weak norm decays exponentially at a rate faster than $a^{-n}$, i.e.

$$
\begin{equation*}
\left|R(z)^{n} f\right|_{w} \leqslant(a+\nu)^{-n}\|f\|_{\mathcal{B}}^{*} \quad \forall f \in \mathcal{B}, \tag{5.6.2}
\end{equation*}
$$

for some $v>0$, and $z$ and $n$ as in the statement of the proposition. Due to the density of $C^{2}(\Omega)$ in $\mathcal{B}$, it suffices to prove (5.6.2) for $f \in C^{2}(\Omega)$. In fact, we will prove the following key lemma.

Lemma 5.22 (Dolgopyat inequality). There exists $C_{\#}>0$ and for all $0<\alpha \leqslant 1$, there exists $C_{D}, \gamma_{0}, b_{0}>0$ such that for all $f \in C^{1}(\Omega)$,

$$
\begin{equation*}
\left|R(z)^{2 n} f\right|_{w} \leqslant \frac{C_{\#}}{a^{2 n}|b|^{\gamma_{0}}}\left(|f|_{\infty}+\left(1+a^{-1} \log \Lambda\right)^{-n}|\nabla f|_{\infty}\right), \tag{5.6.3}
\end{equation*}
$$

for all $1<a<2,|b| \geqslant b_{0}$ and $n \geqslant C_{D} \ln b$.
Here, $|\cdot|_{\infty}$ denotes the $L^{\infty}$ norm of a function.
Equation (5.6.3) is the Dolgopyat-type estimate that will prove the existence of a spectral gap for $X$. Given (5.6.2), one might expect $\|f\|_{\mathcal{B}}^{*}$ on the right hand side of (5.6.3) rather than the $C^{1}$ norm of $f$. In fact, the $C^{1}{ }^{\mathcal{B}}$ norm of $f$ can be replaced by the strong norm of $f$ due to the following mollification lemma.

[^51]Let $\eta: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be a nonnegative $C^{\infty}$ function supported on the unit ball in $\mathbb{R}^{3}$, with $\int \eta d m=1$ and a unique global maximum at the origin. For $\varepsilon>0$, define $\eta_{\varepsilon}(x)=\varepsilon^{-3} \eta(x / \varepsilon)$.

For $f \in C^{0}(\Omega)$ and $\varepsilon>0$, define the following mollification operator,

$$
\begin{equation*}
M_{\varepsilon}(f)(y)=\int_{M} \tilde{\eta}_{\varepsilon}(y-x) f(x) d m(x) \tag{5.6.4}
\end{equation*}
$$

where $\tilde{\eta}_{\varepsilon}$ is the function $\eta_{\varepsilon}$ in a local chart containing $y$.
Lemma 5.23. There exists $C>0$, such that for all $f \in C^{0}(\Omega)$ and $\varepsilon>0$,

$$
\begin{align*}
\left|M_{\varepsilon}(f)-f\right|_{w} & \leqslant C \varepsilon^{\gamma}\|f\|_{\mathcal{B}} ;  \tag{5.6.5}\\
\left|M_{\varepsilon}(f)\right|_{\infty} & \leqslant C \varepsilon^{-1-\beta+1 / q}\|f\|_{s} ;  \tag{5.6.6}\\
\left|\nabla\left(M_{\varepsilon}(f)\right)\right|_{\infty} & \leqslant C \varepsilon^{-2-\beta+1 / q}\|f\|_{s} . \tag{5.6.7}
\end{align*}
$$

The estimates on the mollification operator are fairly standard, and follow the same lines as the proof of Lemma 5.4: the integral in an $\varepsilon$-neighborhood of a point $x \in \Omega$ is disintegrated using a foliation curves in $\mathcal{W}^{s}$, and the strong stable norm is applied to the integral on each stable curve. The interested reader is referred to Baladi, Demers, and Liverani (2018, Lemmas 7.3 and 7.4), or Baladi and Liverani (2012, Lemmas 5.3 and 5.4).

Proof of Proposition 5.20 using Lemma 5.22. As already noted, it suffices to show that (5.6.2) holds for all $f \in C^{1}(\Omega)$. Fix $z$ as in the statement of Proposition 5.20 and without loss of generality, assume $b \geqslant 1$. If necessary, increase $b_{0}$ from Lemma 5.22 so that $C_{D} \log b_{0} \geqslant N$. Then for $n \geqslant C_{D} \log b$ and $\varepsilon>0$ to be chosen later, we have,

$$
\begin{aligned}
&\left|R(z)^{2 n} f\right|_{w} \leqslant\left|R(z)^{2 n}\left(f-M_{\varepsilon}(f)\right)\right|_{w}+\left|R(z)^{2 n} M_{\varepsilon}(f)\right|_{w} \\
& \leqslant C a^{-2 n}\left(\left|f-M_{\varepsilon}(f)\right|_{w}+b^{-\gamma_{0}}\left|M_{\varepsilon}(f)\right|_{\infty}\right. \\
&\left.\quad+\left(1+a^{-1} \log \Lambda\right)^{-n}\left|\nabla\left(M_{\varepsilon}(f)\right)\right|_{\infty}\right) \\
& \leqslant C a^{-2 n}\left(\varepsilon^{\gamma}\|f\|_{\mathcal{B}}+b^{-\gamma_{0}} \varepsilon^{-1-\beta+1 / q}\|f\|_{s}\right. \\
&\left.+b^{-\gamma_{0}} \varepsilon^{-2-\beta+1 / q}\left(1+a^{-1} \log \Lambda\right)^{-n}\|f\|_{s}\right) \\
& \leqslant C a^{-2 n}\|f\|_{\mathcal{B}}^{*}\left(\varepsilon^{\gamma} b+b^{-\gamma_{0}} \varepsilon^{-1-\beta+1 / q}\right. \\
&\left.+b^{-\gamma_{0}} \varepsilon^{-2-\beta+1 / q}\left(1+a^{-1} \log \Lambda\right)^{-n}\right)
\end{aligned}
$$

where for the second inequality we have used (5.5.3) for the first term and Lemma 5.22 for the second, while for the third inequality we have used Lemma 5.23, and for the fourth inequality $\|f\|_{\mathcal{B}} \leqslant|z|\|f\|_{\mathcal{B}}^{*}$.

Choose $\rho>1 / \gamma$ and set $\varepsilon=b^{-\rho}$. Next, choose $\beta$ sufficiently small, and $q>1$ sufficiently close ${ }^{9}$ to 1 , so that $\rho(1+\beta-1 / q)<\gamma_{0}$. Then,

$$
\left|R(z)^{2 n} f\right|_{w} \leqslant C a^{-2 n}\|f\|_{\mathcal{B}}^{*}\left(b^{-\gamma_{1}}+b^{-\gamma_{2}}+b^{-\gamma_{2}} b^{\rho}\left(1+a^{-1} \log \Lambda\right)^{-n}\right),
$$

where $\gamma_{1}=\rho \gamma-1>0$ and $\gamma_{2}=\gamma_{0}-\rho(1+\beta-1 / q)>0$. Finally, choosing $n \geqslant \frac{\rho \log b}{\log \left(1+a^{-1} \log \Lambda\right)}$ implies $b^{\rho}\left(1+a^{-1} \log \Lambda\right)^{-n} \leqslant 1$. Putting these estimates together yields,

$$
\left|R(z)^{2 n} f\right|_{w} \leqslant C a^{-2 n}\|f\|_{\mathcal{B}^{*}} b^{-\bar{\gamma}},
$$

for $\bar{\gamma}=\min \left\{\gamma_{1}, \gamma_{2}\right\}$, and $n \geqslant \bar{C} \log b:=\max \left\{\frac{\rho}{\log \left(1+a^{-1} \log \Lambda\right)}, C_{D}\right\} \log b$. Next, choosing $b_{0}$ sufficiently large so that $C b_{0}^{-\bar{\gamma} / 2} \leqslant 1$ eliminates the constant $C$ from the estimate on $\left|R(z)^{2 n} f\right|_{w}$. Finally if also $n \leqslant 2 \bar{C} \log b$, then $b^{-\bar{\gamma} / 2} \leqslant$ $e^{-n \bar{\gamma} /(4 \bar{C})}$, and (5.6.2) is proved.

### 5.6.2 Corollary of the spectral gap for $X$ : Proof of Theorem 5.1

Using Proposition 5.17 and Theorem 5.19, we apply the results of Butterley (2016) to obtain the following decomposition for $\mathcal{L}_{t}$. Let $v$ be as in Theorem 5.19 and $\bar{v}$ be as in Proposition 5.20.

There exists a finite set of eigenvalues $\left\{z_{j}\right\}_{j=0}^{N}=\operatorname{sp}(X) \cap\{w \in \mathbb{C}: \operatorname{Re}(w) \in$ $(-\bar{v}, 0]\}$, with $z_{0}=0$ and $\operatorname{Re}\left(z_{j}\right) \leqslant-v$ for $1 \leqslant j \leqslant N$, a finite rank projector $\Pi$, a bounded linear operator $P_{t}$ on $\mathcal{B}$ satisfying $P_{t} \Pi=\Pi P_{t}=0$, and a matrix $\hat{X}: \Pi(\mathcal{B}) \circlearrowleft$ having $\left\{z_{j}\right\}_{j=0}^{N}$ as eigenvalues such that

$$
\mathcal{L}_{t}=e^{t \hat{X}} \Pi+P_{t}, \quad t \geqslant 0 .
$$

Moreover, for each $\nu_{1}<\bar{\nu}$, there exists $C_{\nu_{1}}>0$ such that for all $f \in \operatorname{Dom}(X)$,

$$
\left|P_{t} f\right|_{w} \leqslant C_{\nu_{1}} e^{-\nu_{1} t}\|X f\|_{\mathcal{B}}, \quad \text { for all } t \geqslant 0 .
$$

Note that according to the above equation, the weak norm of $P_{t}$ decays on $\operatorname{Dom}(X)$, but not on all of $\mathcal{B}$. Indeed, if $\left\|P_{t} f\right\|_{\mathcal{B}}$ decayed at a uniform exponential rate for

[^52]all $f \in \mathcal{B}$, this would imply a spectral gap for $\mathcal{L}_{t}, t>0$. The above inequality is significantly weaker, yet sufficient to conclude exponential decay of correlations.

For $f \in \mathcal{B}$, let $\Pi_{j} f=c_{j}(f) g_{j}$ denote the projection onto the eigenvector $g_{j}$ corresponding to $z_{j}$. Note that by conformality of the measure $m$, for $f \in C^{2}(\Omega)$, we have $c_{0}(f)=\int_{\Omega} f d m$.

Now let $\varphi \in C^{2}(\Omega), \psi \in C^{\alpha}(\Omega)$. Then

$$
\begin{aligned}
\int_{\Omega} \varphi \cdot \psi \circ \Psi_{t} d m & =\int_{\Omega} \mathcal{L}_{t} \varphi \cdot \psi d m=\int_{\Omega} P_{t} \varphi \cdot \psi d m+\int_{\Omega} e^{t \hat{X}}(\Pi f) \cdot \psi d m \\
& =\int_{\Omega} P_{t} \varphi \cdot \psi d m+\int_{\Omega}\left(c_{0}(\varphi)+\sum_{j=1}^{N} e^{t z_{j}} c_{j}(\varphi) g_{j}\right) \psi d m
\end{aligned}
$$

Thus recalling (5.4.6),

$$
\begin{aligned}
\mid \int_{\Omega} \varphi \cdot \psi \circ \Phi_{t} d m & -\int_{\Omega} \varphi d m \int_{\Omega} \psi d m \mid \\
& \leqslant C\left|P_{t} \varphi\right|_{w}|\psi|_{C^{\alpha}(\Omega)}+\sum_{j=1}^{N} \bar{c}_{j}\|\varphi\|_{\mathcal{B}}|\psi|_{C^{\alpha}(\Omega)} e^{-v t} \\
& \leqslant C\left(e^{-v_{1} t}\|X \varphi\|_{\mathcal{B}}+e^{-v t}\|\varphi\|_{\mathcal{B}}\right)|\psi|_{C^{\alpha}(\Omega)} \\
& \leqslant C e^{-v t}|\varphi|_{C^{2}(\Omega)}|\psi|_{C^{\alpha}(\Omega)}
\end{aligned}
$$

where we have used the fact that $c_{j}(\varphi) \leqslant \bar{c}_{j}\|\varphi\|_{\mathcal{B}}$ for some $\bar{c}_{j}$ independent of $\varphi$, and recalling (5.4.5), that $\|X \varphi\|_{\mathcal{B}} \leqslant C|X \varphi|_{C^{1}(\Omega)} \leqslant C|\varphi|_{C^{2}(\Omega)}$.

To complete the proof of Theorem 5.1, it remains only to approximate $\bar{\varphi} \in$ $C^{\alpha}(\Omega)$ by $\varphi \in C^{2}(\Omega)$. This is by now a standard approximation, which we recall here for the convenience of the reader.

Let $\bar{\varphi}, \psi \in C^{\alpha}(\Omega)$ such that $\int_{\Omega} \psi d m=0$. Given any $\varepsilon>0$, define $\varphi \in$ $C^{2}(\Omega)$ such that $|\bar{\varphi}-\varphi|_{L^{1}(m)} \leqslant \varepsilon|\bar{\varphi}|_{C^{\alpha}(\Omega)}$ (for example, by using a mollification as in (5.6.4)). One has then that $|\varphi|_{C^{2}(\Omega)} \leqslant C \varepsilon^{\alpha-2}|\bar{\varphi}|_{C^{\alpha}(\Omega)}$. Now for $t \geqslant 0$,

$$
\begin{aligned}
\int \bar{\varphi} \cdot \psi \circ \Phi_{t} d m & =\int(\bar{\varphi}-\varphi) \psi \circ \Phi_{t} d m+\int \varphi \cdot \psi \circ \Phi_{t} d m \\
& \leqslant \varepsilon|\bar{\varphi}|_{C^{\alpha}(\Omega)}|\psi|_{C^{0}(\Omega)}+C e^{-v t}|\varphi|_{C^{2}(\Omega)}|\psi|_{C^{\alpha}(\Omega)} \\
& \leqslant\left(\varepsilon+C e^{-v t} \varepsilon^{\alpha-2}\right)|\bar{\varphi}|_{C^{\alpha}(\Omega)}|\psi|_{C^{\alpha}(\Omega)}
\end{aligned}
$$

Now choosing $\varepsilon=e^{-\nu t / 2}$ completes the proof of Theorem 5.1 with $\eta=\nu \alpha / 2$.

### 5.7 Dolgopyat estimate: Proof of Lemma 5.22

We conclude this chapter with a proof of the Dolgopyat estimate, which is the content of Lemma 5.22. The reader is advised that this is by far the most technical part of the exposition.

Let $f \in C^{1}(\Omega), W \in \mathcal{W}^{s}$, and $\psi \in C^{\alpha}(W)$ with $|\psi|_{C^{\alpha}(W)} \leqslant 1$. Let $z=a+i b \in \mathbb{C}$ such that $1 \leqslant a \leqslant 2$ and without loss of generality, take $b \geqslant 1$. For $n \geqslant 0$, we must estimate $\int_{W} R(z)^{n} f \psi d m_{W}$.

Remark 5.24. Most of the calculations in this section are made simply in order to arrive at the oscillatory integral appearing in (5.7.17) and estimated in Lemma 5.30(c) using the smoothness of the temporal distance function established in Lemma 5.30(a) and (b). In order to accomplish this, we will localize in both space and time using partitions of unity in order to exploit the presence of cancellations occurring on small scales according to the oscillation provided by $e^{i b t}$.

First, we localize in time. Let $\tau>0$ be a small time to be chosen later. Let $\tilde{p}: \mathbb{R} \rightarrow \mathbb{R}$ be an even function supported on $(-1,1)$ with a single maximum at 0 , satisfying $\sum_{\ell \in \mathbb{Z}} \widetilde{p}(t-\ell)=1$ for any $t \in \mathbb{R}$. Define $p(s)=\widetilde{p}(s / \tau)$. Then $p$ and $\tilde{p}$ both define partitions of unity on $\mathbb{R}$. Next, using Problem 5.15,

$$
\begin{align*}
R(z)^{n} f=\int_{0}^{\infty} & \frac{t^{n-1}}{(n-1)!} e^{-z t} \mathcal{L}_{t} f d t=\int_{0}^{\tau} p(s) \frac{s^{n-1}}{(n-1)!} e^{-z s} \mathcal{L}_{s} f d s \\
& +\sum_{\ell \in \mathbb{N}^{*}} \int_{-\tau}^{\tau} p(s) \frac{(s+\ell)^{n-1}}{(n-1)!} e^{-z(s+\ell \tau)} \mathcal{L}_{\ell \tau}\left(\mathcal{L}_{s} f\right) d s \tag{5.7.1}
\end{align*}
$$

where $\mathbb{N}^{*}=\mathbb{N} \backslash\{0\}$. To abbreviate the notation, we introduce the following notation for the kernels,

$$
\begin{aligned}
\quad p_{n, \ell, z}(s) & :=p(s) \frac{(s+\ell \tau)^{n-1}}{(n-1)!} e^{-z(s+\ell \tau)}, \text { for } \ell \geqslant 1, \\
\text { and } \quad p_{n, 0, z}(s) & :=p(s) \frac{s^{n-1}}{(n-1)!} e^{-z s} \mathbb{1}_{s \geqslant 0},
\end{aligned}
$$

where $\mathbb{1}_{A}$ denotes the indicator of a set $A$.
Using this notation, we write the integral needed to estimate the weak norm
as,

$$
\begin{align*}
& \int_{W} R(z)^{n} f \psi d m_{W}=\sum_{\ell \in \mathbb{N}} \int_{-\tau}^{\tau} p_{n, \ell, z}(s) \int_{W} \psi \mathcal{L}_{\ell \tau}\left(\mathcal{L}_{s} f\right) d m_{W} d s \\
& =\sum_{\ell \in \mathbb{N} W_{j} \in \mathcal{G}_{\ell \tau}(W)} \int_{-\tau}^{\tau} p_{n, \ell, z}(s) \int_{W_{j}} J_{W_{j}} \Phi_{\ell \tau} \psi \circ \Phi_{\ell \tau} \mathcal{L}_{s} f d m_{W_{j}} d s \tag{5.7.2}
\end{align*}
$$

where in the first line we have reversed order of integration since the integral in $t$ converges uniformly as $x$ ranges over $W$, and in the second line we have changed variables for each $\ell$, recalling the notation $\mathcal{G}_{t}(W)$ introduced in the proof of Proposition 5.8.

Next, we introduce partitions of unity in space as well, dividing $\Omega$ into 'flow boxes' in which we shall compare integrals on stable curves.

Let $r \in\left(0, \delta_{0}\right)$ and $c>2$ to be determined below. Set,

$$
\begin{equation*}
\tau=r^{1 / 3} \tag{5.7.3}
\end{equation*}
$$

At the end of this section, $r$ will be taken sufficiently small with respect to $b^{-1}$. We choose a finite collection of points $x_{i}$ so that $\cup_{i} \mathcal{N}_{r}\left(x_{i}\right)=M$, where $\mathcal{N}_{r}\left(x_{i}\right)$ denotes the $r$-neighborhood of $x_{i}$ in $\Omega$.

Definition 2 (Darboux coordinates). Using the fact that $\Omega$ and $\omega$ are smooth, and the splitting of the tangent space is continuous, we may choose cr sufficiently small, so that the following local coordinates exist in a 3cr neighborhood of each $x_{i}: x=\left(x^{s}, x^{u}, x^{0}\right)$, where
a) $x_{i}=(0,0,0)$ is placed at the origin;
b) $\left\{\left(x^{s}, 0,0\right):\left|x^{s}\right| \leqslant 2 c r\right\}$ is a stable curve;
c) the tangent vector $(0,1,0)$ at $x_{i}$ belongs to $E^{u}\left(x_{i}\right)$;
d) in these local coordinates, the contact form $\omega$ is in standard form, $\omega=$ $d x^{0}-x^{s} d x^{u}$

The last item (d) in the definition above, distinguishes $x^{0}$ as the flow direction. In these local coordinates, define for any $\varepsilon \in(0, c r]$, the flow box

$$
B_{\varepsilon}\left(x_{i}\right)=\left\{y \in \mathcal{N}_{3 c r}\left(x_{i}\right): \max \left\{\left|x_{i}^{s}-y^{s}\right|,\left|x_{i}^{u}-y^{u}\right|, x_{i}^{0}-y^{0} \mid\right\} \leqslant \varepsilon\right\} .
$$

Notice that two faces of the box can be obtained by flowing a single stable curve (in our coordinates, this would be the top and bottom faces). We call these the stable sides of $B_{\varepsilon}\left(x_{i}\right)$. Similarly, we define the unstable sides, and the remaining two side we call the flow sides of each box.

Finally, choose $c>2$ sufficiently large (depending on the maximum curvature of stable curves in $\mathcal{W}^{s}$, and maximum width of the stable cone) so that if $W \in \mathcal{W}^{s}$ intersects $B_{r}\left(x_{i}\right)$, then $\Phi_{s}(W)$ does not intersect the stable sides of $B_{c r}\left(x_{i}\right)$ for all $s \in[-c r, c r]$.

Now we return to our required estimate of (5.7.2). We subdivide each curve $W_{j} \in \mathcal{G}_{\ell \tau}(W)$ into curves $W_{j, i}=W_{j} \cap B_{r}\left(x_{i}\right)$, and define
$A_{\ell, i}=\left\{j: W_{j} \in \mathcal{G}_{\ell \tau}(W)\right.$ crosses $B_{c r}\left(x_{i}\right)$ completely in the stable direction $\}$.
If $W_{j} \in G_{\ell \tau}(W)$ intersects $B_{r}\left(x_{i}\right)$, but does not cross $B_{c r}\left(x_{i}\right)$ completely, then we place $W_{j, i}:=W_{j} \cap B_{c r}\left(x_{i}\right) \in D_{\ell}$, the set of discarded pieces, and note that

$$
\int_{W_{j} \cap B_{c r}\left(x_{i}\right)} J_{W_{j}} \Phi_{\ell \tau} \psi \circ \Phi_{\ell \tau} \mathcal{L}_{s} f d m_{W_{j}} \leqslant c r\left|J_{W_{j}} \Phi_{\ell \tau}\right|_{C^{0}\left(W_{j}\right)}|\psi|_{\infty}|f|_{\infty} .
$$

Then summing over $\ell$, we have that the contribution to the integral from discarded pieces is at most,

$$
\begin{equation*}
\sum_{\ell \geqslant 0} \sum_{j \in D_{\ell}} \int_{-\tau}^{\tau} p_{n, \ell, z}(s) \int_{W_{j} \cap B_{c r}\left(x_{i}\right)} J_{W_{j}} \Phi_{\ell \tau} \psi \circ \Phi_{\ell \tau} \mathcal{L}_{s} f d m_{W_{j}} \leqslant C r|f|_{\infty} a^{-n}, \tag{5.7.4}
\end{equation*}
$$

for some $C>0$.
Problem 5.25. Prove (5.7.4). Hint: Use the fact that due to the choice of $c$, there are at most two curves in $D_{\ell}$ for each $W_{j} \in \mathcal{G}_{\ell \tau}(W)$. Then Lemma 5.9(c) and Problem 5.16 complete the argument.

Next, set $\ell_{0}=\frac{n}{a e^{2} \tau}$. We estimate the contribution from the terms with $\ell<\ell_{0}$. These are the 'short times' $t \leqslant \frac{n}{a e^{2}}$ in the integral (5.7.1).
Problem 5.26. Use Stirling's formula to show that the contribution from terms with $\ell<\ell_{0}$ is bounded by

$$
\begin{equation*}
\int_{0}^{\frac{n}{a e^{2}}} \frac{t^{n-1}}{(n-1)!} e^{-z t} \int_{W} \mathcal{L}_{t} f \psi d m_{W} d t \leqslant C|f|_{\infty} a^{-n} e^{-n} \tag{5.7.5}
\end{equation*}
$$

for some $C>0$ independent of $n$ and $a$.

Now choose $n$ sufficiently large that

$$
\begin{equation*}
\max \left\{e^{-n}, \Lambda^{-\frac{n}{a e^{2}}}\right\} \leqslant r \tag{5.7.6}
\end{equation*}
$$

It remains to estimate terms in the sum (5.7.2) for large times $\ell \geqslant \ell_{0}$ and components $W_{j, i} \subset W_{j} \in \mathcal{G}_{\ell \tau}(W)$ that completely cross the box $B_{c r}\left(x_{i}\right)$. Define a partition of unity $\left\{\phi_{r, i}\right\}_{i}$ comprised of $C^{\infty}$ functions $\phi_{r, i}$ centered at each $x_{i}$ and supported in $B_{r}\left(x_{i}\right)$. We may choose this partition such that,

$$
\begin{equation*}
\left\|\nabla \phi_{r, i}\right\|_{L^{\infty}} \leqslant C r^{-1} \quad \text { and } \quad \#\left\{\phi_{r, i}\right\}_{i} \leqslant C r^{-3} \tag{5.7.7}
\end{equation*}
$$

for some $C>0$. Then recalling the definition of $A_{\ell, i}$ together with (5.7.4) and (5.7.5), the sum from (5.7.2) that we must estimate is,

$$
\begin{aligned}
\int_{W} R(z)^{n} f \psi d m_{W}= & \sum_{\ell \geqslant \ell_{0}} \sum_{i} \sum_{j \in A_{\ell, i}} \int_{-\tau}^{\tau} p_{n, \ell, z}(s) \int_{W_{j, i}} J_{W_{j}} \Phi_{\ell \tau} \psi \circ \Phi_{\ell \tau} \phi_{r, i} \mathcal{L}_{s} f d m_{W_{j}} d s, \\
& +\mathcal{O}\left(a^{-n} r|f|_{\infty}\right) .
\end{aligned}
$$

We would like to use the oscillation in the kernel $p_{n, \ell, z}$ to create cancellation in the integrals against Lipschitz functions. Unfortunately, our integrands are not Lipschitz, but only Hölder continuous. To correct for this, define

$$
\bar{\psi}_{j, i}=\left|W_{j, i}\right|^{-1} \int_{W_{j, i}} \psi \circ \Phi_{\ell \tau} d m_{W_{j, i}}
$$

and

$$
J_{\ell, j, i}=\left|W_{j, i}\right|^{-1} \int_{W_{j, i}} J_{W_{j}} \Phi_{\ell \tau} d m_{W_{j, i}}
$$

Due to the regularity of $\psi$ and $J_{W_{j}} \Phi_{\ell \tau}$, in particular (5.4.15) and Lemma 5.9(a), we have

$$
\left|\bar{\psi}_{j, i} J_{\ell, j, i}-\psi \circ \Phi_{\ell \tau} J_{W_{j}} \Phi_{\ell \tau}\right|_{C^{0}\left(W_{j, i}\right)} \leqslant C r^{\alpha} J_{\ell, j, i},
$$

for some $C>0$. Then summing over $\ell$ and using the fact that $\left|\bar{\psi}_{j, i}\right|_{\infty} \leqslant 1$, we must estimate,

$$
\begin{align*}
\int_{W} R(z)^{n} f \psi d m_{W}= & \sum_{\ell \geqslant \ell_{0}} \sum_{i} \sum_{j \in A_{\ell, i}} J_{\ell, j, i} \int_{-\tau}^{\tau} p_{n, \ell, z}(s) \int_{W_{j, i}} \phi_{r, i} \mathcal{L}_{s} f d m_{W_{j}} d s \\
& +\mathcal{O}\left(a^{-n} r^{\alpha}|f|_{\infty}\right) \tag{5.7.8}
\end{align*}
$$

Now for each $W_{j, i}$, define $W_{j, i}^{0}=\left\{\Phi_{s} W_{j, i}\right\}_{s \in(-c r, c r)} \cap B_{r}\left(x_{i}\right)$ to be the weak stable surface ${ }^{10}$ containing $W_{j, i}$. In the local coordinates in $B_{r}\left(x_{i}\right)$, we view $W_{j, i}^{0}$ as the graph of the function

$$
\mathbb{W}_{j}^{0}\left(x^{s}, x^{0}\right)=\mathbb{W}_{j}\left(x^{s}\right)+\left(0,0, x^{0}\right)
$$

where

$$
\begin{equation*}
\mathbb{W}_{j}\left(x^{s}\right)=\left(x^{s}, E_{j}\left(x^{s}\right), F_{j}\left(x^{s}\right)\right), \quad\left|x^{s}\right|,\left|x^{0}\right| \leqslant r, \tag{5.7.9}
\end{equation*}
$$

and $E_{j}, F_{j}$ are uniformly $C^{2}$ functions. Due to the contact form $\omega=d x^{0}-$ $x^{s} d x^{u}$ in the local coordinates, it follows that $F_{j}^{\prime}\left(x^{s}\right)=x^{s} E_{j}^{\prime}\left(x^{s}\right)$.

On each $B_{r}\left(x_{i}\right)$, we use these functions to change variables in each integral on the domain $S_{r}=\left\{\left(x^{s}, x^{0}\right):\left|x^{s}\right| \leqslant r,\left|x^{0}\right| \leqslant r\right\}$. Thus,

$$
\begin{equation*}
\int_{-\tau}^{\tau} p_{n, \ell, z}(s) \int_{W_{j, i}} \phi_{r, i} \mathcal{L}_{s} f d m_{W_{j}} d s=\int_{S_{r}} p_{j} \phi_{r, j} f_{j} d x^{s} d x^{0} \tag{5.7.10}
\end{equation*}
$$

where

$$
\begin{array}{ll}
p_{j}\left(x^{s}, x^{0}\right)=p_{n, \ell, z}\left(-x^{0}\right), & \phi_{r, j}\left(x^{s}, x^{0}\right)=\phi_{r, i} \circ \mathbb{W}_{j}^{0}\left(x^{s}, x^{0}\right) \cdot\left\|\mathbb{W}_{j}^{\prime}\left(x^{s}\right)\right\|, \\
& f_{j}\left(x^{s}, x^{0}\right)=f \circ \mathbb{W}_{j}^{0}\left(x^{s}, x^{0}\right) .
\end{array}
$$

At this point, given two curves, $W_{j, i}, W_{k, i} \in A_{\ell, i}$, we would like to slide these two curves to the same reference weak stable surface in $B_{r}\left(x_{i}\right)$. Let us define this surface to be

$$
W_{i}^{0}=\left\{\left(x^{s}, 0, x^{0}\right):\left|x^{s}\right|,\left|x^{0}\right| \leqslant r\right\},
$$

which, by choice of coordinates, is precisely the surface obtained by flowing the stable curve through $x_{i}$ given by $\left\{\left(x^{s}, 0,0\right):\left|x^{s}\right| \leqslant r\right\}$, according to Definition 2(b).

In order to carry out this sliding, we will use a local foliation of real strong unstable manifolds ${ }^{11}$ in $B_{r}\left(x_{i}\right)$.

[^53]Definition 3 (Unstable foliation). For each $i$, define a foliation $\mathbb{F}$ on $B_{r}\left(x_{i}\right)$, such that for all $x^{0} \in[-c r / 2, c r / 2]$,

$$
\mathbb{F}\left(x^{s}, x^{u}\right)=\left\{\left(G\left(x^{s}, x^{u}\right), x^{u}, H\left(x^{s}, x^{u}\right)+x^{0}\right):\left|x^{s}\right|,\left|x^{u}\right| \leqslant c r / 2\right\},
$$

and each curve $x^{u} \mapsto \gamma_{x^{s}}^{u}\left(x^{u}\right)=\left(G\left(x^{s}, x^{u}\right), x^{u}, H\left(x^{s}, x^{u}\right)+x^{0}\right)$ is a local unstable manifold through ( $x^{s}, 0,0$ ). Moreover, for all $x^{s} \in[-c r / 2, c r / 2]$,
(i) $\partial_{x^{u}} H=G$, so that $\gamma_{x^{s}}^{u}$ lies in the kernel of $\omega$;
(ii) $G\left(x^{s}, 0\right)=x^{s}, H\left(x^{s}, 0\right)=0$;
(iii) $\Phi_{-s}\left(\gamma_{x^{s}}^{u}\right) \in \mathcal{W}^{u}$, for all $s \geqslant 0$;
(iv) there exists $C>0$, independent of $x^{s}$, such that $C^{-1} \leqslant\left\|\partial_{x^{s}} G\right\|_{\infty} \leqslant C$, (and so by (i), $\left\|\partial_{x^{s}} \partial_{x^{u}} H\right\|_{L^{\infty}} \leqslant C$ );
(v) $\left\|\partial_{x^{u}} \partial_{x^{s}} G\right\|_{C^{\eta}} \leqslant C$, for some $\eta>0$ and $C>0$ independent of $x^{s}$;
(vi) $\left\|\partial_{x^{s}} H\right\|_{C^{0}} \leqslant C r,\left\|\partial_{x^{s}} H\right\|_{C^{n}} \leqslant C$.

Remark 5.27. We list properties (i)-(vi) for the convenience of the reader: it is known that the foliation by local strong unstable manifolds enjoys these properties for Anosov flows (see, for example Liverani (2004, Appendix B) for the Anosov case or Baladi and Liverani (2012, Appendix D) for the piecewise Anosov case). Indeed, item (i) is immediate since unstable manifolds lie in the kernel of the contact form; (ii) is simply a normalization that we take, choosing our parametrization to be the identity on the stable manifold of $x_{i}$; (iii) holds due to the invariance of unstable manifolds.

To justify the estimates in (iv)-(vi), we present the following suggestive calculation, which while not a complete proof, does give a flavor for the estimates involved. We consider the 2-dimensional case on one of the sections $\Sigma_{i}$ defined in Section 5.4.1. On such a section, we adopt local coordinates ( $\bar{x}^{s}, \bar{x}^{u}$ ).

For $\xi \in[-r, r]$, let $\left.V_{\xi}=\left\{\left(\bar{x}^{s}, \bar{x}^{u}\right): \bar{x}^{u}=\xi\right)\right\}$ denote a stable curve in $\Sigma_{i}$. We project the foliation $\mathbb{F}$ onto $\Sigma_{i}$ and normalize $\bar{G}\left(\bar{x}^{s}, \bar{x}^{u}\right)$ so that $\partial_{\bar{x}^{s}} \bar{G}\left(\bar{x}^{s}, 0\right)=1$. Define

$$
h_{\xi, 0}: V_{\xi} \rightarrow V_{0}
$$

to be the holonomy map along the projected unstable foliation. It follows that the Jacobian $J h_{\xi, 0}$ satisfies the following relation,

$$
J h_{\xi, 0}=\frac{\partial_{\bar{x}^{s}} \bar{G}\left(\bar{x}^{s}, 0\right)}{\partial_{\bar{x}^{s}} \bar{G}\left(\bar{x}^{s}, \xi\right)}=\frac{1}{\partial_{\bar{x}^{s}} \bar{G}\left(\bar{x}^{s}, \xi\right)},
$$

so that $\partial_{\bar{x} s} \bar{G}$ can be expressed in terms of the Jacobian of the holonomy map, which is known to be Hölder continuous. This is the content of (iv).

Moreover, using the invariance (ii),

$$
J h_{\xi, 0}(x)=\prod_{\ell=1}^{\infty} \frac{J_{\Phi_{-\ell} V_{0}} \Phi_{1}\left(\Phi_{-\ell}(x)\right)}{J_{\Phi_{-\ell} V_{\xi}} \Phi_{1}\left(\Phi_{-\ell}\left(h_{\xi, 0}(x)\right)\right)},
$$

and taking $\partial_{\bar{x}} u$ of this product converges since the unstable direction is the contracting direction for $\Phi_{-\ell}$. This is the main idea behind (v).

Lifting these calculations to the flow yields (iv) and (v) for G. Item (vi) follows from the normalization (ii) together with (iv).

Having defined our foliation, for $j \in A_{\ell, i}$, we consider the associated holonomy map $h_{j, i}: W_{j, i} \rightarrow W_{i}^{0}$. As a function of $x^{s}$, we have,

$$
\begin{equation*}
h_{j, i} \circ \mathbb{W}_{j}\left(x^{s}\right)=:\left(h_{j}^{s}\left(x^{s}\right), 0, h_{j}^{0}\left(x^{s}\right)\right) . \tag{5.7.11}
\end{equation*}
$$

This yields in particular that $\mathbb{F}\left(h_{j}^{s}\left(x^{s}\right), E_{j}\left(x^{s}\right), h_{j}^{0}\left(x^{s}\right)\right)=\mathbb{W}_{j}\left(x^{s}\right)$, so that,

$$
\begin{equation*}
G\left(h_{j}^{s}\left(x^{s}\right), E_{j}\left(x^{s}\right)\right)=x^{s} \quad \text { and } \quad H\left(h_{j}^{s}\left(x^{s}\right), E_{j}\left(x^{s}\right)\right)+h_{j}^{0}\left(x^{s}\right)=F_{j}\left(x^{s}\right) . \tag{5.7.12}
\end{equation*}
$$

On $S_{r}$, define

$$
K_{\ell, n, i, j}\left(x^{s}, x^{0}\right)=\frac{p\left(x^{0}\right)\left(\ell \tau-x^{0}\right)^{n-1}}{\left|W_{j, i}\right|(n-1)!} e^{-z \ell \tau} e^{a x^{0}} \phi_{r, j}\left(x^{s}, x^{0}\right) .
$$

Then (5.7.10) yields,

$$
\begin{aligned}
\int_{S_{r}} p_{j} \phi_{r, j} f_{j} d x^{s} d x^{0}= & \left|W_{j, i}\right| \int_{S_{r}} K_{\ell, n, i, j}\left(x^{s}, x^{0}\right) f\left(\mathbb{W}_{j}\left(x^{s}\right)+\left(0,0, x^{0}\right)\right) e^{i b x^{0}} d x^{s} d x^{0} \\
= & \left|W_{j, i}\right| \int_{S_{r}} K_{\ell, n, i, j}\left(x^{s}, x^{0}\right) f\left(h_{j}^{s}\left(x^{s}\right), 0, h_{j}^{0}\left(x^{s}\right)+x^{0}\right) e^{i b x^{0}} d x^{s} d x^{0} \\
& +\left|W_{j, i}\right| \mathcal{O}\left(\left.\left|\partial^{u} f\right|\right|^{2} r^{2}\right) \frac{(\ell \tau)^{n-1}}{(n-1)!} e^{-a \ell \tau},
\end{aligned}
$$

where $\partial^{u} f$ denotes the derivative of $f$ in the unstable direction. Changing variables twice, first $x^{0} \mapsto x^{0}-h_{j}^{0}\left(x^{s}\right)$, and then $x^{s} \mapsto\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right)$, results in the
following,

$$
\begin{align*}
\int_{S_{r}} p_{j} \phi_{r, j} f_{j} d x^{s} d x^{0}= & \left|W_{j, i}\right| \int_{S_{r}} \frac{K_{\ell, n, i, j}^{*}\left(x^{s}, x^{0}\right)}{\left|\left(h_{j}^{s}\right)^{\prime} \circ\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right)\right|} f\left(x^{s}, 0, x^{0}\right) e^{i b\left(x^{0}-\Delta_{j}\left(x^{s}\right)\right)} d x^{s} d x^{0} \\
& +\left|W_{j, i}\right| \mathcal{O}\left(\left|\partial^{u} f\right|_{\infty} r^{2}\right) \frac{(\ell \tau)^{n-1}}{(n-1)!} e^{-a \ell \tau} \\
= & \left|W_{j, i}\right| \int_{S_{r}} K_{\ell, n, i, j}^{*}\left(x^{s}, x^{0}\right) f\left(x^{s}, 0, x^{0}\right) e^{i b\left(x^{0}-\Delta_{j}\left(x^{s}\right)\right)} d x^{s} d x^{0} \\
& +\left|W_{j, i}\right| \mathcal{O}\left(\left|\partial^{u} f\right|_{\infty}+|f|_{\infty}\right) r^{2} \frac{(\ell \tau)^{n-1}}{(n-1)!} e^{-a \ell \tau} \tag{5.7.13}
\end{align*}
$$

where

$$
\begin{align*}
& K^{*}\left(x^{s}, x^{0}\right)=K\left(\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right), x^{0}-\Delta_{j}\left(x^{s}\right)\right) \quad \text { and } \\
& \Delta_{j}\left(x^{s}\right)=h_{j}^{0} \circ\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right) \tag{5.7.14}
\end{align*}
$$

and in the second line we have used the fact that $\left(h_{j}^{s}\right)^{\prime} \approx 1+r$ due to items (ii) and (iv) of Definition 3 (see also the proof of Sub-lemma 5.31). The function $\Delta_{j}$ is the so-called temporal distance function alluded to in Remark 5.24.

Next we use (5.7.13) to sum over $\ell, i$ and $j$ in (5.7.8).

$$
\begin{align*}
& \int_{W} R(z)^{n} f \psi d m_{W} \\
& =\sum_{\ell, i} \sum_{j \in A_{\ell, i}} J_{\ell, j, i}\left|W_{j, i}\right| \int_{S_{r}} K_{\ell, n, i, j}^{*}\left(x^{s}, x^{0}\right) f\left(x^{s}, 0, x^{0}\right) e^{i b\left(x^{0}-\Delta_{j}\left(x^{s}\right)\right)} d x^{s} d x^{0} \\
& \quad+\sum_{\ell \geqslant \ell_{0}} \sum_{i} \sum_{j \in A_{\ell, i}} J_{\ell, j, i}\left|W_{j, i}\right| \mathcal{O}\left(\left|\partial^{u} f\right|_{\infty}+|f|_{\infty}\right) r^{2} \frac{(\ell \tau)^{n-1}}{(n-1)!} e^{-a \ell \tau} \\
& \quad+\mathcal{O}\left(a^{-n} r^{\alpha}|f|_{\infty}\right) \tag{5.7.15}
\end{align*}
$$

Problem 5.28. Reverse order of summation and use bounded distortion to show that
$\sum_{i} \sum_{j \in A_{\ell, i}} J_{\ell, j, i}\left|W_{j, i}\right| \leqslant C$, for some $C>0$ independent of $W$ and $n$.
Problem 5.29. Use (5.7.3) to show that

$$
\sum_{\ell \geqslant \ell_{0}} \frac{(\ell \tau)^{n-1}}{(n-1)!} e^{-a \ell \tau} \leqslant C \tau^{-1} a^{-n} \leqslant C r^{-1 / 3} a^{-n}
$$

for some constant $C>0$ independent of $\ell_{0}$ and $\tau$.
Summing over $\ell$ and using Problems 5.28 and 5.29 yields,

$$
\begin{align*}
\sum_{\ell \geqslant \ell_{0}} \sum_{i} \sum_{j \in A_{\ell, i}} J_{\ell, j, i}\left|W_{j, i}\right| & \mathcal{O}\left(\left|\partial^{u} f\right|_{\infty}+|f|_{\infty}\right) r^{2} \frac{(\ell \tau)^{n-1}}{(n-1)!} e^{-a \ell \tau}  \tag{5.7.16}\\
& =\mathcal{O}\left(a^{-n} r^{5 / 3}\right)\left(\left|\partial^{u} f\right|_{\infty}+|f|_{\infty}\right) .
\end{align*}
$$

Next, we estimate the sums over the integrals in (5.7.15). Setting $Z_{\ell, j, i}=$ $J_{\ell, j, i}\left|W_{j, i}\right|$, we have

$$
\begin{align*}
& \sum_{\ell \geqslant \ell_{0}} \sum_{i} \int_{S_{r}} \sum_{j \in A_{\ell, i}} Z_{\ell, j, i} K_{\ell, n, i, j}^{*} f e^{i b\left(x^{0}-\Delta_{j}\left(x^{s}\right)\right)} d x^{s} d x^{0} \\
& \leqslant \sum_{\ell \geqslant \ell_{0}} \sum_{i}\left(\int_{S_{r}}\left|\sum_{j \in A_{\ell, i}} Z_{\ell, j, i} K_{\ell, n, i, j}^{*} e^{i b\left(x^{0}-\Delta_{j}\left(x^{s}\right)\right)}\right|^{2}\right)^{1 / 2}\left(\int_{S_{r}}|f|^{2}\right)^{1 / 2} \\
& \leqslant \sum_{\ell \geqslant \ell_{0}} \sum_{i}|f|_{\infty} r\left(\sum_{j, k \in A_{\ell, i}} Z_{\ell, j, i} Z_{\ell, k, i} \int_{S_{r}} K_{\ell, n, i, j}^{*} \bar{K}_{\ell, n, i, k}^{*} e^{i b\left(\Delta_{k}-\Delta_{j}\right)}\right)^{1 / 2} \\
& \leqslant \sum_{\ell \geqslant \ell_{0}}|f|_{\infty} r^{-1 / 2}\left(\sum_{i} \sum_{j, k \in A_{\ell, i}} Z_{\ell, j, i} Z_{\ell, k, i} \int_{S_{r}} K_{\ell, n, i, j}^{*} \bar{K}_{\ell, n, i, k}^{*} e^{i b\left(\Delta_{k}-\Delta_{j}\right)}\right)^{1 / 2} \tag{5.7.17}
\end{align*}
$$

where in the second line we have used the Cauchy-Schwarz inequality, in the third line we have used that $\left|\sum_{j} v_{j}\right|^{2}=\left(\sum_{j} v_{j}\right)\left(\sum_{k} \bar{v}_{k}\right)$ for any set of complex numbers $\left\{v_{j}\right\}_{j}$, and in the fourth line we have used the Hölder inequality together with the fact that the cardinality of the sum over $i$ is at most $\mathrm{Cr}^{-3}$ by (5.7.7).

The last integral remaining in (5.7.17) is the oscillatory integral which has been the object of the rearrangements and changes of variables of this entire section. It is at the heart of the Dolgopyat estimate. Define the flow surface, $W_{j, i}^{0}=B_{r}\left(x_{i}\right) \cap$ $\left(\cup_{s \in[-c r, c r]} \Phi_{s}\left(W_{j, i}\right)\right)$.

Lemma 5.30. Recalling $\eta>0$ from Definition 3 , there exists $C>0$, independent of $r, n$ and $W$, such that:

$$
\text { a) } \inf _{x^{s}}\left|\partial_{x^{s}}\left(\Delta_{j}-\Delta_{k}\right)\left(x^{s}\right)\right| \geqslant C d\left(W_{j, i}^{0}, W_{k, i}^{0}\right)
$$

b) $\left|\Delta_{j}-\Delta_{k}\right|_{C^{1+\eta}\left(S_{r}\right)} \leqslant C r$;
c)

$$
\begin{aligned}
& \left|\int_{S_{r}} K_{\ell, n, i, j}^{*} \bar{K}_{\ell, n, i, k}^{*} e^{i b\left(\Delta_{k}-\Delta_{j}\right)} d x^{s} d x^{0}\right| \\
& \quad \leqslant C \frac{(\ell \tau)^{2 n-2}}{[(n-1)!]^{2}} e^{-2 a \ell \tau}\left[\frac{r}{d\left(W_{j, i}^{0}, W_{k, i}^{0}\right)^{1+\eta} b^{\eta}}+\frac{r^{-1}}{d\left(W_{j, i}^{0}, W_{k, i}^{0}\right) b}\right] .
\end{aligned}
$$

Proof. Items (a) and (b) are preliminaries needed to establish the estimate (c) on the key oscillatory integral.

We choose a curve $W_{j, i}$ with $j \in A_{\ell, i}$ crossing the box $B_{c r}\left(x_{i}\right)$. Without loss of generality (by flowing it if necessary), we may assume $W_{j, i}$ intersects the $x^{u}$ axis in the local coordinates. For a fixed $\xi \in(-r, r)$, we consider the closed path starting at $(\xi, 0,0)$ on $W_{i}^{0}$ (i.e. $x^{s}=\xi$ on the strong stable manifold of $x_{i}$ ), running to $x_{i}$ along the stable manifold of $x_{i}$, and up the coordinate axis of $x^{u}$ (which lies in $\mathcal{W}^{u}$ ) to $W_{j, i}$. From there, the path runs along $W_{j, i}$ until it reaches the point $\mathbb{W}_{j}\left(\left(h_{j}^{s}\right)^{-1}(\xi)\right)$, then follows the strong unstable manifold $\gamma_{\xi}^{u}$ (this is an element of the foliation defined in Definition 3) down to $W_{*}^{0}$, and from there follows the flow direction back to $(\xi, 0,0)$. We call this path $\Gamma(\xi)$. See Figure 5.2.

Recalling (5.7.14), we notice that $\Delta_{j}(\xi)=h_{j}^{0}\left(\left(h_{j}^{s}\right)^{-1}(\xi)\right)$ is precisely the distance in the flow direction from $(\xi, 0,0)$ to the point of intersection of $\gamma_{\xi}^{u}$ with $W_{i}^{0}$. In addition, every other smooth component of $\Gamma(\xi)$ lies in the kernel of $\omega$ by construction of $\mathcal{W}^{s}$ and $\mathcal{W}^{u}$. Since $\omega(v)=1$ for every unit vector $v$ in the flow direction, and using Stokes' theorem, we have,

$$
\Delta_{j}(\xi)=\int_{\Gamma(\xi)} \omega=\int_{\Sigma_{1}} d \omega+\int_{\Sigma_{2}} d \omega,
$$

where $\Sigma_{1}$ is the 'vertical' surface defined by the part of the foliation $\mathbb{F}$ connecting $W_{j, i}$ to $W_{i}^{0}$, and $\Sigma_{2}$ is the 'horizontal surface' comprised of the part of $W_{i}^{0}$ enclosed by $\Gamma(\xi)$ and the curve $h_{j, i}\left(W_{j, i}\right)$ (remembering (5.7.11). The integral over $\Sigma_{2}$ is 0 since the flow direction lies in the kernel of $d \omega$. Writing the integral over $\Sigma_{1}$ in local coordinates and using (5.7.9) and Definition 3 yields,

$$
\begin{equation*}
\Delta_{j}(\xi)=\int_{0}^{\xi} \int_{0}^{E_{j}\left(\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right)\right)} \partial_{x^{s}} G\left(x^{s}, x^{u}\right) d x^{u} d x^{s} \tag{5.7.18}
\end{equation*}
$$



Figure 5.2: Part of a flow box $B_{r}\left(x_{i}\right)$ with path $\Gamma(\xi)$ and the unstable foliation shown. $\Gamma(\xi)$ starts at $\xi$, goes along the $x^{s}$-axis to $x_{i}$, up the $x^{u}$-axis to $W_{j, i}$, across $W_{j, i}$ to $\gamma_{\xi}^{i}$, down $\gamma_{\xi}^{i}$ to the flow surface $W_{i}^{0}$, and then in the flow direction back to $\xi$. The length of the dotted line is $\Delta_{j}(\xi)$.

And so, assuming that $W_{k, i}$ with $k \in A_{\ell, i}$ is also in standard position intersecting the $x^{u}$ axis, we obtain

$$
\begin{aligned}
\partial_{x^{s}} \Delta_{k}(\xi)-\partial_{x^{s}} \Delta_{j}(\xi) & =\int_{E_{j}\left(\left(h_{j}^{s}\right)^{-1}(\xi)\right)}^{E_{k}\left(\left(h_{k}^{s}\right)^{-1}(\xi)\right)} \partial_{x^{s}} G\left(x^{u}, \xi\right) d x^{u} \\
& =\int_{E_{j}\left(\left(h_{j}^{s}\right)^{-1}(\xi)\right)}^{\left.E_{k}\left(h_{k}^{s}\right)^{-1}(\xi)\right)}\left[1+\int_{0}^{x^{u}} \partial_{x^{u}} \partial_{x^{s}} G(u, \xi) d u\right] d x^{u} \\
& =\left[E_{k}\left(\left(h_{k}^{s}\right)^{-1}(\xi)\right)-E_{j}\left(\left(h_{j}^{s}\right)^{-1}(\xi)\right)\right](1+\mathcal{O}(r)) \\
& \geqslant d\left(W_{j, i}, W_{k, i}\right)(1+\mathcal{O}(r)) .
\end{aligned}
$$

This proves item (a) of the lemma, and immediately gives the required bound on the $C^{0}$ norm for part (b). The bound on the $C^{\eta}$ norm follows from the same integral expression for $\partial_{x^{s}}\left(\Delta_{k}-\Delta_{j}\right)$, together with property (v) of the foliation.

For item (c) of the lemma, we follow Baladi, Demers, and Liverani (2018, Appendix B). Define

$$
L_{j, k}\left(x^{s}, x^{0}\right)=K_{\ell, n, i, j}^{*}\left(x^{s}, x^{0}\right) \bar{K}_{\ell, n, i, k}^{*}\left(x^{s}, x^{0}\right) \quad \text { and } \quad \boldsymbol{\Delta}_{j, k}=\Delta_{k}-\Delta_{j} .
$$

We shall need the following preliminary result.

Sub-lemma 5.31. In the present setting, we have

$$
\left|\frac{d}{d x^{s}} \Delta_{j}\right| \leqslant C r \quad \text { and } \quad\left|\frac{d}{d x^{s}}\left(h_{j}^{s}\right)^{-1}\right|=1+\mathcal{O}(r) .
$$

Proof of Sublemma. The first inequality follows from (5.7.18),

$$
\partial_{x^{s}} \Delta_{j}\left(x^{s}\right)=\int_{0}^{E_{j}\left(\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right)\right)} \partial_{x^{s}} G\left(x^{s}, x^{u}\right) d x^{u} \leqslant C r,
$$

using Definition 3 (iv) and recalling (5.7.9) so that $\left|E_{j}\left(\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right)\right)\right| \leqslant C r$ since the foliation is in $B_{r}\left(x_{i}\right)$.

For the second statement of the lemma, differentiate the first expression in (5.7.12) to obtain,

$$
\left(h_{j}^{s}\right)^{\prime}\left(x^{s}\right)=\frac{1-\partial_{2} G\left(h_{j}^{s}\left(x^{s}\right), E_{j}\left(x^{s}\right)\right) E_{j}^{\prime}\left(x^{s}\right)}{\partial_{1} G\left(h_{j}^{s}\left(x^{s}\right), E_{j}\left(x^{s}\right)\right)} .
$$

Then we use the fact $\partial_{1} G(s, 0)=1$ by Property (ii) and then $\partial_{1} G(s, u)=1+$ $\mathcal{O}(r)$ by Property (v) of the foliation whenever $|s|,|u| \leqslant c r / 2$. This implies that $\left(h_{j}^{s}\right)^{\prime}\left(x^{s}\right)=1+\mathcal{O}(r)$. Then since $h_{j}^{s}$ is invertible, we have $\frac{d}{d x^{s}}\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right)=$ $\frac{1}{\left.\left(h_{j}^{s}\right)^{\prime}\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right)\right)}=1+\mathcal{O}(r)$ as well.

Problem 5.32. Show that there exists $C>0$, independent of $W, n, \ell, i, j$ and $k$, such that

$$
\left|L_{j, k}\right|_{\infty} \leqslant \frac{C(\ell \tau)^{2 n-2}}{r^{2}[(n-1)!]^{2}} e^{-2 a \ell \tau} \quad \text { and } \quad\left|\partial_{x} s L_{j, k}\right|_{\infty} \leqslant \frac{C(\ell \tau)^{2 n-2}}{r^{3}[(n-1)!]^{2}} e^{-2 a \ell \tau}
$$

We define a sequence $\left\{s_{m}\right\}_{m=0}^{M} \subset \mathbb{R}$ such that $s_{0}=-r$, and $\partial_{x} s \boldsymbol{\Delta}_{j, k}\left(s_{m}\right)$. $\left[s_{m+1}-s_{m}\right]=2 \pi b^{-1}$, and let $M \in \mathbb{N}$ be such that $s_{M-1} \leqslant r$ and $s_{M}>r$. Such a finite $M$ exists by part (a) of the lemma. By part (b) of the lemma,

$$
\left|\boldsymbol{\Delta}_{j, k}\left(x^{s}\right)-\boldsymbol{\Delta}_{j, k}\left(s_{m}\right)-\partial_{x^{s}} \boldsymbol{\Delta}_{j, k}\left(s_{m}\right)\left[s_{m+1}-s_{m}\right] \leqslant C r\right| s_{m}-\left.x^{s}\right|^{1+\eta},
$$

for all $x^{s} \in\left[s_{m}, s_{m+1}\right]$. Moreover, using Problem 5.32, we have

$$
\left|L_{j, k}\left(x^{s}, x^{0}\right)-L_{j, k}\left(s_{m}, x^{0}\right)\right| \leqslant C \delta_{m} e_{\ell, n} r^{-3},
$$

for a uniform $C>0$, where $\delta_{m}=s_{m+1}-s_{m}$ and $e_{\ell, n}=\frac{(\ell \tau)^{2 n-2}}{[(n-1)!]^{2}} e^{-2 a \ell \tau}$. Notice then that by part (a) of the lemma,

$$
\begin{equation*}
b \delta_{m} \leqslant 2 \pi d\left(W_{j, i}^{0}, W_{k, i}^{0}\right)^{-1} \tag{5.7.19}
\end{equation*}
$$

Now we fix $x^{0}$ and estimate for each $m$,

$$
\begin{aligned}
&\left|\int_{s_{m}}^{s_{m+1}} e^{-i b \boldsymbol{\Delta}_{j, k}\left(x^{s}\right)} L_{j, k}\left(x^{s}, x^{0}\right) d x^{s}\right| \\
&= \mid \int_{s_{m}}^{s_{m+1}} e^{-i b\left[\partial_{x} s \boldsymbol{\Delta}_{j, k}\left(s_{m}\right)\left[x^{s}-s_{m}\right]+\mathcal{O}\left(r\left|x^{s}-s_{m}\right|^{1+\eta}\right)\right]} \\
& \times\left(L_{j, k}\left(s_{m}, x^{0}\right)+\mathcal{O}\left(r^{-3} \delta_{m} e_{\ell, n}\right)\right) d x^{s} \mid \\
& \leqslant C\left(b \delta_{m}^{1+\eta} r^{-1}+r^{-3} \delta_{m}\right) \delta_{m} e_{\ell, n} \\
& \leqslant C\left(\frac{r^{-1}}{d\left(W_{j, i}^{0}, W_{k, i}^{0}\right)^{1+\eta} b^{\eta}}+\frac{r^{-3}}{d\left(W_{j, i}^{0}, W_{k, i}^{0}\right) b}\right) \delta_{m} e_{\ell, n}
\end{aligned}
$$

where again we have used Problem 5.32 and in the last line we have used (5.7.19). The last integral over the interval $\left[s_{M-1}, r\right.$ ] is trivially bounded by $\mathrm{Cr}^{-2} \delta_{M} \leqslant$ $C r^{-2}\left(b d\left(W_{j, i}^{0}, W_{k, i}^{0}\right)\right)^{-1}$, again using (5.7.19). Then summing over $m$ yields $\sum_{m=0}^{M-1} \delta_{m} \leqslant 2 r$, and integrating over $x^{0}$ yields another factor of $r$, completing the proof of part (c).

The bound given by Lemma 5.30(c) is nearly what we need to complete the Dolgopyat estimate. We require one more lemma, which allows us to neglect the contribution from curves in $A_{\ell, i}$ that are too close together.
Lemma 5.33. There exists $C>0$ such that for each $\ell \geqslant \ell_{0}, i \in \mathbb{N}$ and $j \in A_{\ell, i}$,

$$
\sum_{\substack{k \in A_{\ell, i} \\ d\left(W_{j, i}^{0}, W_{k, i}^{0}\right) \leqslant \rho}} Z_{\ell, k, i} \leqslant C\left[r\left(\rho^{1 / 2}+\Lambda^{-\ell \tau}\right)\right] .
$$

Proof. Let $A(\rho)=\left\{k \in A_{\ell, i}: d\left(W_{j, i}^{0}, W_{k, i}^{0}\right) \leqslant \rho\right\}$. First notice that by bounded distortion,

$$
\begin{align*}
\sum_{k \in A(\rho)} Z_{\ell, k, i} & =\sum_{k \in A(\rho)}\left|W_{k, i}\right|\left|J_{W_{k, i}} \Phi_{\ell \tau}\right|_{C^{0}\left(W_{k, i}\right)}  \tag{5.7.20}\\
& =C^{ \pm 1} \sum_{k \in A(\rho)}\left|\Phi_{\ell \tau}\left(W_{k, i}\right)\right|
\end{align*}
$$

where the notation $P=C^{-1} Q$ means $C^{-1} Q \leqslant P \leqslant C Q$ for some $C \geqslant 1$.
Let $W_{r}^{0}=\cup_{s \in[-2 r, 2 r]} \Phi_{s}(W)$. Fix $\rho^{*}>0$, and consider the set of local strong unstable manifolds $\left\{\gamma_{x}^{u}\right\}_{x \in W_{r}^{0}}$ having length $\rho^{*}$ in both directions, and centered $x$. Let $G_{i, k}^{0}=\left\{x \in W_{r}^{0}: x \in \Phi_{\ell \tau}\left(W_{k, i}^{0}\right)\right\}$ and note that the sets $\cup_{x \in G_{i, k}^{0}} \gamma_{x}^{u}$ are disjoint for different $k$. On the one hand, due to the uniform transversality of $E^{s}$, $E^{u}$ and $E^{c}$, we have

$$
\begin{equation*}
\sum_{k \in A(\rho)} m\left(\cup_{x \in G_{i, k}^{0}} \gamma_{x}^{u}\right)=\mathcal{O}\left(r \rho^{*}\right) \sum_{k \in A(\rho)}\left|\Phi_{\ell \tau}\left(W_{k, i}\right)\right| \tag{5.7.21}
\end{equation*}
$$

On the other hand, for each $k, \Phi_{\ell \tau}\left(\cup_{x \in G_{i, k}^{0}} \gamma_{x}^{u}\right)$ is approximately a parallelepiped having length in the flow and stable directions of about $r$, and having length in the unstable direction at most $2 \rho^{*} \Lambda^{-\ell \tau}$. Moreover, these sets are disjoint for different $k$ and their union lies in a set of length in the unstable direction at most $\rho+2 \rho^{*} \Lambda^{-\ell \tau}$. Then using the invariance of the measure,

$$
\begin{equation*}
\sum_{k \in A(\rho)} m\left(\cup_{x \in G_{i, k}^{0}} \gamma_{x}^{u}\right)=\sum_{k \in A(\rho)} m\left(\Phi_{\ell \tau}\left(\cup_{x \in G_{i, k}^{0}} \gamma_{x}^{u}\right)\right) \leqslant C r^{2}\left(\rho+\rho^{*} \Lambda^{-\ell \tau}\right) \tag{5.7.22}
\end{equation*}
$$

Using (5.7.20) in (5.7.21) and equating this with (5.7.22) yields,

$$
\sum_{k \in A(\rho)} Z_{\ell, k, i} \leqslant C r\left(\rho^{*}\right)^{-1}\left(\rho+\rho^{*} \Lambda^{-\ell \tau}\right)
$$

and choosing $\rho^{*}=\rho^{1 / 2}$ completes the proof of the lemma.

We will apply Lemma 5.33 with $\rho=r^{2}$. For each $j \in A_{\ell, i}$ define $A_{\ell, i, j}^{\text {close }}=$ $\left\{k \in A_{\ell, i}: d\left(W_{k, i}^{0}, W_{j, i}^{0}\right) \leqslant r^{2}\right\}$, and $A_{\ell, i, j}^{\mathrm{far}}=A_{\ell, i} \backslash A_{\ell, i, j}^{\text {close }}$. Then,

$$
\begin{equation*}
\sum_{i} \sum_{j \in A_{\ell, i}} \sum_{k \in A_{\ell, i, j}^{\text {close }}} Z_{\ell, j, i} Z_{\ell, k, i} \leqslant C r\left(r+\Lambda^{-\ell \tau}\right) \leqslant C r^{2} \tag{5.7.23}
\end{equation*}
$$

remembering (5.7.6) and using Problem 5.28.

Finally, we apply Lemma 5.30 (c), summing over $A_{\ell, i, j}^{\mathrm{far}}$,

$$
\begin{align*}
& \left(\sum_{i} \sum_{j \in A_{\ell, i}} \sum_{k \in A_{\ell, i, j}^{\mathrm{far}}} Z_{\ell, j, i} Z_{\ell, k, i} \int_{S_{r}} K_{\ell, n, i, j}^{*} \bar{K}_{\ell, n, i, k}^{*} e^{i b\left(\Delta_{k}-\Delta_{j}\right)}\right)^{1 / 2} \\
& \leqslant\left(\sum_{i} \sum_{j \in A_{\ell, i}} \sum_{k \in A_{\ell, i, j}^{\mathrm{far}}} Z_{\ell, j, i} Z_{\ell, k, i} C \frac{(\ell \tau)^{2 n-2}}{[(n-1)!]^{2}} e^{-2 a \ell \tau}\left[r^{-1-2 \eta} b^{-\eta}+r^{-3} b^{-1}\right]\right)^{1 / 2} \\
& \leqslant C r^{-1 / 2}\left[r^{-2 \eta} b^{-\eta}+r^{-2} b^{-1}\right]^{1 / 2} \frac{(\ell \tau)^{n-1}}{(n-1)!} e^{-a \ell \tau} \tag{5.7.24}
\end{align*}
$$

where again we have used Problem 5.28.
Problem 5.34. Show that for all $\ell, n, i, j, k$,

$$
\left|\int_{S_{r}} K_{\ell, n, i, j}^{*} \bar{K}_{\ell, n, i, k}^{*} e^{i b\left(\Delta_{k}-\Delta_{j}\right)}\right| \leqslant C \frac{(\ell \tau)^{2 n-2}}{[(n-1)!]^{2}} e^{-2 a \ell \tau}
$$

Now combining Problem 5.29 and Problem 5.34 with with (5.7.23) and (5.7.24) in (5.7.17) yields,

$$
\begin{align*}
& \sum_{\ell \geqslant \ell_{0}} \sum_{i} \int_{S_{r}} \sum_{j \in A_{\ell, i}} Z_{\ell, j, i} K_{\ell, n, i, j}^{*} f e^{i b\left(x^{0}-\Delta_{j}\left(x^{s}\right)\right)} d x^{s} d x^{0} \\
& \quad \leqslant \sum_{\ell \geqslant \ell_{0}} \frac{(\ell \tau)^{n-1}}{(n-1)!} e^{-a \ell \tau}|f|_{\infty}\left(r^{1 / 2}+r^{-1}\left[r^{-2 \eta} b^{-\eta}+r^{-2} b^{-1}\right]^{1 / 2}\right) \\
& \quad \leqslant a^{-n}|f|_{\infty}\left(r^{1 / 6}+r^{-4 / 3}\left[r^{-2 \eta} b^{-\eta}+r^{-2} b^{-1}\right]^{1 / 2}\right) \tag{5.7.25}
\end{align*}
$$

Now we use (5.7.16) and (5.7.25) in (5.7.15) to estimate,

$$
\begin{aligned}
\int_{W} R(z)^{n} f \psi d m_{W} \leqslant & C a^{-n}\left(| f | _ { \infty } \left(r^{\alpha}+r^{5 / 3}+r^{1 / 6}\right.\right. \\
& \left.\left.+r^{-4 / 3}\left[r^{-2 \eta} b^{-\eta}+r^{-2} b^{-1}\right]^{1 / 2}\right)+r^{5 / 3}\left|\partial^{u} f\right|_{\infty}\right)
\end{aligned}
$$

We can assume without loss of generality that $\eta<1$ so that the first term in the square root above is the larger of the two. Setting $r=b^{-\frac{\eta}{8+6 \eta}}$, bounds the term
with the square root by by $b^{-\eta / 3}$. Since all other powers of $r$ are positive, we obtain,

$$
\begin{equation*}
\int_{W} R(z)^{n} f \psi d m_{W} \leqslant C a^{-n} b^{-\gamma_{0}}\left(|f|_{\infty}+\left|\partial^{u} f\right|_{\infty}\right) \tag{5.7.26}
\end{equation*}
$$

for some $\gamma_{0}>0$, and all $b \geqslant b_{0}$, where $b_{0}$ depends only on the maximum size of $r$ determined by Definition 2. As a final step, we apply (5.7.26) to $R(z)^{n} f$ rather than $f$.

Problem 5.35. Use (5.1.1) and Problem 5.15 to show that

$$
\left|\partial^{u}\left(R(z)^{n} f\right)\right|_{\infty} \leqslant C(a+\log \Lambda)^{-n}|\nabla f|_{\infty}
$$

Now Problem 5.35 together with (5.7.26) and the bound $\left|R(z)^{n} f\right|_{\infty} \leqslant C a^{-n}|f|_{\infty}$ (from Problem 5.16) yield,

$$
\begin{aligned}
\int_{W} R(z)^{2 n} f \psi d m_{W} & \leqslant C a^{-n} b^{-\gamma_{0}}\left(\left|R(z)^{n} f\right|_{\infty}+\left|\partial^{u}\left(R(z)^{n} f\right)\right|_{\infty}\right) \\
& \leqslant C^{\prime} a^{-2 n} b^{-\gamma_{0}}\left(|f|_{\infty}+\left(1+a^{-1} \log \Lambda\right)^{-n}|\nabla f|_{\infty}\right)
\end{aligned}
$$

which completes the proof of Lemma 5.22.

## Dispersing billiards

In this section, we briefly describe some of the ideas needed to adapt the technique and framework presented in these notes to the continuous time billiard flow associated with a dispersing billiard table. This is done in full detail in Baladi, Demers, and Liverani (2018) for the finite horizon periodic Lorentz gas, and we only recall here in broad terms some of the adjustments that must be made. We remark that although presently a proof of exponential decay of correlations exists only in this context, these results are expected to generalize to dispersing billiard tables with corner points, and cusps (the fact that the discrete time billiard map for tables with cusps has a polynomial rate of decay of correlations will not prevent the associated continuous time flow from having an exponential one), and some billiard tables with focusing boundaries, such as those studied in Bálint and Melbourne (2008). The flow associated with the infinite horizon periodic Lorentz gas, however, is known to have decay of correlations at the polynomial rate of $1 / t$ (Bálint, Butterley, and Melbourne (2019)).

### 6.1 The billiard table

Let $\mathbb{T}^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2}$ be the two-torus, and place finitely many open convex sets $\Gamma_{i}$, $i=1, \ldots d$, in $\mathbb{T}^{2}$ so that their closures are pairwise disjoint and the boundary of each set $\Gamma_{i}$ is a $C^{3}$ curve with strictly positive curvature. We shall call these sets scatterers and the billiard table is $Q=\mathbb{T}^{2} \backslash\left(\cup_{i=1}^{d} \Gamma_{i}\right)$.

The billiard flow is defined by the motion of a point particle traveling at unit speed in $Q$ and colliding elastically at the boundaries of the scatterers. The particle's velocity changes only at collisions, which are defined when the particle belongs to $\partial \Gamma_{i}$ for some $i$. We assume that the table satisfies a finite horizon condition: there is a finite upper bound on the time between consecutive collisions in Q.

Define $\Omega_{0}=Q \times \mathbb{S}^{1} \subset \mathbb{T}^{3}$. In $\Omega_{0}$, we may describe the billiard flow in the coordinates $(x, y, \theta)$, where $(x, y) \in Q$ denotes position and $\theta \in \mathbb{S}^{1}$ denotes velocity. Then,

$$
\begin{equation*}
\Phi_{t}(x, y, \theta)=(x+t \cos \theta, y+t \sin \theta, \theta) \tag{6.1.1}
\end{equation*}
$$

between collisions, and at collisions the velocity changes from $\theta^{-}$(precollision) to $\theta^{+}$(post-collision) according to the usual law of reflection. If we identify $\left(x, y, \theta^{-}\right) \sim\left(x, y, \theta^{+}\right)$, then the flow becomes continuous on the phase space $\Omega:=\Omega_{0} / \sim$. We will find it convenient to work in both the spaces $\Omega_{0}$ and $\Omega$ depending on the context.

Analysis of the flow is often aided by appealing to the associated discrete time billiard map. This is defined by introducing coordinates to track each collision ( $r$ for position on $\partial \Gamma_{i}$ parametrized by arc length, and $\varphi$ for the angle the postcollision velocity vector makes with the normal to $\partial \Gamma_{i}$ ). The two-dimensional phase space for the map is then a union of cylinders $M=\cup_{i=1}^{d} \partial \Gamma_{i} \times[-\pi / 2, \pi / 2]$ and the billiard map $T(r, \varphi)=\left(r_{1}, \varphi_{1}\right)$ maps one collision to the next.

### 6.2 Hyperbolicity and contact structure

In the coordinates described above, the flow preserves the one form defined by,

$$
\omega=\cos \theta d x+\sin \theta d y
$$

Between collisions, this is obvious from the definition (6.1.1) since $\theta$ is constant except at collisions. That the one form is preserved through collisions is a simple
calculation (see Chernov and Markarian (2006, Section 3.3)). Since $(\cos \theta, \sin \theta)$ is the direction of motion of the particle in the table $Q$, we see that geometrically, the kernel of the one form is the plane perpendicular to the flow direction in $\Omega$, and $\omega(v)=1$ for any unit vector $v \in \mathbb{R}^{3}$ pointing in the flow direction.

Problem 6.1. Show that $\omega \wedge d \omega=d x \wedge d \theta \wedge d y$.
Problem 6.1 shows that the contact volume is Lebesgue measure on $\Omega_{0}$, and this is preserved by the flow. Thus the flow and one form are already normalized according to the requirements of Section 5.1.

Due to the strictly positive curvature of the $\partial \Gamma_{i}$, both the map and the flow are hyperbolic. Let $\tau_{\min }, \mathcal{K}_{\min }>0$ denote the minimum time between collisions and the minimum curvature, respectively, and let $\tau_{\max }<\infty$ denote the maximum time between collisions, which is finite due to the finite horizon condition. The constant $\Lambda_{0}=1+2 \tau_{\min } \mathcal{K}_{\min }$ represents the minimum hyperbolicity constant for the map; then setting $\Lambda=\Lambda_{0}^{1 / \tau_{\max }}$ gives a lower bound on the hyperbolicity constant for the flow satisfying (5.1.1).

The billiard map $T$ preserves the following stable cone on all of $M$,

$$
\begin{equation*}
C^{s}(r, \varphi)=\left\{(d r, d \varphi) \in \mathbb{R}^{2}:-\mathcal{K}_{\min } \geqslant d \varphi / d r \geqslant-\mathcal{K}_{\max }-\tau_{\min }^{-1}\right\}, \tag{6.2.1}
\end{equation*}
$$

and an analogous unstable cone $C^{u}$ is defined by $\mathcal{K}_{\text {min }} \leqslant d \varphi / d r \leqslant \mathcal{K}_{\max }+$ $\tau_{\min }^{-1}$. Then flowing $C^{u}$ forward between consecutive collisions and $C^{s}$ backwards between collisions defines a family of cones in $\Omega$ that is invariant under the flow (satisfying (5.4.3)) and lies in the kernel of $\omega$. This family of cones is continuous on each component of $\Omega_{0}$ that does not cross one of the singularity surfaces (defined below). See Baladi, Demers, and Liverani (2018, Section 2.1).

### 6.3 Singularities

The singularities for both the map and the flow are created by tangential collisions with the scatterers. For the map, this is the set $\mathcal{S}_{0}=\left\{(r, \varphi) \in M: \varphi= \pm \frac{\pi}{2}\right\}$. For $n \geqslant 1$, the sets $\mathcal{S}_{n}=\cup_{i=0}^{n} T^{-i} \mathcal{S}_{0}$ and $\mathcal{S}_{-n}=\cup_{i=0}^{n} T^{i} \mathcal{S}_{0}$ are the singularity sets for $T^{n}$ and $T^{-n}$, respectively. The map $T$ is discontinuous at $\mathcal{S}_{1}$. Moreover, its derivative satisfies

$$
\|D T(z)\| \approx d\left(z, \mathcal{S}_{1}\right)^{-1 / 2}, \quad \text { for } z=(r, \varphi) \in M
$$

so that the derivative becomes infinite at tangential collisions.

The local sections $\Sigma_{i}$ introduced for Anosov flows in Section 5.4.1 can be defined naturally for the billiard flow as the boundaries of the scatterers, $\partial \Gamma_{i}$. The projections $P^{+}$and $P^{-}$are defined for $Z \in \Omega$ as the first intersection of $\Phi_{t}(Z)$ with one of the $\Gamma_{i}$, for $t>0$ for $P^{+}$and for $t<0$ for $P^{-}$.

While the flow remains continuous on $\Omega$, its derivative also becomes infinite at tangential collisions (with the same order of magnitude as the map). Thus the flow is only Hölder continuous with exponent $1 / 2$ due to the tangential collisions. Let $\mathcal{S}_{0}^{+}$denote the surface in $\Omega_{0}$ created by flowing $\mathcal{S}_{0}$ forward to its next collision (on $\mathcal{S}_{-1}$ ). Then the family of unstable cones $C^{u}$ is continuous in $\Omega_{0}$ away from the surface $\mathcal{S}_{0}^{+}$. Similarly, let $\mathcal{S}_{0}^{-}$denote the surface obtained by flowing $\mathcal{S}_{0}$ under the inverse flow to $\mathcal{S}_{1}$. The family of stable cones $C^{s}$ is continuous in $\Omega_{0}$ away from $\mathcal{S}_{0}^{-}$.

In order to regain control of distortion, one introduces homogeneity strips, which are artificial subdivisions of the phase space on which the derivative has comparable rates of expansion and contraction. For the map, the standard choice is to choose $k_{0}>0$ and then define the homogeneity strip

$$
\mathbb{H}_{k}=\left\{(r, \varphi): k^{-2} \leqslant \frac{\pi}{2}-\varphi \leqslant(k+1)^{-2}\right\} \quad \text { for } k \geqslant k_{0},
$$

with a similar definition for $\mathbb{H}_{-k}$ for $\varphi$ near $-\frac{\pi}{2}$. Since expansion factors for the map are proportional to $1 / \cos \varphi_{1}$ when $T(r, \varphi)=\left(r_{1}, \varphi_{1}\right)$, these subdivisions of the space imply that the Jacobians of the map satisfy distortion bounds as in Lemma $5.9(a)$, but with ${ }^{1}$ Hölder exponent $1 / 3$.

Problem 6.2. Suppose $z, \tilde{z} \in \mathbb{H}_{k}$ for some $k \in \mathbb{Z}$. Show that

$$
\left|\frac{\cos \varphi(z)}{\cos \varphi(\widetilde{z})}-1\right| \leqslant C d(z, \widetilde{z})^{1 / 3}, \quad \text { for some } C>0 \text { independent of } k \text {. }
$$

Here, $\varphi(z)$ denotes the second coordinate of $z=(r, \varphi) \in M$.
One extends this distortion control to the Jacobians of the flow by only comparing derivatives at points whose next collisions lie in the same homogeneity strip under the forward flow (for the unstable Jacobian) or the backward flow (for the stable Jacobian).

[^54]
### 6.4 Admissible curves and definition of norms

Since our invariant cones $C^{u}$ and $C^{s}$ satisfy (5.4.3), we may define a family of admissible cone-stable curves $\mathcal{W}^{s}$ which is invariant under $\Phi_{-t}, t>0$, and satisfies the requirements of Definition 1. In addition, we require stable curves to be disjoint from $\partial \Omega_{0}$. Thus if a stable curve is in the midst of a collision, we omit the collision points, and consider each of the two or three connected components as separate stable curves.

Due to our definition of $C^{s}$, we have that $P^{+}(W)$ is a stable curve for the map whenever $W \in \mathcal{W}^{s}$. Due to our discussion of distortion in Section 6.3, we call a stable curve $W \in \mathcal{W}^{s}$ homogeneous if $P^{+}(W) \subset \mathbb{H}_{k}$ for some $k \in \mathbb{Z}$. Similarly, we define an invariant family of unstable curves $\mathcal{W}^{u}$ and call an unstable curve $U$ homogeneous if $P^{-}(U) \subset \mathbb{H}_{k}$ for some $k \in \mathbb{Z}$.

Using the (global) coordinates ( $r, \varphi$ ) in $M$ and (6.2.1) allows us to view each map-stable curve $P^{+}(W)$ as the graph of a function $G_{W}$ over the $r$-coordinate. We then use the same definition of distance between stable curves, $d_{\mathcal{W}^{s}}\left(W_{1}, W_{2}\right)$, as given in (5.4.4), with the added requirement that $d_{\mathcal{W}^{s}}\left(W_{1}, W_{2}\right)=\infty$ unless $P^{+}\left(W_{1}\right)$ and $P^{+}\left(W_{2}\right)$ lie in the same homogeneity strip.

With these conventions in place, we may define the weak and strong norms for $f \in C^{1}\left(\Omega_{0}\right)$ precisely as in Section 5.4.2. Due to Problem 6.2, we choose $\alpha \leqslant 1 / 3$ in order that the Jacobian along a stable curve may be a viable test function. The other restrictions on the parameters remain the same.

The definitions of the weak and strong Banach spaces are again the closures with respect to $|\cdot|_{w}$ and $\|\cdot\|_{\mathcal{B}}$, respectively, but now $C^{1}\left(\Omega_{0}\right)$ is replaced by slightly different function spaces, see Baladi, Demers, and Liverani (2018, Definition 2.12). However, Lemma 5.4 (embedding) and Lemma 5.6 (compactness) continue to hold as stated.

### 6.5 Lasota-Yorke inequalities and complexity bounds

The Lasota-Yorke inequalities of Proposition 5.8 continue to hold as written as well, except that their proofs change considerably.

As an example, consider the proof of the weak norm inequality, (5.4.8). Fol-
lowing (5.4.12), we write,

$$
\begin{align*}
\int_{W} \mathcal{L}_{t} f \psi d m_{W} & =\sum_{W_{i} \in \mathcal{G}_{t}(W)} \int_{W_{i}} f \psi \circ \Phi_{t} J_{W_{i}} \Phi_{t} d m_{W_{i}} \\
& \leqslant \sum_{W_{i} \in \mathcal{G}_{t}(W)}|f|_{w}\left|\psi \circ \Phi_{t}\right|_{C^{\alpha}\left(W_{i}\right)}\left|J_{W_{i}} \Phi_{t}\right|_{C^{\alpha}\left(W_{i}\right)}  \tag{6.5.1}\\
& \leqslant C|f|_{w} \sum_{W_{i} \in \mathcal{G}_{t}(W)}\left|J_{W_{i}} \Phi_{t}\right|_{C^{0}\left(W_{i}\right)}
\end{align*}
$$

where we have used bounded distortion and the equivalent of (5.4.14) to estimate the Hölder norms of $\psi \circ \Phi_{t}$ and $J_{W_{i}} \Phi_{t}$. However, the counterpart of the bound on the sum over the Jacobians, Lemma 5.9(c), is not immediately available due to the cutting caused by the singularities. Indeed, the set $\mathcal{G}_{t}(W)$ contains a countably infinite number of stable curves since in order to have bounded distortion for $J_{W_{i}} \Phi_{t}$, we must subdivide $\Phi_{-t} W$ so that for each $W_{i} \in \mathcal{G}_{t}(W), P^{+}\left(\Phi_{s} W_{i}\right)$ lies in a single homogeneity strip for all $s \in[0, t]$.

Despite the countable subdivision of $\Phi_{-t} W$ which defines $\mathcal{G}_{t}(W)$, one can show that the sum over Jacobians in (6.5.1) remains uniformly bounded in $t$ and $W \in \mathcal{W}^{s}$. This is an essential property of both the map and the flow: that the hyperbolicity dominates the complexity due to cuts created by singularities, including the countable collection of cuts made by the boundaries of homogeneity strips. The key estimate which encapsulates this property is the one step expansion for the map, due to Chernov. Let $\overline{\mathcal{W}}^{s}$ denote the set of homogeneous stable curves for the map.

Lemma 6.3 (One Step Expansion). For any $W \in \overline{\mathcal{W}}^{s}$, let $V_{i}$ denote the connected homogeneous components of $T^{-1} W$. There exists an adapted metric $\|\cdot\|_{*}$, equivalent to the Euclidean metric in $\mathbb{R}^{2}$, such that

$$
\lim _{\delta \downarrow 0}^{\substack{ \\
\begin{subarray}{c}{W \in \mathcal{W}^{s} \\
|W| \leqslant \delta} }}\end{subarray}} \sum_{i}\left|J_{V_{i}} T\right|_{*}<1,
$$

where $\left|J_{V_{i}} T\right|_{*}$ is the minimum contraction factor on $V_{i}$ in the adapted metric $\|\cdot\|_{*}$.
This is proved, for example, in Chernov and Markarian (2006, Lemma 5.56). The main idea is that on homogeneity strips, the contraction factor is $\approx k^{-2}$, so one can choose $k_{0}$ sufficiently large to make the sum $\sum_{k \geqslant k_{0}} k^{-2}$ as small as one likes. The constant $\Lambda_{0}>1$ defined earlier gives the minimum contraction factor $\Lambda_{0}^{-1}$
in the adapted metric, and then choosing $\delta$ small enough guarantees that $T^{-1} W$ can contain at most one component in $M \backslash\left(\cup_{|k| \geqslant k_{0}} \mathbb{H}_{k}\right)$, and a bounded number of components ${ }^{2}$ that must be divided according to homogeneity strips $\mathbb{H}_{k}$ with $|k| \geqslant k_{0}$.

Then choosing $\delta_{0}$ in the definition of $\mathcal{W}^{s}$ (Definition 1 ) and the analogous mapstable family $\overline{\mathcal{W}}^{s}$ according to Lemma 6.3, the one-step expansion can be iterated for the map (Demers and H.-K. Zhang (2011, Lemmas 3.1 and 3.2)) and then extended to the flow (Baladi, Demers, and Liverani (2018, Lemma 3.8)), yielding finally that the sum in (6.5.1) is bounded uniformly in $t$ and $W$, proving (5.4.8) for the billiard flow.

Similar adjustments must be made for the strong norm estimates, with increased complexity due to cutting and distortion control.

### 6.6 The generator and the resolvent

The definition of the generator $X$ and the resolvent $R(z)$ proceeds as described in Section 5.5. Lemma 5.10 and the Lasota-Yorke inequalities of Proposition 5.13 go through with minor changes. Thus the characterization of the spectra of $X$ and $R(z)$ given by Corollary 5.14 and Proposition 5.17 hold for the billiard flow.

To prove that in fact, $X$ has a spectral gap, one can follow again the path outlined in Section 5.6. The major difference is in the proof of the Dolgopyat estimate, Lemma 5.22. In Section 5.7, we used a local foliation of strong unstable manifolds to compare the integrals on stable curves in the same flow box in Lemma 5.30. Unfortunately, the foliation of unstable manifolds for the billiard flow is only measurable due to the density of the sets $\left\{\Phi_{t}\left(\mathcal{S}_{0}\right)\right\}_{t \in \mathbb{R}}$ in $\Omega$, so that Definition 3 is no longer valid.

Instead, one must construct a foliation of flow-unstable curves, lying in the kernel of the contact form, which approximate the properties enumerated in Definition 3. Since the curves are not real unstable manifolds, in item (iii) of the definition, they only remain invariant for a specified amount of time $\chi$, chosen proportional to $\log |b|$. And due to the singularities, there are gaps in the parts of the foliation that can be mapped backwards for time $\chi$. We must interpolate across these gaps in order to obtain the required smoothness for the foliation. Finally, item (v) of the foliation fails, yet a four-point estimate does hold which suffices to prove the items in Lemma 5.30. The construction of this foliation is carried out in

[^55]detail in Baladi, Demers, and Liverani (2018, Section 6), and is one of the most technical parts of that paper.

With the Dolgopyat estimate proved, the proof of Theorem 5.1 can proceed as in Section 5.6.

## Functional analysis: the minimum

The following is really super condensed (although self-consistent). If you want more details see Dunford and Schwartz (1988), Kato (1995), and Reed and Simon (1980) in which you probably can find more than you are looking for.

## A. 1 Bounded operators

Given a Banach space $\mathcal{B}$ we can consider the set $L(\mathcal{B}, \mathcal{B})$ of the linear bounded operators from $\mathcal{B}$ to itself. ${ }^{1}$ We can then introduce the norm

$$
\|B\|=\sup _{\|v\| \leqslant 1}\|B v\|
$$

Problem A.1. Show that $(L(\mathcal{B}, \mathcal{B}),\|\cdot\|)$ is a Banach space. That is that $\|\cdot\|$ is really a norm and that the space is complete with respect to such a norm.

[^56]Problem A.2. Show that there exists a norm such that the set of $n \times n$ matrices forms a Banach algebra. ${ }^{2}$

Problem A.3. Show that $(L(\mathcal{B}, \mathcal{B}),\|\cdot\|)$ forms a Banach algebra. ${ }^{3}$
To each $A \in L(\mathcal{B}, \mathcal{B})$ are associated two important subspaces: the range

$$
R(A)=\{v \in \mathcal{B}: \exists w \in \mathcal{B} \text { such that } v=A w\}
$$

and the kernel

$$
N(A)=\{v \in \mathcal{B}: A v=0\}
$$

Problem A.4. Prove, for each $A \in L(\mathcal{B}, \mathcal{B})$, that $N(A)$ is a closed linear subspace of $\mathcal{B}$. Show that this is not necessarily the case for $R(A)$ if $\mathcal{B}$ is not finite dimensional.

A very special, but very important, class of operators are the projectors.
Definition 4. An operator $\Pi \in L(\mathcal{B}, \mathcal{B})$ is called a projector iff $\Pi^{2}=\Pi$.
Note that if $\Pi$ is a projector, so is $\mathbb{1}-\Pi$. We have the following interesting fact.

Lemma A.5. If $\Pi \in L(\mathcal{B}, \mathcal{B})$ is a projector, then $N(\Pi) \oplus R(\Pi)=\mathcal{B}$.
Proof. If $v \in \mathcal{B}$, then $v=\Pi v+(\mathbb{1}-\Pi) v$. Note that $R(\mathbb{1}-\Pi)=N(\Pi)$ and $R(\Pi)=N(\mathbb{1}-\Pi)$. Finally, if $v \in N(\Pi) \cap R(\Pi)$, then $v=0$, which concludes the proof.

Another, more general, very important class of operators are the compact ones.
Definition 5. An operator $K \in L(\mathcal{B}, \mathcal{B})$ is called compact iff for any bounded set $B$ the closure of $K(B)$ is compact.

Remark A.6. Note that not all the linear operators on a Banach space are bounded. For example consider the derivative acting on $\mathcal{C}^{1}((0,1), \mathbb{R})$. However, if the operator is linear, continuous and everywhere defined, then it is bounded. ${ }^{4}$

[^57]
## A. 2 Analytical functional calculus

First of all recall that the Riemannian theory of integration works verbatim for function $f \in \mathcal{C}^{0}(\mathbb{R}, \mathcal{B})$, where $\mathcal{B}$ is a Banach space. We can thus talk of integrals of the type $\int_{a}^{b} f(t) d t .{ }^{5}$ Next, we can talk of analytic functions for functions in $\mathcal{C}^{0}(\mathbb{C}, \mathcal{B})$ : a function is analytic in an open region $U \subset \mathbb{C}$ iff at each point $z_{0} \in U$ there exists a neighborhood $B \ni z_{0}$ and elements $\left\{a_{n}\right\} \subset \mathcal{B}$ such that

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{0}\right)^{n} \quad \forall z \in B \tag{A.2.1}
\end{equation*}
$$

Problem A.7. Show that if $f \in \mathcal{C}^{0}(\mathbb{C}, \mathcal{B})$ is analytic in $U \subset \mathbb{C}$, then given any smooth closed curve $\gamma$, contained in a sufficiently small disk in $U$, holds ${ }^{6}$

$$
\begin{equation*}
\int_{\gamma} f(z) d z=0 \tag{A.2.2}
\end{equation*}
$$

Then show that the same holds for any piecewise smooth closed curve with interior contained in $U$, provided $U$ is simply connected.
Problem A.8. Show that if $f \in \mathcal{C}^{0}(U, \mathcal{B})$ is analytic in a simply connected open set $U \subset \mathbb{C}$, then given any smooth closed curve $\gamma$, with interior contained in $U$ and having in its interior a point $z$, the following formula holds

$$
\begin{equation*}
f(z)=\frac{1}{2 \pi i} \int_{\gamma}(\xi-z)^{-1} f(\xi) d \xi \tag{A.2.3}
\end{equation*}
$$

Problem A.9. Show that if $f \in \mathcal{C}^{0}(\mathbb{C}, \mathcal{B})$ satisfies (A.2.3) for each smooth closed curve in a simply connected open set $U$, then $f$ is analytic in $U$.

## A. 3 Spectrum and resolvent

Given $A \in L(\mathcal{B}, \mathcal{B})$ we define the resolvent, called $\rho(A)$, as the set of the $z \in \mathbb{C}$ such that $(z \mathbb{1}-A)$ is invertible and the inverse belongs to $L(\mathcal{B}, \mathcal{B})$. The spectrum of $A$, called $\sigma(A)$ is the complement of $\rho(A)$ in $\mathbb{C}$.

[^58]Problem A.10. Prove that, for each Banach space $\mathcal{B}$ and operator $A \in L(\mathcal{B}, \mathcal{B})$, if $z \in \rho(A)$, then there exists a neighborhood $U$ of $z$ such that $(z \mathbb{1}-A)^{-1}$ is analytic in $U$.

From the above exercise follows that $\rho(A)$ is open, hence $\sigma(A)$ is closed.
Problem A.11. Show that, for each $A \in L(\mathcal{B}, \mathcal{B}), \sigma(A) \neq \emptyset$.
Problem A.12. Show that if $\Pi \in L(\mathcal{B}, \mathcal{B})$ is a projector, then $\sigma(\Pi)=\{0,1\}$.
Up to now the theory for operators seems very similar to the one for matrices. Yet, the spectrum for matrices is always given by a finite number of points while the situation for operators can be very different.
Problem A.13. Consider the operator $\mathcal{L}: \mathcal{C}^{0}([0,1], \mathbb{C}) \rightarrow \mathcal{C}^{0}([0,1], \mathbb{C})$ defined by

$$
(\mathcal{L} f)(x)=\frac{1}{2} f(x / 2)+\frac{1}{2} f(x / 2+1 / 2)
$$

Show that $\sigma(\mathcal{L})=\{z \in \mathbb{C}:|z| \leqslant 1\}$.
Problem A.14. Show that, if $A \in L(\mathcal{B}, \mathcal{B})$ and $p$ is any polynomial, then for each $n \in \mathbb{N}$ and smooth curve $\gamma \subset \mathbb{C}$, with $\sigma(A)$ in its interior,

$$
p(A)=\frac{1}{2 \pi i} \int_{\gamma} p(z)(z \mathbb{1}-A)^{-1} d z .
$$

Problem A.15. Show that, for each $A \in L(\mathcal{B}, \mathcal{B})$ the limit

$$
r(A)=\lim _{n \rightarrow \infty}\left\|A^{n}\right\|^{\frac{1}{n}}
$$

exists.
The above limit is called the spectral radius of $A$ due the the following fact.
Lemma A.16. For each $A \in L(\mathcal{B}, \mathcal{B}), \sup _{z \in \sigma(A)}|z|=r(A)$.
Proof. Since we can write

$$
(z \mathbb{1}-A)^{-1}=z^{-1}\left(\mathbb{1}-z^{-1} A\right)^{-1}=z^{-1} \sum_{n=0}^{\infty} z^{-n} A^{n},
$$

and since the series converges if it converges in norm, from the usual criteria for the convergence of a series follows $\sup _{z \in \sigma(A)}|z| \leqslant r(A)$. Suppose now that the inequality is strict, then there exists $0<\eta<r(A)$ and a curve $\gamma \subset\{z \in \mathcal{C}$ : $|z| \leqslant \eta\}$ which contains $\sigma(A)$ in its interior. Then applying Problem A. 14 yields $\left\|A^{n}\right\| \leqslant C \eta^{n}$, which contradicts $\eta<r(A)$.

Note that if $f(z)=\sum_{n=0}^{\infty} f_{n} z^{n}$ is an analytic function in all $\mathbb{C}$ (entire), then we can define, for all $A \in L(\mathcal{B}, \mathcal{B})$,

$$
f(A)=\sum_{n=0}^{\infty} f_{n} A^{n}
$$

Problem A.17. Show that, if $A \in L(\mathcal{B}, \mathcal{B})$ and $f$ is an entire function, then for each smooth curve $\gamma \subset \mathbb{C}$, with $\sigma(A)$ in its interior,

$$
f(A)=\frac{1}{2 \pi i} \int_{\gamma} f(z)(z \mathbb{1}-A)^{-1} d z
$$

In view of the above fact, the following definition is natural:
Definition 6. For each $A \in L(\mathcal{B}, \mathcal{B}), f$ analytic in a region $U$ containing $\sigma(A)$, then for each smooth curve $\gamma \subset U$, with $\sigma(A)$ in its interior, define

$$
\begin{equation*}
f(A)=\frac{1}{2 \pi i} \int_{\gamma} f(z)(z \mathbb{1}-A)^{-1} d z \tag{A.3.1}
\end{equation*}
$$

Problem A.18. Show that the above definition does not depend on the curve $\gamma$.
Problem A.19. For each $A \in L(\mathcal{B}, \mathcal{B})$ and functions $f, g$ analytic on a domain $D \supset \sigma(A)$, show that $f(A)+g(A)=(f+g)(A)$ and $f(A) g(A)=(f \cdot g)(A)$.

Problem A.20. In the hypotheses of Definition 6, show that $f(\sigma(A))=\sigma(f(A))$ and $[f(A), A]=0$.

Problem A.21. Consider $f: \mathbb{C} \rightarrow \mathbb{C}$ entire and $A \in L(\mathcal{B}, \mathcal{B})$. Suppose that $\{z \in \mathbb{C}: f(z)=0\} \cap \sigma(A)=\emptyset$. Show that $f(A)$ is invertible and $f(A)^{-1}=$ $f^{-1}(A)$.

Problem A.22. Let $A \in L(\mathcal{B}, \mathcal{B})$. Suppose there exists a semi-line $\ell$, starting from the origin, such that $\ell \cap \sigma(A)=\emptyset$. Prove that it is possible to define an operator $\ln A$ such that $e^{\ln A}=A$.

Remark A.23. Note that not all the interesting functions can be constructed in such a way. In fact, $A=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ is such that $A^{2}=-\mathbb{1}$, thus it can be interpreted as a square root of $-\mathbb{1}$ but it cannot be obtained directly by a formula of the type (A.3.1).

The next result is extremely useful as it allows one to decompose an operator according to its spectrum.

Lemma A.24. Suppose that $A \in L(\mathcal{B}, \mathcal{B})$ and $\sigma(A)=B \cup C, B \cap C=\emptyset$. Suppose that the smooth closed curve $\gamma \subset \rho(A)$ contains $B$, but not $C$, in its interior. Then

$$
\begin{equation*}
P_{B}:=\frac{1}{2 \pi i} \int_{\gamma}(z \mathbb{1}-A)^{-1} d z \tag{A.3.2}
\end{equation*}
$$

is a projector that does not depend on $\gamma$. In addition, $P_{B} A=A P_{B}$
Proof. The non dependence on $\gamma$ is proven as in Problem A.8. A projector is characterized by the property $P^{2}=P$. Thus we must compute

$$
\begin{aligned}
P_{B}^{2} & :=\frac{1}{(2 \pi i)^{2}} \int_{\gamma_{1}} \int_{\gamma_{2}}(z \mathbb{1}-A)^{-1}(\zeta \mathbb{1}-A)^{-1} d z d \zeta \\
& =\frac{1}{(2 \pi i)^{2}} \int_{\gamma_{1}} d z \int_{\gamma_{2}} d \zeta(z-\zeta)^{-1}\left[(z \mathbb{1}-A)^{-1}-(\zeta \mathbb{1}-A)^{-1}\right] .
\end{aligned}
$$

If we have chosen $\gamma_{1}$ in the interior of $\gamma_{2}$, then $(z-\zeta)^{-1}(\zeta \mathbb{1}-A)^{-1}$ is analytic in the interior of $\gamma_{1}$, hence the corresponding integral gives zero. The other integral gives $P_{B}$, as announced.

The commutation follows from the fact that $A$ commutes with $(z \mathbb{1}-A)^{-1}$ and the integral representation of the projector.

By the above it follows that $A R\left(P_{B}\right) \subset R\left(P_{B}\right)$ and $A N\left(P_{B}\right) \subset N\left(P_{B}\right)$. Thus $\mathcal{B}=R\left(P_{B}\right) \oplus N\left(P_{B}\right)$ provides an invariant decomposition for $A$. The next problems make more explicit the announced decomposition.

Problem A.25. In the hypotheses of Lemma A.24, prove that $A=P_{B} A P_{B}+(\mathbb{1}-$ $\left.P_{B}\right) A\left(\mathbb{1}-P_{B}\right)$.

Problem A.26. In the hypotheses of Lemma A.24, prove that $\sigma\left(P_{B} A P_{B}\right)=B \cup$ $\{0\}$. Moreover, if $\operatorname{dim}\left(R\left(P_{B}\right)\right)=D<\infty,{ }^{7}$ then the cardinality of $B$ is $\leqslant D$.

We conclude the section with an easy but useful Lemma.
Lemma A.27. For each $A \in L(\mathcal{B}, \mathcal{B})$ if $\sigma(A)=\{b\} \cup C,\{b\} \cap C=\emptyset$, then there exists a projector $P$ such that $\sigma(P A P-b P)=\{0\}$. In addition, if $\operatorname{dim}(R(P))=$ $D<\infty$, then $P(b \mathbb{1}-A) P$ is Nilpotent.

[^59]Proof. Since $\sigma(A)$ is closed, there exists a neighborhood of $b$ disjoint from $C$. We can thus define $P=P_{\{b\}}$ by Equation (A.3.2). By Lemma A. 5 and Problem A. 26 we can restrict $A$ to $R(P)$ and have $\sigma\left(\left.A\right|_{R(P)}\right)=\{b\}$, thus $\sigma\left(\left.(b P-A)\right|_{R(P)}\right)=$ $\sigma\left(\left.(b \mathbb{1}-A)\right|_{R(P)}\right)=\{0\}$. Hence, by Lemma A. 5 again,

$$
\begin{aligned}
\sigma(P A P-b P) & =\sigma((A-b \mathbb{1}) P) \\
& =\sigma\left(\left.(A-b \mathbb{1})\right|_{R(P)}\right) \cup \sigma\left(\left.(A-b \mathbb{1}) P\right|_{N(P)}\right)=\{0\} \cup\{0\}=\{0\} .
\end{aligned}
$$

Next, note that if $\operatorname{dim}(R(P))=D$, then $\left.(A-b \mathbb{1})\right|_{R(P)}$ is isomorphic to a $D$ dimensional matrix $K$. ${ }^{8}$ Thus $\sigma(K)=\{0\}$, and since $(z \mathbb{1}-K)^{-1}$ is a rational function (the ratios of polynomials of degree at most $D$ ) it follows that it has a pole only at zero. Hence, for all $|z|>\|K\|$,

$$
(z \mathbb{1}-K)^{-1}=\sum_{n=1}^{D} B_{n} z^{-n}=\sum_{k=0}^{\infty} z^{-n-1} K^{n}
$$

Which implies that $K^{n}=0$ for all $n \geqslant D$. This implies that $[P(b \mathbb{1}-A) P]^{D}=0$.

## A. 4 Perturbations

Let us consider $A, B \in L(\mathcal{B}, \mathcal{B})$ and the family of operators $A_{v}:=A+v B$.
Lemma A.28. For each $\delta>0$ there exists $v_{\delta} \in \mathbb{R}$ such that, for all $|v| \leqslant v_{\delta}$, $\rho\left(A_{\nu}\right) \supset\{z \in \mathbb{C}: d(z, \sigma(A))>\delta\}$.

Proof. Let $d(z, \sigma(A))>\delta$, then

$$
\begin{equation*}
\left(z \mathbb{1}-A_{\nu}\right)=(z \mathbb{1}-A)\left[\mathbb{1}-v(z \mathbb{1}-A)^{-1} B\right] \tag{A.4.1}
\end{equation*}
$$

Now $\left\|(z \mathbb{1}-A)^{-1} B\right\|$ is a continuous function in $z$ outside $\sigma(A)$, moreover it is bounded outside a ball of large enough radius, hence there exists $M_{\delta}>0$ such that $\sum_{d(z, \sigma(A))>\delta}\left\|(z \mathbb{1}-A)^{-1} B\right\| \leqslant M_{\delta}$. Choosing $v_{\delta}=\left(2 M_{\delta}\right)^{-1}$ yields the result.

Suppose that $\bar{z} \in \mathbb{C}$ is an isolated point of $\sigma(A)$, that is there exists $\delta>0$ such that $\{z \in \mathbb{C}:|z-\bar{z}| \leqslant \delta\} \cap(\sigma(A) \backslash\{\bar{z}\})=\emptyset$, then the above Lemma shows that, for $v$ small enough, $\{z \in \mathbb{C}:|z-\bar{z}| \leqslant \delta\}$ still contains an isolated part of the spectrum of $\sigma\left(A_{v}\right)$, let us call it $B_{v}$, clearly $B_{0}=\{\bar{z}\}$.

[^60]Problem A.29. Let $P_{B_{v}}$ be defined as in Lemma A.24. Prove that, for v small enough, it is an analytic function of $\nu$.

Problem A.30. If $P, Q$ are two projectors and $\|P-Q\|<1$, then $\operatorname{dim}(R(P))=$ $\operatorname{dim}(R(Q))$.

The above two exercises imply that the dimension of the eigenspace $R\left(P_{B_{\nu}}\right)$ is constant. Next, we consider the case in which $B_{0}$ consists of one point and $\operatorname{dim}\left(R\left(P_{B_{0}}\right)\right)=1$. It follows that also $B_{v}$ must consist of only one point. Let us set $P_{v}:=P_{B_{v}}$.

Lemma A.31. If $\operatorname{dim}\left(R\left(P_{0}\right)\right)=1$, then $A_{v}$ has a unique eigenvalue $z_{v}$ in a neighborhood of $\bar{z}, z_{0}=\bar{z}$. In addition $z_{v}$ is an analytic function of $v$.

Proof. From the previous exercises it follows that $P_{\nu}$ is a rank one operator which depends analytically on $v$. In addition, since $P_{\nu}$ is a rank one projector it must have the form $P_{v} w=v_{v} \ell_{v}(w)$, where $\ell_{v} \in \mathcal{B}^{*}$. ${ }^{9}$ Then $z_{v} P_{v}=P_{v} A_{v} P_{v}$. Next, setting $a(v):=\ell_{0}\left(P_{\nu} v_{0}\right)=\ell_{\nu}\left(v_{0}\right) \ell_{0}\left(v_{\nu}\right)$, we have that $a$ is analytic and $a(0)=1$. Thus $a \neq 0$ in a neighborhood of zero and $z_{v}=a(\nu)^{-1} \ell_{0}\left(P_{\nu} A_{\nu} P_{\nu} v_{0}\right)$ is analytic in such a neighborhood.

Problem A.32. If $\operatorname{dim}\left(R\left(P_{0}\right)\right)=1$, then there exists $h_{v} \in \mathcal{B}$ and $\ell_{\nu} \in \mathcal{B}^{*}$ such that $P_{\nu} f=h_{\nu} \ell_{\nu}(f)$ for each $f \in \mathcal{B}$. Prove that $h_{v}, \ell_{v}$ can be chosen to be analytic functions of $\nu$.

Hence in the case of $A \in L(\mathcal{B}, \mathcal{B})$ with an isolated simple ${ }^{10}$ eigenvalue $\bar{z}$ we have that the corresponding eigenvalue $z_{v}$ of $A_{v}=A+v B, B \in L(\mathcal{B}, \mathcal{B})$, for $\nu$ small enough, depends smoothly on $v$. In addition, using the notation of the previous Lemma, we can easily compute the derivative: differentiating $A_{\nu} v_{\nu}=$ $z_{\nu} v_{\nu}$ with respect to $v$ and then setting $v=0$, yields

$$
B v+A v_{0}^{\prime}=z_{0}^{\prime} v+\bar{z} v_{0}^{\prime} .
$$

But, for all $w \in \mathcal{B}$, we have $P w=v \ell(w)$, with $\ell(A w)=\bar{z} \ell(w)$ and $\ell(v)=1$, thus applying $\ell$ to both sides of the above equation yields

$$
z_{0}^{\prime}=\ell(B v)
$$

[^61]Problem A.33. Compute $v_{0}^{\prime}$.
Problem A.34. What happens if the eigenspace associated to $\bar{z}$ is finite dimensional, but with dimension strictly larger than one?

## HennionNeussbaum Theory

This appendix is devoted to providing a complete proof of Hennion-Neussbaum theory.

While such results are routinely used in many papers devoted to the study of the statistical properties of dynamical systems, as far as we know no elementary complete account of the theory is available. Our goal here is to present such a complete account in a manner that is accessible to a reader with a basic knowledge of functional analysis and reduces the technicalities to a minimum. We start by discussing the definition of essential spectrum. In fact, there exist many alternative definitions of essential spectrum; here we use the most convenient for our goals. The reader interested in more details can have a look the first chapter of Edmunds and W. D. Evans (2018).

## B. 1 Essential Spectrum

Our aim is to divide the spectrum $\sigma(T)$ of a bounded, linear operator $T$ into two parts, $\sigma_{d}(T)$ and $\sigma_{e s s}(T)$. The discrete spectrum of $T, \sigma_{d}(T)$, consists of isolated points $\lambda \in \sigma(T)$ such that their associated Riesz projector has finite rank and the range of $\lambda-T$ is closed, while the essential spectrum of $T$, $\sigma_{e s s}(T)$, will be the remaining part of the spectrum. This motivates the following definition of the
essential spectrum.
Definition 7 (Browder (1960/61)). Let $T$ be a bounded linear operator on a Banach space $X$. The (Browder) essential spectrum of $T, \sigma_{e s s}(T)$, is the set of $\lambda \in \sigma(T)$, such that at least one of the following conditions holds:

1) The range of $\lambda-T, R(\lambda-T)$, is not closed;
2) $\bigcup_{r \geqslant 1} N(\lambda-T)^{r}$ is infinite dimensional;
3) $\lambda$ is a limit point of $\sigma(T) \backslash\{\lambda\}$.

There are many other definitions of the essential spectrum. For example, Wolf's (Wolf (1959)) essential spectrum is the set of those $z \in \mathbb{C}$ such that $z-T$ is not Fredholm. Recall that an operator $T: X \rightarrow X$ is Fredholm if $R(T)$ is closed and the dimensions of both $N(T)$ and the quotient $X / R(T)$ are finite.

However, the essential spectral radius of a bounded operator $T$ is the same using all these different definitions, see Edmunds and W. D. Evans (2018, Section 1.4) and subsequent discussion.

## B.1.1 Subspaces

Definition 8. Let $V \subset X$ be a subspace of a normed vector space $X$. Given $x \in X$, we define the distance to $V$ by:

$$
\operatorname{dist}(x, V)=\inf \{\|x-y\|: y \in V\}
$$

Definition 9. A subspace $V$ is called a proper subspace of $X$ if it is neither the whole space $X$ nor the zero subspace $\{0\}$.

Lemma B.1. Let $X$ be a Banach space, $V \subset X$ a proper closed subspace. Then for every $\varepsilon>0$ there exists $x_{0} \in X$ with $\left\|x_{0}\right\|=1$ and $\operatorname{dist}\left(x_{0}, V\right) \geqslant 1-\varepsilon$.

Proof. Let $x^{\prime} \in X \backslash V$, then $d=\operatorname{dist}\left(x^{\prime}, V\right)>0$, (since $V$ is closed). For each $\eta>0$ there exists $y^{\prime} \in V$ so that $d \leqslant\left\|x^{\prime}-y^{\prime}\right\| \leqslant d+\eta$. Let $x_{0}=\frac{x^{\prime}-y^{\prime}}{\left\|x^{\prime}-y^{\prime}\right\|}$ and $\eta=\frac{\varepsilon d}{1-\varepsilon}$. For any $z \in V$ we have:

$$
\left\|x_{0}-z\right\|=\frac{1}{\left\|x^{\prime}-y^{\prime}\right\|}\left\|x^{\prime}-y^{\prime}-\right\| x^{\prime}-y^{\prime}\|z\| \geqslant \frac{d}{\left\|x^{\prime}-y^{\prime}\right\|} \geqslant \frac{d}{d+\eta}=1-\varepsilon
$$

since $y^{\prime}+\left\|x^{\prime}-y^{\prime}\right\| z \in V$. The result follows since $\varepsilon$ is arbitrary.

Definition 10. A normed vector space $X$ is locally compact if any bounded sequence in $X$ has a convergent subsequence.

Theorem B.2. (S. Banach) Every locally compact Banach space $X$ has finite dimension.

Proof. Given a set of linearly independent vectors $x_{1}, \cdots, x_{r}$ in $X$ of unit norm, let $G_{r} \subset E$ be the $r$-dimensional subspace of $X$ spanned by these vectors. Being finite-dimensional, $G_{r}$ is a closed subspace of $X$. If it is a proper subspace, by the Lemma B. 1 we may find a unit vector $x_{r+1} \in X$ such that $\left\|x_{r+1}-x_{i}\right\| \geqslant \frac{1}{2}, i=$ $1, \cdots, r$.

If we may do this for each $r$, we obtain an infinite sequence $\left(x_{r}\right)_{r \geqslant 1}$ of unit vectors satisfying $\left\|x_{p}-x_{q}\right\| \geqslant \frac{1}{2}$ for each $p \neq q$, in particular admitting no convegent subsequence. This contradicts the assumption that $X$ is locally compact.

Definition 11. A continuous map $F: U \subset X \rightarrow Y$ between topological spaces is called proper if $F^{-1}(M)$ is compact whenever $M \subset Y$ is compact.

Let $L(X, Y)$ be the space of bounded linear maps from $X$ to $Y$.
Lemma B.3. Let $X$ and $Y$ be complex Banach spaces and $S \in L(X, Y)$. If $S$ restricted to closed, bounded sets is proper then $N(S)$, the null space of $S$, is finite dimensional and $R(S)$, the range of $S$, is closed.

Proof. Since $S$ is proper, $N(S)=S^{-1}(0)$ is locally compact. By Theorem B.2, $N(S)$ is finite dimensional.

Next we prove that $R(S)$ is closed. Let $\left\{x_{n}\right\}$ be a sequence in $X$ such that $\left\{S\left(x_{n}\right)\right\}$ is a Cauchy sequence on $Y$. We need to show that $\left\{S\left(x_{n}\right)\right\}$ converges to a point $y \in R(S)$. Since $Y$ is Banach, $\left\{S\left(x_{n}\right)\right\}$ is convergent. The set $\left\{S\left(x_{n}\right)\right\}$ with its limit is compact so by hypothesis $\left\{x_{i}\right\}$ has a convergent subsequence, let us call $x$ the limit. Since $T$ is continuous, $S(x)=y$.

## B.1.2 Measure of Noncompactness

Let $X$ be a complete Banach space and $A$ a bounded subset of $X$.
Definition 12. We define $\gamma(A)$, which we call the measure of noncompactness of $A$, to be the infimum of $d>0$ such that there exists a finite number of sets $S_{1}, \cdots, S_{n}$ with diameter $\left(S_{i}\right) \leqslant d$ and $A=\bigcup_{i=1}^{n} S_{i}$.

Definition 13. We call the ball measure of noncompactness of $A$ in $X, \tilde{\gamma}_{X}(A)$, to be the infimum of $r>0$ such that there exists a finite number of balls $V_{1}, \cdots, V_{n}$ with centers in $X$ and radii $r$ and $A \subset \bigcup_{i=1}^{n} V_{i}$.

Definition 14. If $X_{1}$ and $X_{2}$ are Banach spaces and $T \in L\left(X_{1}, X_{2}\right)$, we say that $T$ is a k-set-contraction iffor every bounded set $A \subset X_{1}$,

$$
\gamma_{X_{2}}(T(A)) \leqslant k \gamma_{X_{1}}(A) .
$$

We say that $T$ is a ball-k-set-contraction if

$$
\tilde{\gamma}_{X_{2}}(T(A)) \leqslant k \tilde{\gamma}_{X_{1}}(A)
$$

for every bounded set $A$ in $X_{1}$.
We define

$$
\begin{aligned}
& \gamma(T)=\inf \{k>0: T \text { is a } k \text {-set-contraction }\} \\
& \tilde{\gamma}(T)=\inf \{k>0: T \text { is a ball- } k \text {-set-contraction }\} .
\end{aligned}
$$

Remark B.4. The above ideas can also be defined for nonlinear maps between metric spaces Darbo (1955) and Nussbaum (1969).

Denote the closed ideal of compact linear operators of $X$ into $X$ by $K .{ }^{1}$ Let $Z=L(X, X) / K$.

Definition 15. We define a seminorm $\|T\|_{K}$ on $L(X, X)$ by

$$
\|T\|_{K}=\inf _{C \in K}\|T+C\|
$$

Note that $\|T\|_{K}$ induces a norm on $Z$ with respect to which $Z$ is a complete normed space.

Lemma B.5. The measure of noncompactness and the ball measure of noncompactness satisfy the following properties:
a) Let $A \subseteq X$, then $\bar{A}$ is compact if and only if $\widetilde{\gamma}(A)=0$. Also, $\bar{A}$ is compact if and only if $\gamma(A)=0$.
b) An operator $T \in L(X, X)$ is compact if and only if $\widetilde{\gamma}(T)=0$. Also, $T$ is compact if and only if $\gamma(T)=0$.

[^62]c) $\gamma(T) \leqslant\|T\|$.
d) For bounded subsets $A, B \subseteq X$, we have $\gamma(A+B) \leqslant \gamma(A)+\gamma(B)$ and $\widetilde{\gamma}(A+B) \leqslant \widetilde{\gamma}(A)+\widetilde{\gamma}(B)$.

Proof. a) For $\varepsilon>0$, since $\bar{A}$ is compact, $A$ can be covered by a finite number of balls of radius $\varepsilon$. Since $\varepsilon$ is arbitrary, we have $\tilde{\gamma}(A)=0$. Therefore $\gamma(A)=0$, because $\gamma(A) \leqslant \tilde{\gamma}(A)$.
Now assume that $\bar{A}$ is not compact, then there is a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subseteq \bar{A}$ which has no accumulation point in $\bar{A}$. Define $B_{\varepsilon}\left(x_{n}\right):=\left\{y \in X:\left\|x_{n}-y\right\|<\varepsilon\right\}$. Then there exists a subsequence $\left\{x_{n_{i}}\right\}_{i \in \mathbb{N}}$ such that for any $i, j \in \mathbb{N}, B_{\varepsilon}\left(x_{n_{i}}\right) \cap$ $B_{\varepsilon}\left(x_{n_{j}}\right)=\emptyset$, for some $\varepsilon>0$. If not, then for any $\varepsilon>0$, there is $N \in \mathbb{N}$, such that for any $n, m \geqslant N,\left|x_{n}-x_{m}\right|<2 \varepsilon$. So $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ has a subsequence which is Cauchy and therefore it has an accumulation point in $\bar{A}$, which is in contrary to the assumption. So we conclude that $\tilde{\gamma}(A) \geqslant \gamma(A)>\varepsilon$.
b) First suppose that $T$ is a compact operator. For any bounded set $A \subseteq X, \overline{T(A)}$ is compact. So by (a), $\widetilde{\gamma}(T(A))=0$ and $\gamma(T(A))=0$. Hence for any $k>0, T$ is a ball- $k$-set-contraction and a $k$-set-contraction. So $\widetilde{\gamma}(T)=0$ and $\gamma(T)=0$.

Now assume that $\gamma(T)=0$. Let $A \subseteq X$, be a ball of radius $R>0$. For $\varepsilon>0$, we have $\gamma(T)<\frac{\varepsilon}{R}$. Therefore $\gamma(T(A))<\frac{\varepsilon}{R} \gamma(A)<\varepsilon$. So $\gamma(T(A))=0$, then (a) implies $\overline{T(A)}$ is compact. So $T$ is a compact operator. The same proof works for the case $\widetilde{\gamma}(T)=0$.
c) If $\gamma(A)=r$, then for $\lambda>r$, there is a covering of $A$ by finitely many sets $\left\{B_{i}\right\}_{i=1}^{n}$ of diameter not greater than $\lambda$. So $\left\{T\left(B_{i}\right)\right\}_{i=1}^{n}$ will cover $T(A)$. For any $1 \leqslant i \leqslant n$

$$
\operatorname{diam}\left(T\left(B_{i}\right)\right)=\sup _{x, y \in B_{i}}\|T x-T y\| \leqslant\|T\| \sup _{x, y \in B_{i}}\|x-y\| \leqslant\|T\| \lambda
$$

which implies $\gamma(T) \leqslant\|T\|$.
d) Let $\gamma(A)=\alpha$ and $\gamma(B)=\beta$. Then for $r>\alpha$, there is a covering of $A$ by a finite number of sets $\left\{a_{i}\right\}_{i=1}^{n}$ of diameter not greater than $r$ and for $\rho>\beta$, there is a covering of $B$ by a finite number of sets $\left\{b_{j}\right\}_{j=1}^{m}$ of diameter not greater than $\rho$. So $A+B=\{x+y\}_{x \in A, y \in B} \subseteq \cup_{i, j}\{x+y\}_{x \in a_{i}, y \in b_{j}}$. For any $1 \leqslant i \leqslant n, 1 \leqslant$ $j \leqslant m$ and $x, x^{\prime} \in a_{i}, y, y^{\prime} \in b_{j}$ we have

$$
\left\|x+y-x^{\prime}-y^{\prime}\right\| \leqslant\left\|x-x^{\prime}\right\|+\left\|y-y^{\prime}\right\| \leqslant r+\rho .
$$

Therefore $\gamma(A+B) \leqslant \gamma(A)+\gamma(B)$.
Now let $\widetilde{\gamma}(A)=\kappa$ and $\widetilde{\gamma}(B)=\lambda$. Then for $\mu>\kappa$, there is a covering of $A$ by a finite number of balls $\left\{B\left(a_{i}, r_{i}\right)\right\}_{i=1}^{n}$ of radius $r_{i} \leqslant \mu$ and for $v>\lambda$, there is a covering of $B$ by a finite number of balls $\left\{B\left(b_{j}, \rho_{j}\right)\right\}_{j=1}^{m}$ of radius $\rho_{j} \leqslant \nu$. So $A+B=\{x+y\}_{x \in A, y \in B} \subseteq \cup_{i, j}\{x+y\}_{x \in B\left(a_{i}, r_{i}\right), y \in B\left(b_{j}, \rho_{j}\right)}$. For any $1 \leqslant i \leqslant n, 1 \leqslant j \leqslant m$ and $x \in B\left(a_{i}, r_{i}\right), y \in B\left(b_{j}, \rho_{j}\right)$ we have

$$
\left\|x+y-\left(a_{i}+b_{j}\right)\right\| \leqslant\left\|x-a_{i}\right\|+\left\|y-b_{j}\right\| \leqslant \mu+v .
$$

Therefore $\tilde{\gamma}(A+B) \leqslant \widetilde{\gamma}(A)+\widetilde{\gamma}(B)$.
Lemma B.6. Let $X$ and $Y$ be complex Banach spaces and $T \in L(X, Y)$. Then we have $\gamma\left(T^{*}\right) \leqslant \widetilde{\gamma}(T)$. ${ }^{2}$

Proof. Suppose $T$ is a ball- $k$-set-contraction. To show that $T^{*}$ is a $k$-set-contraction, it suffices to show that if $S$ is a set of diameter less than or equal to $d$ in $Y^{*}, T^{*}(S)$ can be covered by a finite number of sets of diameter less than or equal than $k d+\varepsilon$, for any $\varepsilon>0$.
Consider $T(B)$, where $B=\{x \in X,\|x\| \leqslant 1\}$. Since $\widetilde{\gamma}(B) \leqslant 1$ and $T$ is a ball-$k$-set-contraction, $T(B)$ can be covered by a finite number of balls $B_{k+\frac{\varepsilon}{2 d}}\left(y_{i}\right)$ in $Y, 1 \leqslant i \leqslant n$, with centers at $y_{i}$, and radii $k+\frac{\varepsilon}{2 d}$. Select $M$ such that $\left\|y_{i}\right\| \leqslant M$, $1 \leqslant i \leqslant n$, and $\left\|y^{*}\right\| \leqslant M$ for all $y^{*} \in S$. Hence, we have $\left|y^{*}\left(y_{i}\right)\right| \leqslant M^{2}$ for each $y^{*} \in S$. Decompose the closed interval $\left[-M^{2}, M^{2}\right]$ into a union of disjoint intervals $\Delta_{i}, 1 \leqslant i \leqslant p$, of length less than $\frac{\varepsilon}{2}$. We consider an equivalence relation as follows: Given $y_{1}^{*}$ and $y_{2}^{*} \in S$, write $y_{1}^{*} \sim y_{2}^{*}$ iff for each $i, 1 \leqslant i \leqslant n$, $y_{1}^{*}\left(y_{i}\right)$ and $y_{2}^{*}\left(y_{i}\right)$ lie in the same interval $\Delta_{j(i)}, 1 \leqslant j(i) \leqslant p$. Then we divide $S$ into equivalence classes $S_{j}, 1 \leqslant j \leqslant q$,
We claim that diameter $\left(T^{*}\left(S_{i}\right)\right) \leqslant k d+\varepsilon$. Take $y_{1}^{*}$ and $y_{2}^{*}$ in $S_{i}$. We have

$$
\left\|T^{*}\left(y_{1}^{*}\right)-T^{*}\left(y_{2}^{*}\right)\right\|=\sup _{x \in B}\left|y_{1}^{*}(T x)-y_{2}^{*}(T x)\right|=\sup _{y \in T(B)}\left|y_{1}^{*}(y)-y_{2}^{*}(y)\right| .
$$

If $y \in T(B)$, we know that $y \in B_{k+\frac{\varepsilon}{2}}\left(y_{i}\right)$ for some $i, 1 \leqslant i \leqslant n$. It follows that

$$
\begin{gathered}
\left|y_{1}^{*}(y)-y_{2}^{*}(y)\right| \leqslant\left|y_{1}^{*}\left(y-y_{i}\right)-y_{2}^{*}\left(y-y_{i}\right)\right|+\left|y_{1}^{*}\left(y_{i}\right)-y_{2}^{*}\left(y_{i}\right)\right| \\
=\left|\left(y_{1}^{*}-y_{2}^{*}\right)\left(y-y_{i}\right)\right|+\left|y_{1}^{*}\left(y_{i}\right)-y_{2}^{*}\left(y_{i}\right)\right| \leqslant d\left(k+\frac{\varepsilon}{2 d}\right)+\frac{\varepsilon}{2}=k d+\varepsilon .
\end{gathered}
$$

[^63]Thus, for each $\varepsilon>0,\left\|T^{*}\left(y_{1}^{*}\right)-T^{*}\left(y_{2}^{*}\right)\right\| \leqslant k d+\varepsilon$. This shows that diameter $\left(T^{*}\left(S_{i}\right)\right) \leqslant k d+\varepsilon$, and since $T^{*}(S) \subset \bigcup_{i=1}^{q} T^{*}\left(S_{i}\right)$, we have covered $T^{*}(S)$ by a finite number of sets of diameter less than or equal to $k d+\varepsilon$.

Lemma B.7. Let $X$ be a complex Banach space and $T \in L(X, X)$. Assume that for some $n \geqslant 1, \widetilde{\gamma}\left(T^{n}\right)<1$. Then for any $r \geqslant 1,(\mathbb{1}-T)^{r}$ restricted to closed, bounded sets is proper.

Proof. Let $A$ be a closed, bounded set in $X$ and $M$ a compact set. We have to show that $M_{1}=\{x \in A:(\mathbb{1}-T) x \in M\}$ is compact. By Lemma B.5, in order to show that $M_{1}$ is compact it suffices to show that $\widetilde{\gamma}\left(M_{1}\right)=0$. Notice that $\widetilde{\gamma}\left(M_{1}\right)$ is defined, since $A$ is bounded. Suppose $x \in M_{1}$, so that $x=T x+m$ for some $m \in M$. Substituting for $x$ on the right, $x=T^{2} x+T m+m$, and continuing in this way we find

$$
\begin{equation*}
x=T^{n} x+\sum_{i=0}^{n-1} T^{i} m \tag{B.1.1}
\end{equation*}
$$

If we write $M_{*}=\sum_{i=0}^{n-1} T^{i}(M), M_{*}$ is compact, since it is the continuous image of a compact set. Furthermore, (B.1.1) implies that $M_{1} \subset T^{n}\left(M_{1}\right)+M_{*}$, so that $\tilde{\gamma}\left(M_{1}\right) \leqslant \tilde{\gamma}\left(T^{n}\left(M_{1}\right)\right)$, by Lemma B.5. Since $T^{n}$ is a ball- $k$-set-contraction, $k<1, \tilde{\gamma}\left(M_{1}\right) \leqslant k \tilde{\gamma}\left(M_{1}\right)$. It follows that $\tilde{\gamma}\left(M_{1}\right)=0$. Hence $\mathbb{1}-T$ is proper.

To show that $(1-T)^{r}, r>1$ is proper we proceed by induction. Assume that for $r>1,(1-T)^{(r-1)}$ is proper, then for compact set $M,(1-T)^{-(r-1)}(M)$ is compact. So $(1-T)^{-r}(M)=(1-T)^{-1}(1-T)^{-(r-1)}(M)$ is also compact. Therefore $(1-T)^{r}$ is proper.

## B. 2 Nussbaum formula

In this section, we obtain a characterization of the essential spectral radius $r_{e}=$ $\sup \left\{|\lambda|: \lambda \in \sigma_{\text {ess }}(T)\right\}$. We essentially follow Nussbaum (1970).

Lemma B.8. Let $X$ be a Banach space and $T \in L(X, X)$. Let $r_{e}^{\prime}:=\inf _{n}\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}}$. Then $\lim _{n \rightarrow \infty}\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}}$ and $\lim _{n \rightarrow \infty}\left(\gamma\left(T^{n}\right)\right)^{\frac{1}{n}}$ exist and equal $r_{e}^{\prime}$. Furthermore, if $|\lambda|>r_{e}^{\prime}$, then $N(\lambda-T)^{r}$ is finite dimensional for any $r \geqslant 1$ and $R(\lambda-T)$ is closed.

Proof. We start showing that $\limsup _{n \rightarrow \infty}\left(\tilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}} \leqslant r_{e}^{\prime}$.

For any $\varepsilon>0$, choose $m$ such that $\left(\widetilde{\gamma}\left(T^{m}\right)\right)^{\frac{1}{m}} \leqslant r_{e}^{\prime}+\varepsilon$. For large enough $n$, write $n=p m+q$ where $0 \leqslant q \leqslant(m-1)$.

For all $S \in L(X, X), A \subseteq X$, we have:

$$
\tilde{\gamma}(S(A)) \leqslant \tilde{\gamma}(S) \tilde{\gamma}(A)
$$

Hence for all $S, T \in L(X, X), A \subseteq X$

$$
\tilde{\gamma}(S T(A)) \leqslant \tilde{\gamma}(S) \widetilde{\gamma}(T(A)) \leqslant \tilde{\gamma}(S) \widetilde{\gamma}(T) \widetilde{\gamma}(A) .
$$

Therefore $\tilde{\gamma}$ has the submultiplicative property:

$$
\tilde{\gamma}(S T) \leqslant \widetilde{\gamma}(S) \widetilde{\gamma}(T)
$$

Then, by the above fact and $\widetilde{\gamma}(T) \geqslant 0$ for $T \in L(X, X)$, we obtain

$$
\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}} \leqslant\left(\widetilde{\gamma}\left(T^{m}\right)\right)^{\frac{p}{n}} \cdot(\widetilde{\gamma}(T))^{\frac{q}{n}} \leqslant\left(r_{e}^{\prime}+\varepsilon\right)^{\frac{p m}{n}}(\widetilde{\gamma}(T))^{\frac{q}{n}} .
$$

Since $\frac{p m}{n} \rightarrow 1$ and $\frac{q}{n} \rightarrow 0$ as $n \rightarrow \infty$, we must have $\lim \sup _{n \rightarrow \infty}\left(\tilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}} \leqslant$ $r_{e}^{\prime}+\varepsilon$. Since $\varepsilon$ was arbitrary, we have proved $\lim _{\sup }^{n \rightarrow \infty}$ $\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}} \leqslant r_{e}^{\prime} \leqslant$ $\liminf _{n \rightarrow \infty}\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}}$. Therefore $\lim _{n \rightarrow \infty}\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}}$ exists and equals $r_{e}^{\prime}$. In the exact same way, we can prove that $\lim _{n \rightarrow \infty}\left(\gamma\left(T^{n}\right)\right)^{\frac{1}{n}}$ exists.

Suppose $|\lambda|>r_{e}^{\prime}$ and $n$ is such that $\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}}<|\lambda|$. Consider $T_{1}=\left(\frac{1}{\lambda}\right) T$ and notice that $\tilde{\gamma}\left(T_{1}^{n}\right)=\left(\frac{1}{|\lambda|^{n}}\right) \tilde{\gamma}\left(T^{n}\right)=k<1$. By Lemma B.7, $\left(\mathbb{1}-T_{1}\right)^{r}$, for any $r \geqslant 1$ is proper on closed, bounded sets. By Lemma B.3, $N\left(\mathbb{1}-T_{1}\right)^{r}$ is finite dimensional for any $r \geqslant 1$, so $R\left(I-T_{1}\right)$ is closed.

Lemma B.9. If $\left|\lambda_{0}\right|>r_{e}^{\prime}$, then $\lambda_{0}$ is not a limit point of $\sigma(T) \backslash\left\{\lambda_{0}\right\}$.
Proof. We show that all points $\lambda \neq \lambda_{0}$, in some neighborhood of the point $\lambda_{0}$, belong to the resolvent of $T$ and so $\lambda_{0}$ is not a limit point of $\sigma(T)$. The case $\lambda_{0} \in \rho(T)$ is trivial. Let $\lambda_{0} \in \sigma(T)$. First we prove that either $N\left(\lambda_{0}-T\right) \neq 0$ or $N\left(\lambda_{0}-T^{*}\right) \neq 0$.

Suppose that $N\left(\lambda_{0}-T\right)=N\left(\lambda_{0}-T^{*}\right)=0$. Then $\left(\lambda_{0}-T\right)^{-1}: D \rightarrow X$ exists on $D=R\left(\lambda_{0}-T\right)$ which is closed, by Lemma B. 8 applied to $\lambda_{0}$. Assume that $D \neq X$, then by Lemma B.1, there is $u \in X$, such that $\|u\|=1$ and $\|u-w\| \geqslant \frac{1}{2}$ for any $w \in D$. Let $V:=\operatorname{span}\{u, D\}$, then for any $v \in V$ we can write $v=$ $\alpha u+w$ with $w \in D$. Define $l(v):=\alpha$, then

$$
\|v\|=\|\alpha u+w\|=|\alpha|\left\|u-\left(-\alpha^{-1} w\right)\right\| \geqslant \frac{1}{2}|\alpha|=\frac{1}{2}|l(v)| .
$$

So

$$
|l(v)| \leqslant 2\|v\| .
$$

We can then apply the Hahn-Banach theorem to produce an extension of $l$ on all of $X$ and $l \neq 0$, since $l(u)=1$. For any $v \in X,\left(\lambda_{0}-T^{*}\right) l(v)=l\left(\left(\lambda_{0}-T\right) v\right)=0$. So $\left(\lambda_{0}-T^{*}\right) l=0$. This contradicts $N\left(\lambda_{0}-T^{*}\right)=0$. So $D=X$, which implies that $\lambda_{0}-T$ is invertible on $X$ and by the bounded inverse theorem, $\left(\lambda_{0}-T\right)^{-1}$ is a bounded operator. Therefore $\lambda_{0} \notin \sigma(T)$ and this contradicts the assumption.

Suppose that there exists a sequence $\left\{\tilde{\lambda}_{n}\right\}_{n=1}^{\infty} \subset \sigma(T) \backslash\left\{\lambda_{0}\right\}$ which accumulates to $\lambda_{0}$. Then there are either infinitely many $\tilde{u}_{n} \in N\left(\tilde{\lambda}_{n}-T\right)$ or infinitely ${\underset{\sim}{\lambda}}^{\text {many }} \tilde{l}_{n} \in N\left(\tilde{\lambda}_{n}-T^{*}\right)$. For each $\varepsilon>0$, there exists $\bar{n} \in \mathbb{N}$ such that, for $n>\bar{n}$, $\left|\tilde{\lambda}_{n}-\lambda_{0}\right|<\varepsilon\left|\lambda_{0}\right|$.

In the first case, for any $k \in \mathbb{N}$, let $M_{k}$ be the subspace spanned by the vectors $\widetilde{u}_{\bar{n}}, \cdots, \widetilde{u}_{\bar{n}+k}$. Set $u_{k}:=\tilde{u}_{\bar{n}+k}$ and $\lambda_{k}:=\tilde{\lambda}_{\bar{n}+k}$. Since $u_{1}, u_{2}, \cdots$ are linearly independent, each $M_{k-1}$ is a closed proper subspace of $M_{k}$. So, by Lemma B.1, there exists $v_{k} \in M_{k}$, such that $\left\|v_{k}\right\|=1$ and $d\left(v_{k}, M_{k-1}\right) \geqslant 1-\varepsilon$.

Note that $v_{k}=\alpha_{k} u_{k}+w_{k}$ where $\alpha_{k} \in \mathbb{R}, w_{k} \in M_{k-1}$. So for $k, r, s \in \mathbb{N}$, such that $s>k$,

$$
\begin{aligned}
& \left\|T^{r} v_{s}-T^{r} v_{k}\right\|=\left\|T^{r}\left(\alpha_{s} u_{s}\right)+T^{r} w_{s}-T^{r} v_{k}\right\|=\left\|\alpha_{s} \lambda_{s}^{r} u_{s}+T^{r} w_{s}-T^{r} v_{k}\right\| \\
& =\left|\lambda_{s}^{r}\right|\left\|v_{s}-\left(w_{s}-\lambda_{s}^{-r} T^{r} w_{s}+\lambda_{s}^{-r} T^{r} v_{k}\right)\right\| \geqslant\left|\lambda_{s}^{r}\right|(1-\varepsilon)=\left|\left(\lambda_{s}-\lambda_{0}+\lambda_{0}\right)^{r}\right|(1-\varepsilon) \\
& =\left|\lambda_{0}^{r}\right|\left|1+\frac{\lambda_{s}-\lambda_{0}}{\lambda_{0}}\right|^{r}(1-\varepsilon) \geqslant\left|\lambda_{0}\right|^{r}\left(1-\left|\frac{\lambda_{s}-\lambda_{0}}{\lambda_{0}}\right|\right)^{r}(1-\varepsilon) \geqslant\left|\lambda_{0}\right|^{r}(1-\varepsilon)^{r+1} .
\end{aligned}
$$

This implies that $T^{r}\{|v| \leqslant 1\}$ cannot be covered by finitely many sets of diameter $\frac{1}{4}\left|\lambda_{0}\right|^{r}(1-\varepsilon)^{r+1}$. Therefore, by the arbitrariness of $\varepsilon, \widetilde{\gamma}\left(T^{r}\right) \geqslant \gamma\left(T^{r}\right) \geqslant \frac{1}{4}\left|\lambda_{0}\right|^{r}$.

In the second case, exactly the same argument implies $\gamma\left(T^{* r}\right) \geqslant \frac{1}{4}\left|\lambda_{0}\right|^{r}$. By Lemma B.6, $\widetilde{\gamma}\left(T^{r}\right) \geqslant \frac{1}{4}\left|\lambda_{0}\right|^{r}$.

Thus in both cases, $r_{e}^{\prime}=\inf _{n}\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}} \geqslant\left|\lambda_{0}\right|$ which contradicts the assumption. So $\lambda_{0}$ is not a limit point of $\sigma(T)$.

Corollary B.10. According to the definition of the essential spectrum, Lemma B. 8 and Lemma B. 9 imply that $r_{e}^{\prime} \geqslant r_{e}$.

Lemma B.11. Let $T$ be as above and $r_{e}=\sup \left\{|\lambda|: \lambda \in \sigma_{e s s}(T)\right\}$. Take $r>r_{e}$. Then there exists a finite dimensional linear operator $F$ such that $\sigma(T+F) \subset$ $\{\lambda:|\lambda| \leqslant r\}$.

Proof. Since $\sigma(T) \cap\{\lambda:|\lambda| \geqslant r\}$ is a compact set of isolated points, it consists of a finite number of points $\lambda_{1}, \cdots, \lambda_{n}$. Let $C_{i}$ be a small circle about $\lambda_{i}, C_{i} \cap C_{j}=$ $\emptyset$ for $i \neq j$ and containing only $\lambda_{i}$ from $\sigma(T)$, and $P_{i}=\left(\frac{1}{2 \pi i}\right) \int_{C_{i}}(\lambda-T)^{-1} d \lambda$ be the Riesz projector associated to $\lambda_{i}$. Since $\lambda_{i}$ does not belong to the essential spectrum, $R\left(P_{i}\right)$, which is the eigenspace associated to $\lambda_{i}$, is finite dimensional. If we write $P=\sum_{i=1}^{n} P_{i}$, we therefore see that $P$ is a finite dimensional projection. We take $F=T P$.

Let us write $N=N(P)$, the null space of $P$, and $R=R(P)$, the range of $P$, and note that $X=N \oplus R$. Consider $\lambda-T-F$ for $|\lambda|>r$. For $|\lambda|>r$ and $\lambda \neq \lambda_{i}$, $1 \leqslant i \leqslant n$, we have $\lambda \in \rho(T)$. Then it is clear that $\left.(\lambda-T-F)\right|_{N}=\left.(\lambda-T)\right|_{N} N$ is a one to one map of $N$ onto $N$. Furthermore $\left.(\lambda-T-F)\right|_{R}=\left.\lambda\right|_{R}$, which is clearly one to one and onto for $|\lambda|>r$. Thus $\lambda-T-F$ is a one to one map of $X$ for $|\lambda|>r$.

The following lemma is not necessary for our applications but we include it for completeness.

Lemma B.12. Let $X$ be a complex Banach space and $T \in L(X, X)$. Then $\lim _{n \rightarrow \infty}\left(\gamma\left(T^{n}\right)\right)^{\frac{1}{n}}, \lim _{n \rightarrow \infty}\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}}$ and $\left.\lim _{n \rightarrow \infty}\left(\left\|T^{n}\right\|_{K}\right)\right)^{\frac{1}{n}}$ are all equal to $r_{e}$.

Proof. We have already seen in Lemma B. 8 that

$$
\lim _{n \rightarrow \infty}\left(\widetilde{\gamma}\left(T^{n}\right)\right)^{\frac{1}{n}}
$$

and $\lim _{n \rightarrow \infty}\left(\gamma\left(T^{n}\right)\right)^{\frac{1}{n}}$ exist and equal $r_{e}^{\prime}$. The same argument as in Lemma B. 8 shows that $r_{e}^{\prime \prime}:=\lim _{n \rightarrow \infty}\left\|T^{n}\right\|_{K}^{\frac{1}{n}}$ exists. For $S \in L(X, X)$ and any compact operator $C \in L(X, X), \gamma(S)=\gamma(S+C) \leqslant\|S+C\|$. Therefore $\gamma(S) \leqslant\|S\|_{K}$, which implies $r_{e}^{\prime} \leqslant r_{e}^{\prime \prime}$.

Now we show that $r_{e}^{\prime \prime} \leqslant r_{e}$. Suppose not, so that $r_{e}<r_{e}^{\prime \prime}$, and select $r_{e}<r<$ $r_{e}^{\prime \prime}$. For this $r$, let $F$ be as in Lemma B. 11 and write $T_{1}=T+F$. By the ordinary spectral radius theorem we know that $\lim _{n} \longrightarrow \infty\left\|T_{1}^{n}\right\|^{\frac{1}{n}} \leqslant r$. On the other hand, $\left\|T^{n}\right\|_{K} \leqslant\left\|T_{1}^{n}\right\|$, so that we obtain $r_{e}^{\prime \prime}=\lim _{n \longrightarrow \infty}\left\|T^{n}\right\|_{K}^{\frac{1}{n}} \leqslant r$, a contradiction. It follows that $r_{e}^{\prime \prime} \leqslant r_{e}$. Now by Corollary B.10, we have $r_{e}=r_{e}^{\prime}=r_{e}^{\prime \prime}$.

## B. 3 Hennion's theorem and its generalizations

We start by proving Hennion's theorem and then provide a more recent generalization.

In fact, the next Theorem is itself a small generalization of Hennion (1993), since it allows the weak norm to be just a semi-norm. A similar generalization is contained in Hennion and Hervé (2001, Theorem XIV.3). To this end we need a bit of notation: given a vector space $X$ and a semi-norm $\|\cdot\|_{w}$ we call $X_{0, w}$ the space $X$ equipped with the topology induced by the semi-norm. Next, we can consider the vector space of the equivalence classes with respect to the semi-norm (i.e. $x \sim y$ iff $\|x-y\|_{w}=0$ ). This yields a metric space $X_{w}$. Let $\|\cdot\|_{w}^{\prime}$ be the associated norm, and its completion $\bar{X}_{w}$ is a Banach space.

Definition 16. A normed space $Y$ and a continuous (w.r.t. the topology induced by the semi-norm) operator $T: Y \rightarrow X$ canonically induce an operator $\widetilde{T}: Y \rightarrow$ $X_{w}$. We will say that $T: Y \rightarrow X$ is $\|\cdot\|_{w}$-compact iffor each bounded set $B \subset Y$, $\widetilde{T}(B)$ is relatively compact in $\bar{X}_{w}$.

Problem B.13. Show that the above constructions and Definition 16 make sense.
Theorem B. 14 (Hennion (1993)). Let $(X,\|\cdot\|)$ be a Banach space and $T \in$ $L(X, X)$. Assume that there exists a continuous ${ }^{3}$ semi-norm $\|\cdot\|_{w}$ on $X$, and $M>\theta>0, A, B, C>0$, such that, for all $n \in \mathbb{N}$ and $f \in X$,

$$
\left\|T^{n} f\right\|_{w} \leqslant C M^{n}\|f\|_{w} ; \quad\left\|T^{n} f\right\| \leqslant A \theta^{n}\|f\|+B M^{n}\|f\|_{w}
$$

Then the spectral radius of $T \in L(X, X)$ is bounded by $M$. If, in addition, $T$ is $\|\cdot\|_{w}$-compact, then the essential spectral radius of $T$ is bounded by $\theta$.

Proof. Continuity of the semi-norm implies that there exists $C^{\prime}>0$ such that $\|f\|_{w} \leqslant C^{\prime}\|f\|$ for all $f \in \mathcal{B}$. For if not, then for any $n \in \mathbb{N}$, there must exist $f_{n} \in \mathcal{B}$ with $\left\|f_{n}\right\|=1$, but $\left\|f_{n}\right\|_{w} \geqslant n$. But then $\left\|\frac{1}{n} f_{n}\right\| \rightarrow 0$ while $\left\|\frac{1}{n} f_{n}\right\|_{w} \geqslant 1$, contradicting continuity of the semi-norm.

This fact plus the second assumed inequality yields $\left\|T^{n} f\right\| \leqslant\left(A+B C^{\prime}\right) M^{n}\|f\|$ for all $n \in \mathbb{N}, f \in \mathcal{B}$. Using the formula for spectral radius, see Problem A.15, we conclude the spectral radius is bounded by $M$.

For the second part, by Lemma B. 12 we have

$$
r_{e}=\lim _{n \rightarrow \infty} \sqrt[n]{\widetilde{\gamma}\left(T^{n}\right)} \leqslant \lim _{n \rightarrow \infty} \sqrt[n]{\widetilde{\gamma}\left(T^{n} B_{1}\right)}
$$

[^64]where $B_{1}:=\{f \in X \mid\|f\| \leqslant 1\}$.
Now we prove that $T^{n} B_{1}$ can be covered by a finite number of balls of radius $C_{\#} \cdot \theta^{n}$, which implies that $r_{e} \leqslant \lim _{n \rightarrow \infty} \sqrt[n]{\widetilde{\gamma}\left(T^{n} B_{1}\right)} \leqslant \lim _{n \rightarrow \infty} \sqrt[n]{C_{\#} \cdot \theta^{n}}=\theta$.

By hypotheses $\widetilde{T} B_{1}$ is relatively compact in $\bar{X}_{w}$. Thus, for each $\varepsilon>0$ we can extract a finite subcover $\left\{\widetilde{B}_{\varepsilon}\left(\tilde{f}_{i}\right)\right\}_{i=1}^{N_{\varepsilon}}$ from the covering $\left\{\widetilde{B}_{\varepsilon}(\tilde{f})\right\}_{\tilde{f} \in \widetilde{T} B_{1}}$, where $\widetilde{B}_{\varepsilon}(\tilde{f})=\left\{\tilde{g} \in \bar{X}_{w}:\|\tilde{g}-\tilde{f}\|_{w}^{\prime}<\varepsilon\right\}$. Then, choosing ${ }_{\sim}^{4} f_{i} \in \tilde{f}_{i} \cap T B_{1}$ and setting $U_{\varepsilon}\left(f_{i}\right)=\left\{f \in X:\left\|f-f_{i}\right\|_{w}<\varepsilon\right\}=\left\{f \in \tilde{f}: \widetilde{f} \in \widetilde{B}_{\varepsilon}\left(\tilde{f_{i}}\right)\right\}$ we have a finite covering of $T B_{1}$.

Next, if $f=T(g), g \in B_{1}$, then again using the continuity of the semi-norm, $\|f\| \leqslant\|T g\| \leqslant A \theta+B C^{\prime} M$. Accordingly, for each $f \in U_{\varepsilon}\left(f_{i}\right) \cap T B_{1}$ we have

$$
\begin{aligned}
\left\|T^{n-1}\left(f-f_{i}\right)\right\| & \leqslant A \theta^{n-1}\left\|f-f_{i}\right\|+B M^{n-1}\left\|f-f_{i}\right\|_{w} \\
& \leqslant A \theta^{n-1} 2\left(A \theta+B C^{\prime} M\right)+B M^{n-1} \varepsilon
\end{aligned}
$$

Choosing $\varepsilon$ sufficiently small we can conclude that for each $n \in \mathbb{N}$ the set $T^{n}\left(B_{1}\right)$ can be covered by a finite number of $\|\cdot\|$-balls of radius $C_{\#} \cdot \theta^{n}$ centered at the points $\left\{T^{n-1} f_{i}\right\}_{i=1}^{N_{\varepsilon}}$.

To conclude we show that the hypotheses of the above theorem can be further weakened to situations in which $T$ is not necessarily continuous with respect to the weak norm. ${ }^{5}$

Theorem B. 15 (Bardet, Gouëzel, and Keller (2007)). Let ( $X,\|\cdot\|$ ) be a Banach space and $T \in L(X, X)$. Assume that there exists a semi-norm $\|\cdot\|_{w}$ on $X$ such that any bounded sequence in $\|\cdot\|$ contains a Cauchy sequence for $\|\cdot\|_{w}$. If there exist $n_{0} \in \mathbb{N}$ and $\theta, B>0$ such that,

$$
\begin{equation*}
\left\|T^{n_{0}} f\right\| \leqslant \theta^{n_{0}}\|f\|+B\|f\|_{w} \tag{B.3.1}
\end{equation*}
$$

then the essential spectral radius of $T$ is bounded by $\theta$.
Proof. Note that there must exist $C>0$ such that $\|f\|_{w} \leqslant C\|f\|$. If not then there would be a sequence $\left\{f_{n}\right\},\left\|f_{n}\right\| \leqslant 1$, such that $\lim _{n \rightarrow \infty}\left\|f_{n}\right\|_{w}=\infty$, but this contradicts that $f_{n}$ must have a Cauchy subsequence.

[^65]Let $M=2\|T\|$, then we can define the new seminorm,

$$
\|f\|_{w}^{\prime}:=(2 C)^{-1} \sum_{n=0}^{\infty} M^{-n}\left\|T^{n} f\right\|_{w}
$$

Note that

$$
\begin{align*}
\|f\|_{w}^{\prime} & \leqslant \frac{1}{2} \sum_{n=0}^{\infty} M^{-n}\left\|T^{n} f\right\| \leqslant \frac{1}{2} \sum_{n=0}^{\infty} 2^{-n}\|f\|=\|f\| \\
\|T f\|_{w}^{\prime} & \leqslant(2 C)^{-1} \sum_{n=0}^{\infty} M^{-n}\left\|T^{n+1} f\right\|_{w}  \tag{B.3.2}\\
& =(2 C)^{-1} M \sum_{n=1}^{\infty} M^{-n}\left\|T^{n} f\right\|_{w} \leqslant M\|f\|_{w}^{\prime}
\end{align*}
$$

Thus, if we set $A=M^{n_{0}} \theta^{-n_{0}}$, for each $n \in \mathbb{N}$ we can write $n=k n_{0}+m$, $m<n_{0}$, and, iterating Equation (B.3.1),

$$
\begin{aligned}
\left\|T^{n} f\right\| & \leqslant \theta^{k n_{0}} M^{m}\|f\|+\sum_{j=0}^{k-1} B \theta^{(k-1-j) n_{0}}\left\|T^{j n_{0}+m} f\right\|_{w} \\
& \leqslant \theta^{k n_{0}} M^{m}\|f\|+B \max \left\{\theta^{(k-1-j) n_{0}} M^{j n_{0}+m}\right\}\|f\|_{w}^{\prime} \\
& \leqslant A \theta^{n}\|f\|+B M^{n}\|f\|_{w}^{\prime}
\end{aligned}
$$

since it must be that $\theta \leqslant\|T\|=M / 2$.
Next, if $\left\{f_{n}\right\}$ is bounded in the $\|\cdot\|$ norm, so are the sequences $T^{m} f_{n}, m \in \mathbb{N}$. Then, by hypothesis, we can extract a sequence $n_{j}^{1}$ such that $f_{n_{j}^{1}}$ is Cauchy in the $\|\cdot\|_{w}$ norm. From it we can extract a sequence $n_{j}^{2}$, with $n_{1}^{2}=n_{1}^{1}$, such that $T f_{n_{j}^{2}}$ is Cauchy in the $\|\cdot\|_{w}$ norm, and so on. Note that, by construction, $n_{j}^{j}=n_{j}^{m}$ for $m \geqslant j$. Then the sequence $n_{j}^{j}$ is such that $T^{m} f_{n_{j}^{j}}$ is Cauchy in the $\|\cdot\|_{w}$ norm for all $m \in \mathbb{N}$. Then, for each $\varepsilon>0$, if $(2 C)^{-1} 2^{-L}<\varepsilon / 2$, then, by the definition of the norm $\|\cdot\|_{w}^{\prime}$, we can write

$$
\left\|f_{n_{j}^{j}}-f_{n_{k}^{k}}\right\|_{w}^{\prime} \leqslant(2 C)^{-1} \sum_{m=0}^{L} M^{-m}\left\|T^{m}\left(f_{n_{j}^{j}}-f_{n_{k}^{k}}\right)\right\|_{w}+\varepsilon / 2
$$

It follows that there exists $m \in \mathbb{N}$ such that, if $j, k \geqslant m$, then $\left\|f_{n_{j}^{j}}-f_{n_{k}^{k}}\right\|_{w}^{\prime} \leqslant \varepsilon$, i.e. we can extract a Cauchy sequence in the $\|\cdot\|_{w}^{\prime}$ norm. So the $\|\cdot\|_{w}^{\prime}$ norm has the same property as the $\|\cdot\|_{w}$ norm. This implies that $T$ is a $\|\cdot\|_{w}^{\prime}$-compact operator. The statement follows then from Theorem B. 14 .

Bardet, Gouëzel, and Keller (2007) provide an application of Theorem B. 15 to prove a local limit theorem for weakly coupled lattices of expanding maps in which the relevant operators are indeed not continuous in the weak norm. For more details, see Bardet, Gouëzel, and Keller (ibid., Section 3).

## More on perturbation theory

This section contains some useful perturbation results. We follow and extend the ideas in Liverani (2003, Theorem 3.2). Several such results are available (e.g., see Kifer (1988), Baladi and Young (1993) or Baladi (2000) for a review). Here we provide a simplification of the theory developed in Gouëzel and Liverani (2006) and Keller and Liverani (1999), see the original works for the full story.

We start by recalling, for the reader's convenience, the setting introduced in Section 1.7.

Hypotheses C.1. Let $X \subset X_{w}$ be two Banach spaces, $\|\cdot\|$ and $|\cdot|_{w}$ being the respective norms, satisfying $|\cdot|_{w} \leqslant\|\cdot\|$. Also assume that the unit ball of $X$ is weakly compact in $X_{w}$. Consider a family of operators $\mathcal{L}_{\varepsilon}$ with the following properties.

1. A uniform Lasota-Yorke inequality: There exist $\lambda_{\star}>1$ and $A, B, C>0$ such that,

$$
\left\|\mathcal{L}_{\varepsilon}^{n} h\right\| \leqslant A \lambda_{\star}^{-n}\|h\|+B|h|_{w}, \quad\left|\mathcal{L}_{\varepsilon}^{n} h\right|_{w} \leqslant C|h|_{w} ;
$$

2. For $L: X \rightarrow X$ define the norm

$$
\left\|\left|\left|L \|\left|:=\sup _{\|h\| \leqslant 1}\right| L f\right|_{w}\right.\right.
$$

that is the norm of $L$ as an operator from $X \rightarrow X_{w}$. Then we require that there exists $D>0$ such that

$$
\left\|\mathcal{L}-\mathcal{L}_{\varepsilon}\right\| \| \leqslant D \varepsilon
$$

To state a precise result consider, for each operator $L$, the set

$$
V_{\delta, r}(L):=\{z \in \mathbb{C}| | z \mid \leqslant r \text { or } \operatorname{dist}(z, \sigma(L)) \leqslant \delta\} .
$$

Since the complement of $V_{\delta, r}(L)$ belongs to the resolvent of $L$ it follows that

$$
H_{\delta, r}(L):=\sup \left\{\left\|(z-L)^{-1}\right\| \mid z \in \mathbb{C} \backslash V_{\delta, r}(L)\right\}<\infty .
$$

By $R(z)$ and $R_{\varepsilon}(z)$ we will mean respectively $(z-\mathcal{L})^{-1}$ and $\left(z-\mathcal{L}_{\varepsilon}\right)^{-1}$.
Theorem C. 1 (Keller and Liverani (1999)). Consider a family of operators $\mathcal{L}_{\varepsilon}$ : $X \rightarrow X$ satisfying Hypothesis C.1. Let $V_{\delta, r}:=V_{\delta, r}(\mathcal{L}), r>\lambda_{\star}^{-1}, \delta>0$, then, if $\varepsilon \leqslant \varepsilon_{1}(\mathcal{L}, r, \delta), \sigma\left(\mathcal{L}_{\varepsilon}\right) \subset V_{\delta, r}(\mathcal{L})$. In addition, if $\varepsilon \leqslant \varepsilon_{0}(\mathcal{L}, r, \delta)$, there exists $a>0$ such that, for each $z \notin V_{\delta, r}$,

$$
\left\|\left\|R(z)-R_{\varepsilon}(z)\right\|\right\| \leqslant C \varepsilon^{a} .
$$

In addition, for each $r>\lambda_{\star}^{-1}$ and $\delta>0$ there are constants $a, b>0$, such that a depends only on $r$ and $b$ depends also on $\delta$, such that, for all $h \in X$ and $\varepsilon \leqslant \varepsilon_{0}(\mathcal{L}, r, \delta)$,

$$
\left\|R_{\varepsilon}(z) h\right\| \leqslant a\|h\|+b|h|_{w} .
$$

Proof. ${ }^{1}$ To start with we collect some trivial, but very useful algebraic identities. For each operator $L: X \rightarrow X$ and $n \in \mathbb{Z}$ holds

$$
\begin{align*}
& \frac{1}{z} \sum_{i=0}^{n-1}\left(z^{-1} L\right)^{i}(z-L)+\left(z^{-1} L\right)^{n}=\mathbb{1}  \tag{C.0.1}\\
& R(z)\left(z-\mathcal{L}_{\varepsilon}\right)+\frac{1}{z} \sum_{i=0}^{n-1}\left(z^{-1} \mathcal{L}\right)^{i}\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right)+R(z)\left(z^{-1} \mathcal{L}\right)^{n}\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right)=\mathbb{1}  \tag{C.0.2}\\
& \left(z-\mathcal{L}_{\varepsilon}\right)\left[G_{n, \varepsilon}+\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{n} R(z)\right]=\mathbb{1}-\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{n}\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) R(z)  \tag{C.0.3}\\
& {\left[G_{n, \varepsilon}+\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{n} R(z)\right]\left(z-\mathcal{L}_{\varepsilon}\right)=\mathbb{1}-\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{n} R(z)\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right),} \tag{C.0.4}
\end{align*}
$$

[^66]where we have set $G_{n, \varepsilon}:=\frac{1}{z} \sum_{i=0}^{n-1}\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{i}$.
Let us start applying the above formulae. For each $h \in X$ and $z \notin V_{r, \delta}$, and $n$ large and $\varepsilon$ small enough,
\[

$$
\begin{aligned}
& \left\|\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{n}\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) R(z) h\right\| \leqslant\left(r \lambda_{\star}\right)^{-n} A\left\|\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) R(z) h\right\| \\
& \quad+\frac{B}{r^{n}}\left|\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) R(z) h\right|_{w} \\
& \leqslant\left[\left(r \lambda_{\star}\right)^{-n} A 2 C_{1}+B r^{-n} D \varepsilon\right] H_{\delta, r}(\mathcal{L})\|h\|<\|h\|
\end{aligned}
$$
\]

To obtain the last inequality, choose $n \in \mathbb{N}$ such that $n=\left\lfloor-\frac{\ln \varepsilon}{\ln \lambda_{\star}}\right\rfloor$. Then assuming $r<1$ without loss of generality, we have $r^{-n} \leqslant \varepsilon^{\frac{\ln r}{\ln \lambda_{\star}}}$, so that both terms are bounded by $C \varepsilon^{1+\frac{\ln r}{\ln \lambda_{\star}}}$, and $\frac{\ln r}{\ln \lambda_{\star}}>-1$ since $r \lambda_{\star}>1$ by hypothesis. The claimed inequality follows for $\varepsilon>0$ sufficiently small.

Thus $\left\|\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{n}\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) R(z)\right\|<1$ and the operator on the right hand side of (C.0.3) can be inverted by the usual Neumann series. Accordingly, $\left(z-\mathcal{L}_{\varepsilon}\right)$ has a well defined right inverse. Analogously,

$$
\begin{aligned}
&\left\|\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{n} R(z)\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) h\right\| \leqslant(r \lambda \star)^{-n} A\left\|R(z)\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) h\right\| \\
&+B r^{-n}\left|R(z)\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) h\right|_{w}
\end{aligned}
$$

This time to continue we need some information on the $X_{w}$ norm of the resolvent. For $g \in X$ equation (C.0.1) yields

$$
\begin{align*}
|R(z) g|_{w} & \leqslant \frac{1}{r} \sum_{i=0}^{n-1}\left|\left(z^{-1} \mathcal{L}\right)^{i} g\right|_{w}+\left\|R(z)\left(z^{-1} \mathcal{L}\right)^{n} g\right\| \\
& \leqslant \frac{C}{r^{n}(1-r)}|g|_{w}+H_{\delta, r}(\mathcal{L}) A\left(r \lambda_{\star}\right)^{-n}\|g\|+H_{\delta, r}(\mathcal{L}) B r^{-n}|g|_{w} \\
& \leqslant r^{-n}\left(H_{\delta, r}(\mathcal{L}) B+C(1-r)^{-1}\right)|g|_{w}+H_{\delta, r}(\mathcal{L}) A\left(r \lambda_{\star}\right)^{-n}\|g\| \tag{С.0.5}
\end{align*}
$$

Substituting, we have

$$
\begin{aligned}
& \left\|\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{n} R(z)\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) h\right\| \leqslant\left\{\left(r \lambda_{\star}\right)^{-n} A H_{\delta, r}(\mathcal{L}) 2 C_{1}\left[1+B r^{-n}\right]\right. \\
& \left.+B r^{-2 n}\left[H_{\delta, r}(\mathcal{L}) B+(1-r)^{-1}\right] D \varepsilon\right\}\|h\|<1
\end{aligned}
$$

again, provided $\varepsilon$ is small enough and choosing $n$ appropriately. Hence the operator on the right hand side of (C.0.4) can be inverted, thereby providing a left inverse for $\left(z-\mathcal{L}_{\varepsilon}\right)$. This implies that $z$ does not belong to the spectrum of $\mathcal{L}_{\varepsilon}$.

To investigate the second statement note that (C.0.2) implies

$$
R(z)-R_{\varepsilon}(z)=\frac{1}{z} \sum_{i=0}^{n-1}\left(z^{-1} \mathcal{L}\right)^{i}\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) R_{\varepsilon}(z)-R(z)\left(z^{-1} \mathcal{L}\right)^{n}\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) R_{\varepsilon}(z)
$$

Accordingly, for each $\varphi \in X$,
$\left|R(z) \varphi-R_{\varepsilon}(z) \varphi\right|_{w} \leqslant\left\{r^{-n}(1-r)^{-1} \varepsilon+H_{\delta, r}(\mathcal{L})(\lambda \star r)^{-n} 2 A C_{1}+H_{\delta, r}(\mathcal{L}) B \varepsilon\right\}\left\|R_{\varepsilon}(z) \varphi\right\|$.
To complete the argument, choose $n=\left\lfloor-\frac{\ln \varepsilon}{\ln \lambda_{\star}}\right\rfloor$ as before and note that by our previous bounds on the inverse of $z-\mathcal{L}_{\varepsilon}$, we have $\left\|R_{\varepsilon}(z) \varphi\right\| \leqslant C_{\varepsilon_{0}}\|\varphi\|$, for all $\varepsilon \leqslant \varepsilon_{0}$ and $\varepsilon_{0}>0$ small enough. The first inequality of the theorem follows with $a=1+\frac{\ln r}{\ln \lambda_{\star}}$.

To prove the second inequality, for $|z|=r>\lambda_{\star}^{-1}$, we use Equation (C.0.1) to write

$$
\begin{aligned}
\left\|\left(z-\mathcal{L}_{\varepsilon}\right)^{-1} h\right\|= & \left\|\sum_{k=0}^{m-1} z^{-k-1} \mathcal{L}_{\varepsilon}^{k}+\left(z^{-1} \mathcal{L}_{\varepsilon}\right)^{m}\left(z-\mathcal{L}_{\varepsilon}\right)^{-1} h\right\| \\
\leqslant & A\left(1-r^{-1} \lambda_{\star}^{-1}\right)^{-1}\|h\|+C_{r, m}|h|_{w} \\
& +\lambda_{\star}^{-m} r^{-m}\left\|\left(z-\mathcal{L}_{\varepsilon}\right)^{-1} h\right\|+r^{-m} B\left|\left(z-\mathcal{L}_{\varepsilon}\right)^{-1} h\right|_{w}
\end{aligned}
$$

for some constant $C_{r, m}$ depending on $r$ and $m$. We can thus choose $m$ such that $A \lambda_{\star}^{-m} r^{-m}<\frac{1}{2}$ and, recalling the first inequality of the Theorem, write

$$
\left\|\left(z-\mathcal{L}_{\varepsilon}\right)^{-1} h\right\| \leqslant C_{r}\|h\|+C_{r, m}|h|_{w}+C \varepsilon^{a} r^{-m} B\|h\|+r^{-m} B\left|(z-\mathcal{L})^{-1} h\right|_{w}
$$

To conclude, we can use Equation (C.0.5) and write, for all $n \in \mathbb{N}$, $\left\|\left(z-\mathcal{L}_{\varepsilon}\right)^{-1} h\right\| \leqslant C_{\#}\left[C_{r}+\varepsilon^{a} r^{-m}+A H_{\delta, r}(\mathcal{L})\left(r \lambda_{\star}\right)^{-n} r^{-m}\right]\|h\|+C_{r, m, n, \delta}|h|_{w}$.

Choosing $n$ and $\varepsilon$ so that $H_{\delta, r}(\mathcal{L})\left(r \lambda_{\star}\right)^{-n} r^{-m} \leqslant 1$ and $\varepsilon^{a} r^{-m} \leqslant 1$ yields the statement.

Theorem C. 1 shows that the point spectrum is stable. Yet, in applications it is also important to control the multiplicity of the spectrum. This can be done thanks to the following Lemma.

Lemma C.2. Consider a family of operators $\mathcal{L}_{\varepsilon}: X \rightarrow X$ satisfying Hypothesis C.1. Let $v \in \sigma(\mathcal{L}),|v|>\lambda_{\star}$, and let $m$ be the dimension of the eigenspace associated to $\nu$. Then, for each $\delta$ small enough there exists $\varepsilon_{2}(\mathcal{L}, \nu, \delta)$ such that, for all $\varepsilon \leqslant \varepsilon_{2}(\mathcal{L}, \nu, \delta), \sigma\left(\mathcal{L}_{\varepsilon}\right) \cap\{z \in \mathbb{C}:|z-\nu|<\delta\}$ contains at most $m$ eigenvalues and the total dimension of their eigenspaces is $m$.

Proof. Since $|\nu|>\lambda_{\star}$, Theorem B. 14 implies that $v$ belongs to the point spectrum. Hence, there exists $\delta_{0}$ such that $\left\{z \in \mathbb{C}:|z-v|<\delta_{0}\right\} \cap \sigma(\mathcal{L})=\{v\}$. Then Theorem C. 1 implies that, for each $\delta<\delta_{0} / 2$ and $\varepsilon \leqslant \varepsilon_{0}(\mathcal{L}, r, \delta)$, we can split the spectrum as $\sigma\left(\mathcal{L}_{\varepsilon}\right)=\sigma_{1} \cup \sigma_{2}$ where $\sigma_{1} \cap \sigma_{2}=\emptyset$ and $\sigma_{1} \subset\{z \in \mathbb{C}:|z-v|<\delta\}$. Accordingly, by Lemma A. 24 we can define the eigenprojectors

$$
\begin{equation*}
\Pi_{\varepsilon}:=\frac{1}{2 \pi i} \int_{\gamma_{\delta}}\left(z \mathbb{1}-\mathcal{L}_{\varepsilon}\right)^{-1} d z \tag{C.0.6}
\end{equation*}
$$

where $\gamma_{\delta}(t)=v+\delta e^{i t}$, and $\sigma\left(\Pi_{\varepsilon} \mathcal{L}_{\varepsilon}\right)=\left[\sigma\left(\mathcal{L}_{\varepsilon}\right) \cap\{z \in \mathbb{C}:|z-\nu|<\delta\}\right] \cup\{0\}$. Note that the first inequality of Theorem C. 1 implies, for $\varepsilon \leqslant \varepsilon_{0}(\mathcal{L}, r, \delta)$, where we can choose $r=\left\{\lambda_{\star}^{-1}+|\nu|\right\} / 2$,

$$
\left|\left(\Pi_{\varepsilon}-\Pi_{0}\right) h\right|_{w} \leqslant C_{\delta} \varepsilon^{a}\|h\|
$$

for some constant $C_{\delta}$, depending on the choice of $\delta$. While the second inequality of Theorem C. 1 implies that there exist constants $a$ and $b_{\delta}$, the latter depending on $\delta$, such that

$$
\left\|\Pi_{\varepsilon} h\right\| \leqslant a \delta\|h\|+b_{\delta}|h|_{w}
$$

Since $\Pi_{\varepsilon}$ is independent of $\delta$ (see Lemma A.24) we have

$$
\left\|\Pi_{\varepsilon} h\right\| \leqslant\left(a \delta_{0}+b_{\delta_{0}}\right)\|h\|=: c_{0}\|h\| .
$$

The above inequalities imply

$$
\begin{aligned}
\left\|\left(\Pi_{\varepsilon}-\Pi_{0}\right)^{2} h\right\| & \leqslant 2 a \delta\left\|\left(\Pi_{\varepsilon}-\Pi_{0}\right) h\right\|+2 b_{\delta}\left\|\left(\Pi_{\varepsilon}-\Pi_{0}\right) h\right\| \\
& \leqslant\left[4 a c_{0} \delta+2 b_{\delta} C_{\delta} \varepsilon^{a}\right]\|h\| .
\end{aligned}
$$

Accordingly, if we choose $\delta$ such that $8 a c_{0} \delta \leqslant 1$ and $\varepsilon_{2}$ such that $2 b_{\delta} C_{\delta} \varepsilon^{a}<\frac{1}{2}$, we obtain

$$
\begin{equation*}
\left\|\left(\Pi_{\varepsilon}-\Pi_{0}\right)^{2}\right\|<1 \tag{C.0.7}
\end{equation*}
$$

This concludes the Lemma due to the following general fact.

Problem C.3. Let $\Pi_{1}, \Pi_{2} \in L(X, X)$ be two projectors. Assume that

$$
\left\|\left(\Pi_{1}-\Pi_{2}\right)^{2}\right\|<1
$$

then $\operatorname{dim}\left(\Pi_{1}(X)\right)=\operatorname{dim}\left(\Pi_{2}(X)\right)$.

The above two results are rather effective to study perturbations of transfer operators. The reader can verify this directly by solving the next problem.

Problem C.4. Consider the maps $f_{n}: \mathbb{T}^{1} \rightarrow \mathbb{T}^{1}$ defined by

$$
f(x)=2 x+\frac{1}{2 n} \sin 2 \pi \sqrt{n} x \quad \bmod 1
$$

and use Theorem C. 1 and Lemma C. 2 to study the spectrum of the operators $\mathcal{L}_{n} h(x)=$ $\sum_{y \in f_{n}^{-1}(x)} \frac{h(y)}{f_{n}^{\prime}(y)}$, for $n$ large. In particular, show that, for $n$ large enough, $\mathcal{L}_{n}$ has a spectral gap close to $\frac{1}{2}$.

Given the above results it is natural to ask if the spectral data have some more regular dependence on the change in the operator. These types of questions are related to linear response.

## Linear Response

In order to have linear response one needs more control on the operators $\mathcal{L}_{\varepsilon}$ than that provided by Hypothesis C.1. Here we provide the simplest possibility, see Gouëzel and Liverani (2006, Section 8) and Keller and Liverani (2009b) for more details. ${ }^{2}$

Hypotheses C.2. Let $X_{2} \subset X_{1} \subset X_{0}$ be three Banach spaces, equipped with the norms $\|\cdot\|_{i}$, respectively, satisfying $\|\cdot\|_{0} \leqslant\|\cdot\|_{1} \leqslant\|\cdot\|_{2}$. Also assume that the unit ball of $X_{i}$ is weakly compact in $X_{i+1}$. Consider a family of operators $\mathcal{L}_{\varepsilon}$ with the following properties.

1. A uniform Lasota-Yorke inequality: There exist $\lambda_{\star}>1$ and $A, B, C>0$ such that,

$$
\begin{aligned}
& \left\|\mathcal{L}_{\varepsilon}^{n} h\right\|_{i} \leqslant A \lambda_{\star}^{-n}\|h\|_{i}+B\|h\|_{i-1}, \quad \text { for } i>0 \text { and for all } h \in X_{i} \\
& \left\|\mathcal{L}_{\varepsilon}^{n} h\right\|_{i} \leqslant C\|h\|_{i}, \quad \text { for } i \geqslant 0 \text { and for all } h \in X_{i} .
\end{aligned}
$$

[^67]2. We require that there exists an operator $\mathcal{A} \in L\left(X_{j}, X_{i}\right)$, for each $j>i$, such that
\[

$$
\begin{aligned}
& \left\|\left(\mathcal{L}_{\varepsilon}-\mathcal{L}-\varepsilon \mathcal{A}\right) h\right\|_{0} \leqslant D \varepsilon\|h\|_{1}, \quad \text { for all } h \in X_{1} \\
& \left\|\left(\mathcal{L}_{\varepsilon}-\mathcal{L}-\varepsilon \mathcal{A}\right) h\right\|_{1} \leqslant D \varepsilon\|h\|_{2}, \quad \text { for all } h \in X_{2} \\
& \left\|\left(\mathcal{L}_{\varepsilon}-\mathcal{L}-\varepsilon \mathcal{A}\right) h\right\|_{0} \leqslant D \varepsilon^{1+\alpha}\|h\|_{2}, \quad \text { for all } h \in X_{2},
\end{aligned}
$$
\]

for some $\alpha>0$ and each $h \in X_{2}$.
Remark C.5. The Hypothesis C. 2 are a bit different from the ones in Gouëzel and Liverani (2006). This is made in order to present a simplified proof.

Remark C.6. Note that the Hypothesis C. 2 imply Hypothesis C. 1 for $\mathcal{L}, \mathcal{L}_{\varepsilon}$ both with respect to the norms $\|\cdot\|_{0},\|\cdot\|_{1}$ and with respect to the norms $\|\cdot\|_{1},\|\cdot\|_{2}$.

We will need the following well known fact.
Problem C.7. Prove that for any $A, B \in L(X, X)$ and $z \notin \sigma(A) \cup \sigma(B)$ we have

$$
(z \mathbb{1}-A)^{-1}-(z \mathbb{1}-B)^{-1}=(z \mathbb{1}-A)^{-1}(A-B)(z \mathbb{1}-B)^{-1},
$$

which is called the resolvent identity.
Finally, let us define

$$
V_{\delta, r}(\mathcal{L}):=\left\{z \in \mathbb{C}| | z \mid \leqslant r \text { or } \operatorname{dist}\left(z, \sigma_{X_{1}}(\mathcal{L})\right) \leqslant \delta\right\}
$$

where $\sigma_{X}(\mathcal{L})$ is the spectrum of $\mathcal{L}$ seen as an operator in $L(X, X)$.
Remark C.8. Note that $\left[\sigma_{X_{2}}(\mathcal{L}) \cap\left\{|z| \geqslant \lambda_{\star}^{-1}\right\}\right] \subset\left[\sigma_{X_{1}}(\mathcal{L}) \cap\left\{|z| \geqslant \lambda_{\star}^{-1}\right\}\right]$ since by Theorem B. 14 this part of the spectrum belongs to the point spectrum. Accordingly, if $v \in \sigma_{X_{2}}(\mathcal{L}) \cap\left\{|z| \geqslant \lambda_{\star}^{-1}\right\}$, then there exists $h \in X_{2}$ such that $\mathcal{L} h=v h$ and hence $v \in \sigma_{X_{1}}(\mathcal{L})$.

We are then ready to provide the last result of this section.
Remark C.9. Theorem C. 10 says that $\left(z-\mathcal{L}_{\varepsilon}\right)^{-1}$, when seen as a function from $\mathbb{R}$ to $L\left(X_{2}, X_{0}\right)$ is differentiable at zero. But then also the eigenprojectors $\Pi_{\varepsilon}$ defined in Equation (C.0.6) are differentiable and so is $\Pi_{\varepsilon} \mathcal{L}_{\varepsilon}$. In particular, if the projector $\Pi_{\varepsilon}$ is associated with a simple eigenvalue $\nu_{\varepsilon}$, and hence has the form $\Pi_{\varepsilon}=\ell_{\varepsilon} \otimes h_{\varepsilon}$, then $\Pi_{\varepsilon} \mathcal{L}_{\varepsilon}=v_{\varepsilon} \Pi_{\varepsilon}$. It follows that $v_{\varepsilon}$ is differentiable and $\varepsilon \rightarrow h_{\varepsilon}$ is differentiable as a function from $\mathbb{R}$ to $X_{0}$.

Theorem C.10. Consider a family of operators $\mathcal{L}_{\varepsilon}: X_{0} \rightarrow X_{0}$ satisfying Hypothesis C.2. Let $r>\lambda_{\star}^{-1}$ and $\delta>0$. If $\varepsilon \leqslant \varepsilon_{2}(\mathcal{L}, r, \delta)$, then $\sigma_{X_{1}}\left(\mathcal{L}_{\varepsilon}\right) \subset V_{\delta, r}(\mathcal{L})$ and $\sigma_{X_{2}}\left(\mathcal{L}_{\varepsilon}\right) \subset V_{\delta, r}(\mathcal{L})$. Moreover, there exists $\eta>0$ such that, for all $z \notin V_{\delta, r}(\mathcal{L})$ and $h \in X_{2}$,

$$
\left\|\left[R(z)-R_{\varepsilon}(z)-\varepsilon R(z) \mathcal{A} R(z)\right] h\right\|_{0} \leqslant C_{\delta} \varepsilon^{1+\eta}\|h\|_{2}
$$

Proof. The fact that $\sigma_{X_{i}}\left(\mathcal{L}_{\varepsilon}\right) \subset V_{\delta, r}(\mathcal{L})$ follows from Theorem C. 1 and Remark C.8.
Let $\mathcal{Q}_{\varepsilon}=\mathcal{L}_{\varepsilon}-\mathcal{L}-\varepsilon \mathcal{A}$ and, as before $R(z)=(z \mathbb{1}-\mathcal{L})^{-1}$ and $R_{\varepsilon}(z)=$ $\left(z \mathbb{1}-\mathcal{L}_{\varepsilon}\right)^{-1}$. By Problem C. 7 we can write

$$
R_{\varepsilon}(z)-R(z)=R_{\varepsilon}(z)\left(\mathcal{L}_{\varepsilon}-\mathcal{L}\right) R(z)
$$

Thus if we define $\Xi=R_{\varepsilon}(z) \mathcal{A} R(z)$, we have that

$$
\left\|\left(R_{\varepsilon}(z)-R(z)-\varepsilon \Xi\right) h\right\|_{0}=\left\|R_{\varepsilon}(z) \mathcal{Q}_{\varepsilon} R(z) h\right\|_{0}
$$

Arguing as in Equation (C.0.5), recalling Remark C. 6 and the second inequality of Theorem C.1, we can show that there exists $C_{r, \delta}>0$ such that for all $g \in X_{1}$,

$$
\left.\left\|R_{\varepsilon}(z) g\right\|_{0} \leqslant C_{\delta, r}\left[r^{-m}\|g\|_{0}+\left(r \lambda_{*}\right)^{-m}\|g\|_{1}\right)\right] .
$$

Accordingly, using Hypothesis C.2-(2) and recalling $\sigma_{X_{2}}(\mathcal{L}) \subset V_{\delta, r}(\mathcal{L})$, we have, for each $h \in X_{2}$,

$$
\begin{aligned}
\left\|\left(R_{\varepsilon}(z)-R(z)-\varepsilon \Xi\right) h\right\|_{0} & \left.\leqslant C_{\delta, r}\left[r^{-m}\left\|\mathcal{Q}_{\varepsilon} R(z) h\right\|_{0}+\left(r \lambda_{\star}\right)^{-m}\left\|\mathcal{Q}_{\varepsilon} R(z) h\right\|_{1}\right)\right] \\
& \left.\leqslant C_{\delta, r} D\left[r^{-m} \varepsilon^{1+\alpha}+\left(r \lambda_{\star}\right)^{-m} \varepsilon\right)\right]\|R(z) h\|_{2} \\
& \left.\leqslant C_{\delta, r}^{\prime}\left[r^{-m} \varepsilon^{1+\alpha}+\left(r \lambda_{\star}\right)^{-m} \varepsilon\right)\right]\|h\|_{2}
\end{aligned}
$$

for some constant $C_{\delta, r}^{\prime}$. Choosing $m$ so that $\varepsilon^{\alpha}=\lambda_{\star}^{-m}$, the above implies that, setting $\eta_{0}=\alpha\left(1-\frac{\ln r^{-1}}{\ln \lambda}\right)>0$, we have

$$
\left\|\left(R_{\varepsilon}(z)-R(z)-\varepsilon \Xi\right) h\right\|_{0} \leqslant C_{\delta} \varepsilon^{1+\eta_{0}}\|h\|_{2}
$$

On the other hand, Theorem C. 1 implies

$$
\begin{aligned}
\left\|\left[R_{\varepsilon}(z) \mathcal{A} R(z)-R(z) \mathcal{A} R(z)\right] h\right\|_{0} & \leqslant C_{\delta} \varepsilon^{a}\|\mathcal{A} R(z) h\|_{1} \\
& \leqslant C_{\delta} \varepsilon^{a}\|R(z) h\|_{2} \leqslant C_{\delta}^{\prime} \varepsilon^{a}\|h\|_{2}
\end{aligned}
$$

Which concludes the proof with $\eta=\min \left\{\eta_{0}, a\right\}$.

## Hilbert metric and Birkhoff theorem

In this section we will see that the Banach fixed point theorem can produce unexpected results if used with respect to an appropriate metric: a projective metric.

As already remarked projective metrics are widely used in geometry, and have imprtant generalizations (e.g. Kobayashi metrics) for the study of complex manifolds, see Isaev and Krantz (2000a).
Here we limit ourselves to a few words on the Hilbert metric, an important tool in hyperbolic geometry. For more details on Hilbert metrics see Birkhoff (1979), and Nussbaum (1988) for an overview of the field.

## D. 1 Projective metrics

Let $C \subset \mathbb{R}^{n}$ be a strictly convex compact set. For each pair of points $x, y \in C$ consider the line $\ell=\{\lambda x+(1-\lambda y) \mid \lambda \in \mathbb{R}\}$ passing through $x$ and $y$. Let $\{u, v\}=\partial C \cap \ell$ and define ${ }^{1}$

$$
\begin{equation*}
\Theta(x, y)=\left|\ln \frac{\|x-u\|\|y-v\|}{\|x-v\|\|y-u\|}\right| \tag{D.1.1}
\end{equation*}
$$

[^68](the logarithm of the cross ratio).

## Problem D.1. Prove that $\Theta$ defines a metric.

Note that the distance from an inner point to the boundary is always infinite. One can also check that if the convex set is a disc then the disc with the Hilbert metric is nothing other than the Poincaré disc. This points to the connection with complex geometry that, however, we will not explore further.

The objects that we will use in our subsequent discussion are not convex sets but rather convex cones, yet their projectivization is a convex set and one can define the Hilbert metric on it (whereby obtaining a semi-metric for the original cone). It turns out that there exists a more algebraic way of defining such a metric, which is easier to use in our context. Moreover, there exists a simple connection between vector spaces with a convex cone and vector lattices (in a vector lattice one can always consider the positive cone). This justifies the next digression into lattice theory. ${ }^{2}$

Consider a topological vector space $\mathbb{V}$ with a partial ordering " $\leq$," that is a vector lattice. ${ }^{3}$ We require the partial order to be "continuous," i.e. given $\left\{f_{n}\right\} \in \mathbb{V}$ $\lim _{n \rightarrow \infty} f_{n}=f$, if $f_{n} \succeq g$ for each $n$, then $f \succeq g$. We call such vector lattices "integrally closed." ${ }^{4}$

We define the closed convex cone ${ }^{5} \mathcal{C}=\{f \in \mathbb{V} \mid f \neq 0, f \succeq 0\}$ (hereafter, the term "closed cone" $\mathcal{C}$ will mean that $\mathcal{C} \cup\{0\}$ is closed), and the equivalence relation " $\sim$ ": $f \sim g$ iff there exists $\lambda \in \mathbb{R}_{\widetilde{\sim}}^{+} \backslash\{0\}$ such that $f=\lambda g$. If we call $\widetilde{\mathcal{C}}$ the quotient of $\mathcal{C}$ with respect to $\sim$, then $\widetilde{\mathcal{C}}$ is a closed convex set. Conversely, given a closed convex cone $\mathcal{C} \subset \mathbb{V}$, enjoying the property $\mathcal{C} \cap-\mathcal{C}=\emptyset$, we can define an order relation by

$$
f \preceq g \Longleftrightarrow g-f \in \mathcal{C} \cup\{0\} .
$$

Henceforth, each time that we specify a convex cone we will assume the corresponding order relation and vice versa. The reader must therefore be advised that

[^69]" $\preceq$ " will mean different things in different contexts.
It is then possible to define a projective metric $\Theta$ (Hilbert metric), ${ }^{6}$ in $\mathcal{C}$, by the construction:
\[

$$
\begin{align*}
& \alpha(f, g)=\sup \left\{\lambda \in \mathbb{R}^{+} \mid \lambda f \preceq g\right\} \\
& \beta(f, g)=\inf \left\{\mu \in \mathbb{R}^{+} \mid g \preceq \mu f\right\}  \tag{D.1.2}\\
& \Theta(f, g)=\log \left[\frac{\beta(f, g)}{\alpha(f, g)}\right]
\end{align*}
$$
\]

where we take $\alpha=0$ and $\beta=\infty$ if the corresponding sets are empty.
The relevance of the above metric in our context is due to the following Theorem by Garrett Birkhoff.

Theorem D.2. Let $\mathbb{V}_{1}$, and $\mathbb{V}_{2}$ be two integrally closed real vector lattices, ${ }^{7} \mathcal{L}$ : $\mathbb{V}_{1} \rightarrow \mathbb{V}_{2}$ a linear map such that $\mathcal{L}\left(\mathcal{C}_{1}\right) \subset \mathcal{C}_{2}$, for two closed convex cones $\mathcal{C}_{1} \subset$ $\mathbb{V}_{1}$ and $\mathcal{C}_{2} \subset \mathbb{V}_{2}$ with $\mathcal{C}_{i} \cap-\mathcal{C}_{i}=\emptyset$. Let $\Theta_{i}$ be the Hilbert metric corresponding to the cone $\mathcal{C}_{i}$. Setting $\Delta=\sup _{f, g \in T\left(\mathcal{C}_{1}\right)} \Theta_{2}(f, g)$ we have

$$
\Theta_{2}(\mathcal{L} f, \mathcal{L} g) \leqslant \tanh \left(\frac{\Delta}{4}\right) \Theta_{1}(f, g) \quad \forall f, g \in \mathcal{C}_{1}
$$

$(\tanh (\infty) \equiv 1)$.
Proof. The proof is provided for the reader's convenience.
Let $f, g \in \mathcal{C}_{1}$. On the one hand if $\alpha=0$ or $\beta=\infty$, then the inequality is obviously satisfied. On the other hand, if $\alpha \neq 0$ and $\beta \neq \infty$, then

$$
\Theta_{1}(f, g)=\ln \frac{\beta}{\alpha}
$$

where $\alpha f \preceq g$ and $\beta f \succeq g$, since $\mathbb{V}_{1}$ is integrally closed. Notice that $\alpha \geqslant 0$, and $\beta \geqslant 0$ since $f \succeq 0, g \succeq 0$. If $\Delta=\infty$, then the result follows from $\alpha \mathcal{L} f \preceq \mathcal{L} g$ and $\beta \mathcal{L} f \succeq \mathcal{L} g$. If $\Delta<\infty$, then, by hypothesis,

$$
\Theta_{2}(\mathcal{L}(g-\alpha f), \mathcal{L}(\beta f-g)) \leqslant \Delta
$$

[^70]which means that there exist $\lambda, \mu \geqslant 0$ such that
\[

$$
\begin{aligned}
\lambda \mathcal{L}(g-\alpha f) & \preceq \mathcal{L}(\beta f-g) \\
\mu \mathcal{L}(g-\alpha f) & \succeq \mathcal{L}(\beta f-g)
\end{aligned}
$$
\]

with $\ln \frac{\mu}{\lambda} \leqslant \Delta$. The previous inequalities imply

$$
\begin{aligned}
\frac{\beta+\lambda \alpha}{1+\lambda} \mathcal{L} f & \succeq \mathcal{L} g \\
\frac{\mu \alpha+\beta}{1+\mu} \mathcal{L} f & \leq \mathcal{L} g
\end{aligned}
$$

Accordingly,

$$
\begin{aligned}
\Theta_{2}(\mathcal{L} f, \mathcal{L} g) & \leqslant \ln \frac{(\beta+\lambda \alpha)(1+\mu)}{(1+\lambda)(\mu \alpha+\beta)}=\ln \frac{e^{\Theta_{1}(f, g)}+\lambda}{e^{\Theta_{1}(f, g)}+\mu}-\ln \frac{1+\lambda}{1+\mu} \\
& =\int_{0}^{\Theta_{1}(f, g)} \frac{(\mu-\lambda) e^{\xi}}{\left(e^{\xi}+\lambda\right)\left(e^{\xi}+\mu\right)} d \xi \leqslant \Theta_{1}(f, g) \frac{1-\frac{\lambda}{\mu}}{\left(1+\sqrt{\frac{\lambda}{\mu}}\right)^{2}} \\
& \leqslant \tanh \left(\frac{\Delta}{4}\right) \Theta_{1}(f, g)
\end{aligned}
$$

Remark D.3. If $\mathcal{L}\left(\mathcal{C}_{1}\right) \subset \mathcal{C}_{2}$, then it follows that $\Theta_{2}(\mathcal{L} f, \mathcal{L} g) \leqslant \Theta_{1}(f, g)$. However, a uniform rate of contraction depends on the diameter of the image being finite.

In particular, if an operator maps a convex cone strictly inside itself (in the sense that the diameter of the image is finite), then it is a contraction in the Hilbert metric. This implies the existence of a "positive" eigenfunction (provided the cone is complete with respect to the Hilbert metric), and, with some additional work, the existence of a gap in the spectrum of $\mathcal{L}$ (see Birkhoff (1979) for details). The relevance of this theorem for the study of invariant measures and their ergodic properties is obvious.

It is natural to wonder about the relation of the Hilbert metric compared to other, more usual, metrics and the connection with spectral theory. While, in general, the answer depends on the cone, it is nevertheless possible to state an interesting result.

## D. 2 Hilbert Metric and spectral theory

We start with the relation between the Hilbert metric and norms. The following is Liverani, Saussol, and Vaienti (1998, Lemma 2.2).

Lemma D.4. Let $\|\cdot\|$ be a semi-norm on the vector lattice $\mathbb{V}$, and suppose that, for each $f, g \in \mathbb{V}$,

$$
-f \preceq g \preceq f \Longrightarrow\|f\| \geqslant\|g\|
$$

Let $\mathcal{C} \subset \mathbb{V}$ and suppose $\rho: \mathcal{C} \rightarrow \mathbb{R}_{\geqslant 0}$ is a homogeneous and order preserving function, i.e.

$$
\begin{array}{rl}
\forall f \in \mathcal{C}, \forall \lambda \in \mathbb{R}^{+} & \rho(f)=\lambda f \\
\forall f, g \in \mathcal{C} & f \preceq g \Longrightarrow \rho(f) \leqslant \rho(g)
\end{array}
$$

Then, for all $f, g \in \mathcal{C}$ with $\rho(f)=\rho(g)>0$,

$$
\|f-g\| \leqslant\left(e^{\Theta(f, g)}-1\right) \min \{\|f\|,\|g\|\} .
$$

Proof. We know that $\Theta(f, g)=\ln \frac{\beta}{\alpha}$, where $\alpha f \preceq g, \beta f \succeq g$. Since $\rho$ is order preserving, this implies $\alpha \rho(f) \leqslant \rho(g) \leqslant \beta \rho(f)$. Since $\rho(f)>0$, this implies $\alpha \leqslant 1 \leqslant \beta$. Hence,

$$
\begin{aligned}
& g-f \preceq(\beta-1) f \preceq(\beta-\alpha) f \\
& g-f \succeq(\alpha-1) f \succeq-(\beta-\alpha) f
\end{aligned}
$$

which implies

$$
\|g-f\| \leqslant(\beta-\alpha)\|f\| \leqslant \frac{\beta-\alpha}{\alpha}\|f\|=\left(e^{\Theta(f, g)}-1\right)\|f\|
$$

Reversing the roles of $f$ and $g$ completes the proof.
It is possible to take $\rho=\|\cdot\|$ in the above lemma since by assumption, the semi-norm is order preserving. Yet it is convenient in many applications to be able to separate the two. See Appendix D. 3 for one such application.

Many normed vector lattices satisfy the hypothesis of Lemma D. 4 (e.g. Banach lattices ${ }^{8}$ ). In particular, it is often possible to construct a standard norm with the wanted properties.

[^71]We say that $\mathbb{V}$ is Archimedean if there exists $\mathbb{e} \in \mathcal{C}$ such that, for all $f \in \mathcal{C}$ there exists $\lambda \in \mathbb{R}: f \leq \lambda \mathrm{e}$. For each $f \in \mathbb{V}$ we define

$$
\begin{equation*}
\|f\|_{\star}=\inf \{\lambda:-\lambda \mathbb{e} \preceq f \preceq \lambda \mathbb{e}\} . \tag{D.2.1}
\end{equation*}
$$

Lemma D.5. The function $\|\cdot\|_{\star}$ is an order preserving norm, that is: $-g \preceq f \preceq g$ implies $\|f\|_{\star} \leqslant\|g\|_{\star}$. Moreover, $\left(\mathbb{V},\|\cdot\|_{\star}, \preceq\right)$ is an integrally closed vector lattice.

Proof. To start with, note that if $\|f\|_{\star}=0$, then there exists $\lambda_{n} \rightarrow 0$ such that $-\lambda_{n} \mathrm{e} \preceq f \preceq \lambda_{n} \mathrm{e}$. It follows that $\lambda_{n} \mathrm{e}-f \in \mathcal{C}$ and $\lambda_{n} \mathrm{e}+f \in \mathcal{C}$, hence $f,-f \in \mathcal{C} \cup\{0\}$, and thus $f=0$ (since $\mathcal{C} \cap-\mathcal{C}=\emptyset$ by assumption).

Since $f \preceq g$ is equivalent to $v f \preceq v g$, for $v \in \mathbb{R}_{+}$, it follows immediately that $\|v f\|_{\star}=v\|f\|_{\star}$.

Let $f, g \in \mathbb{V}$, then for each $\varepsilon>0$ there exist $a, b$ with $a \leqslant \varepsilon+\|f\|_{\star}$, $b \leqslant \varepsilon+\|g\|_{\star}$, such that $-a \mathbb{e} \preceq f \preceq a \mathbb{e}$ and $-b \mathbb{e} \preceq g \preceq b e$. Then
$-\left(\|f\|_{\star}+\|g\|_{\star}+2 \varepsilon\right) \mathbb{e} \preceq-(a+b) \mathbb{e} \preceq f+g \preceq(a+b) \mathbb{e} \leqslant\left(\|f\|_{\star}+\|g\|_{\star}+2 \varepsilon\right) \mathbb{e}$
implies the triangle inequality by the arbitrariness of $\varepsilon$. We have thus proven that $\|\cdot\|_{\star}$ is a norm.

Next, suppose that $-g \preceq f \preceq g$, then

$$
-\|g\|_{\star} \mathbb{E} \preceq-g \preceq f \preceq g \preceq\|g\|_{\star} \mathbb{E}
$$

which implies $\|f\|_{\star} \leqslant\|g\|_{\star}$. Hence, the norm is order preserving.
To conclude, let us prove that $\mathbb{V}$ is integrally closed. Assume that $\left\{f_{n}\right\}$ converges to $f$ in the $\|\cdot\|_{\star}$ topology, and $f_{n} \succeq g$ for all $n \in \mathbb{N}$. Then there exists a sequence $\alpha_{n} \rightarrow 0$ such that $-\alpha_{n} \mathbb{E} \preceq f-f_{n} \preceq \alpha_{n} \mathrm{e}$. Hence, $f-g+\alpha_{n} \mathbb{セ} \succeq$ $f_{n}-g \succeq 0$ and since the cone is closed it follows that $f-g \succeq 0$.

Remark D.6. Note that we can always complete $\mathbb{V}$ with respect to the norm $\|\cdot\|_{\star}$, whereby obtaining a Banach space. From now on we thus assume that $\left(\mathbb{V},\|\cdot\|_{\star}\right)$ is a Banach space .

Among the order preserving norms, the norm $\|\cdot\|_{\star}$ enjoys a special status, as is illustrated by the next lemma.

Lemma D.7. If the norm $\|\cdot\|$, on $\mathbb{V}$, is order preserving, then there exists a constant $C>0$ such that, for all $f \in \mathbb{V}$, we have $\|f\| \leqslant C\|f\|_{\star}$.

Proof. By definition we have $-\|f\|_{\star} \mathbb{巴} \preceq f \preceq\|f\|_{\star}$ e. By the order preserving property of the norm it follows that

$$
\|f\| \leqslant\| \| f\left\|_{\star}\right\|=\|f\|_{\star}\|\mathbb{e}\| .
$$

Our last result allows us to link our cone language to spectral theory. In particular we show that a strict cone contraction implies a spectral gap for the operator acting on a Banach space equipped with an order preserving norm.

Theorem D.8. Let $\mathcal{L}: \mathbb{V} \rightarrow \mathbb{V}$ be order preserving, let $\|\cdot\|$ be an order preserving norm, and assume

$$
\Delta=\sup _{f, g \in \mathcal{C}} \Theta(\mathcal{L} f, \mathcal{L} g)<\infty,
$$

then, setting $v=\rho(\mathcal{L}),{ }^{9} \chi:=\tanh \left(\frac{\Delta}{4}\right), h \in \mathbb{V}$ and $\ell \in \mathbb{V}^{*}$ such that $\mathcal{L}(f)=$ $v h \ell(f)+Q f$ where $\ell(h)=1, Q h=0, \ell(Q f)=0$, for all $f \in \mathbb{V}$, and $\left\|Q^{n}\right\| \leqslant \chi^{n-1} v^{n} \Delta$.

Proof. Since $\mathcal{L}$ is order preserving, for each $f \in \mathbb{V},-\|f\| \mathcal{L} \mathbb{e} \leq \mathcal{L} f \leq\|f\| \mathcal{L} \mathrm{e}$. Hence, $\|\mathcal{L} f\| \leqslant\|\mathcal{L} \mathbb{e}\|\|f\|$, that is, $\mathcal{L}$ is bounded. Accordingly, Theorem D. 2 implies that, for each $f, g \in \mathcal{C}$,

$$
\begin{equation*}
\Theta(\mathcal{L} f, \mathcal{L} g) \leqslant \tanh \left(\frac{\Delta}{4}\right) \Theta(f, g)=: \chi \Theta(f, g), \tag{D.2.2}
\end{equation*}
$$

and note that $\chi<1$ since $\Delta<\infty$. For $f, g \in \mathcal{C}$, let $\eta_{n}(f)=\left\|\mathcal{L}^{n} f\right\|^{-1} \mathcal{L}^{n} f$. Then Lemma D. 4 implies, for all $n>m>0$,

$$
\begin{aligned}
& \left\|\eta_{n}(f)-\eta_{m}(f)\right\| \leqslant\left[e^{\Theta\left(\mathcal{L}^{n} f, \mathcal{L}^{m} f\right)}-1\right] \leqslant\left[e^{\chi^{m-1} \Delta}-1\right] \\
& \left\|\eta_{n}(f)-\eta_{n}(g)\right\| \leqslant\left[e^{\Theta\left(\mathcal{L}^{n} f, \mathcal{L}^{n} g\right)}-1\right] \leqslant\left[e^{x^{m-1} \Delta}-1\right] .
\end{aligned}
$$

It follows that $\eta_{n}(f)$ is a Cauchy sequence, and its limit $h(f)=: h$ does not depend on $f$. Moreover,

$$
\mathcal{L} \eta_{n}(f)=\frac{\left\|\mathcal{L}^{n+1} f\right\|}{\left\|\mathcal{L}^{n} f\right\|} \eta_{n}(\mathcal{L} f) .
$$

[^72]Since $\frac{\left\|\mathcal{L}^{n+1} f\right\|}{\left\|\mathcal{L}^{n} f\right\|} \leqslant\|\mathcal{L}\|$, we can choose a subsequence $n_{j}$ such that

$$
\lim _{j \rightarrow \infty} \frac{\left\|\mathcal{L}^{n_{j}+1} f\right\|}{\left\|\mathcal{L}^{n_{j}} f\right\|}=v
$$

for some $v>0$. Then,

$$
\mathcal{L} h=\lim _{j \rightarrow \infty} \mathcal{L} \eta_{n_{j}}(f)=\lim _{j \rightarrow \infty} \frac{\left\|\mathcal{L}^{n_{j}+1} f\right\|}{\left\|\mathcal{L}^{n_{j}} f\right\|} \eta_{n_{j}}(\mathcal{L} f)=v h
$$

Since by construction $\|h\|=1$, then $v=\|\mathcal{L} h\|$.
Since the cone is closed, $h \in \mathcal{C}$. Thus, $h \in \mathcal{L C} \subset \operatorname{int}(\mathcal{C})$. Hence, for each $f \in \mathbb{V}$, there exists $\mu>0$ such that $-\mu\|f\| h \preceq f \preceq \mu\|f\| h$. Thus, since the norm is order preserving, $\left\|\mathcal{L}^{n} f\right\| \leqslant \mu\|f\|\left\|\mathcal{L}^{n} h\right\| \leqslant \mu\|f\| \nu^{n}$. For each, $f \in \mathcal{C}$ let

$$
\ell_{0}(f)=\limsup _{n \rightarrow \infty} v^{-n}\left\|\mathcal{L}^{n} f\right\|
$$

Note that $\ell_{0}$ is bounded, homogeneous of degree one and order preserving, moreover it satisfies the triangle inequality, hence it is a seminorm. Since $\ell_{0}(h)=1$ and $\ell_{0}\left(v^{-m} \mathcal{L}^{m} f\right)=\ell_{0}(f)$ we can apply Lemma D. 4 to $f$ and $\ell_{0}(f) h$ and obtain

$$
\begin{align*}
\left\|\mathcal{L}^{n}\left(f-\ell_{0}(f) h\right)\right\| & =\left\|\mathcal{L}^{n} f-\mathcal{L}^{n} h \ell_{0}(f)\right\| \leqslant C \Theta\left(\mathcal{L}^{n} f, \mathcal{L}^{n} h\right) v^{n} \\
& \leqslant \chi^{n-1} v^{n} \Delta \tag{D.2.3}
\end{align*}
$$

On the other hand, for each $f \in \mathcal{C}$ and $t^{-1} \geqslant\|f\|$, we have

$$
\begin{aligned}
\left\|\mathcal{L}^{n} f-t^{-1}\left\{\ell_{0}(\mathbb{E}+t f)-\ell_{0}(\mathbb{E})\right\} h\right\| \leqslant & t^{-1}\left\{\left\|\mathcal{L}^{n}(\mathbb{e}+t f)-\ell_{0}(\mathbb{E}+t f) h\right\|\right. \\
& \left.+\left\|\mathcal{L}^{n} \mathbb{E}-\ell_{0}(\mathbb{e}) h\right\|\right\} \\
\leqslant & 2 t^{-1} \chi^{n-1} \nu^{n} \Delta .
\end{aligned}
$$

Hence, if $f \in \operatorname{int}(\mathcal{C})$, we have

$$
\ell_{0}(f)=\ell_{0}(\|f\| \mathbb{e}+f)-\ell_{0}(\|f\| \mathbb{e})=\ell_{0}(t \mathbb{e}+f)-\ell_{0}(t \mathbb{E})
$$

for all $t \geqslant\|f\|$ We can then define, for all $f \in \mathbb{V}$,

$$
\ell(f):=\ell_{0}(\|f\| \mathbb{C}+f)-\ell_{0}(\|f\| \mathbb{C})
$$

Note that equation (D.2.3) implies

$$
\begin{aligned}
0= & \lim _{n \rightarrow \infty}\left\|\nu^{-n} \mathcal{L}^{n}(f+g+[\|f\|+\|g\|] \mathbb{e})-v^{-n} \mathcal{L}^{n}(f+\|f\| \mathbb{E})-v^{-n} \mathcal{L}^{n}(g+\|g\| \mathbb{E})\right\| \\
& =\left\|\left\{\ell_{0}(f+g+[\|f\|+\|g\|] \mathbb{e})-\ell_{0}(f+\|f\| \mathbb{e})-\ell_{0}(f+\|f\| \mathbb{e})\right\} h\right\| .
\end{aligned}
$$

Since $\ell_{0}(f+g+[\|f\|+\|g\|] \mathbb{E})-\ell_{0}([\|f\|+\|g\|] \mathbb{E})=\ell_{0}(f+g+\|f+g\| \mathbb{E})-$ $\ell_{0}(\|f+g\| \mathbb{C})$ the above implies that $\ell$ is linear. Hence, we have that $\ell \in \mathbb{V}^{*}$ and the Theorem. By equation (D.2.3) it follows that $v$ is a simple eigenvalue, that it equals the spectral radius, and the spectral decomposition claimed by the Lemma follows from spectral theory, see Appendix A.3.

## D. 3 A simple application: Perron-Frobenius

Consider a matrix $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ of all strictly positive elements: $L_{i j} \geqslant \gamma>$ 0 . The Perron-Frobenius theorem states that there exists a unique eigenvector $v^{+}$such that $v_{i}^{+}>0$, and in addition the corresponding eigenvalue $v$ is simple, maximal and positive. There quite a few proofs of this theorem. A possible one is based on Birkhoff's theorem. Consider the cone $\mathcal{C}^{+}=\left\{v \in \mathbb{R}^{2} \mid v_{i} \geqslant 0\right\}$. Then obviously $L \mathcal{C}^{+} \subset \mathcal{C}^{+}$.

Problem D.9. Show that

$$
\begin{equation*}
\Theta(v, w)=\ln \sup _{i j} \frac{v_{i} w_{j}}{v_{j} w_{i}} \tag{D.3.1}
\end{equation*}
$$

where $\Theta$ is defined as in (D.1.2).
Then, setting $M=\max _{i j} L_{i j}$, it follows that

$$
\begin{equation*}
\Theta(L v, L w) \leqslant 2 \ln \frac{M}{\gamma}:=\Delta<\infty \tag{D.3.2}
\end{equation*}
$$

We have then a finite diameter in the Hilbert metric and we can apply the theory previously described.

Theorem D. 10 (Perron-Frobenius). The matrix L has a simple maximal eigenvalue $v \in\left[\min _{j} \sum_{i} A_{i j}, \max _{j} \sum_{i} A_{i j}\right]$, which equals the spectral radius of $L$, and the associated eigenvector has positive entries. In addition, the other eigenvalues of $L$ have size, at most, $v \cdot \frac{M-\gamma}{M+\gamma}<\nu$.

Proof. Remark that by Equation (D.3.2), $\chi=\tanh \left(\frac{\Delta}{4}\right)=\frac{M-\gamma}{M+\gamma}$. Thus the theorem follows directly from Theorem D.8, apart from the estimate of $\nu$. To see that, let $v^{+}$be the corresponding eigenvalue and normalize it so that $\sum_{i} v_{i}^{+}=1$. Then

$$
v=v \sum_{i} v_{i}^{+}=\sum_{i, j} A_{i, j} v_{j}^{+} \geqslant\left[\min _{j} \sum_{i} A_{i j}\right] \sum_{j} v_{j}^{+}=\left[\min _{j} \sum_{i} A_{i j}\right] .
$$

The upper bound follows similarly.
Remark D.11. Note that an explicit estimate of the size of the gap (which is larger than $\frac{2 \gamma v}{M+\gamma}$ ) is not usually part of the Perron-Frobenius theorem. In this respect, it may be possible to obtain better bounds on the gap by choosing more sophisticated cones, especially in the presence of more information on the structure of the matrix $L$.

## Solutions to the problems

Here we provide hints to solving the problems found in the text. We provide some details only for the non trivial ones.

## E. 1 Problems in Chapter 1

(1.6) Differentiate further Equation (1.2.1) and argue exactly as in the proof of Equation (1.2.2).
(1.7) For each $\alpha>\lambda_{\star}^{-1}$ we prove that the essential spectral radius, when acting on $\mathcal{C}^{p}$, is smaller than $\alpha^{p}$, the result follows by the arbitrariness of $\alpha$. Let us start with $\mathcal{C}^{0}$ : there exist a constant $C_{\star}>0$ such that

$$
\left\|\mathcal{L}^{n} h\right\|_{\mathcal{C}^{0}} \leqslant\|h\|_{\mathcal{C}^{0}}\left\|\mathcal{L}^{n} 1\right\|_{\mathcal{C}^{0}} \leqslant\|h\|_{\mathcal{C}^{0}}\left\|\mathcal{L}^{n} 1\right\|_{W^{1,1}} \leqslant C_{\star}\|h\|_{\mathcal{C}^{0}}
$$

where we have used Equation (1.2.2). Then, by Equation (1.2.1) applied to $f^{m}$,

$$
\left\|\mathcal{L}^{m} h\right\|_{\mathcal{C}^{1}} \leqslant \lambda_{\star}^{-m}\left\|\mathcal{L}^{m} h\right\|_{\mathcal{C}^{1}}+C_{m}\|h\|_{\mathcal{C}^{0}} \leqslant C_{\star} \lambda_{\star}^{-m}\|h\|_{\mathcal{C}^{1}} .+C_{m}\|h\|_{\mathcal{C}^{0}}
$$

Next, choose $m \in \mathbb{N}$ such that $C_{\star} \lambda_{\star}^{-m} \leqslant \alpha^{m}$. We can then iterate (writing $n=k m+s, s<m)$ and obtain

$$
\left\|\mathcal{L}^{n} h\right\|_{\mathcal{C}^{1}} \leqslant C_{\#} \alpha^{-n}\|h\|_{\mathcal{C}^{1}}+C_{\#}\|h\|_{\mathcal{C}^{0}} .
$$

The result then follows from Theorem 1.1 since the unit ball in $\mathcal{C}^{1}$ is compact in $\mathcal{C}^{0}$ (by Ascoli-Arzelà). The result with $p>1$ is more of the same using a derivative of Equation (1.2.1).
(1.8) Note that, for each $h \in L^{1}, \int h=\int \mathcal{L}^{n} h=\lim _{n \rightarrow \infty} \int \mathcal{L}^{n} h=\int h_{*} \int h$. Thus $\int h_{*}=1$. Also,

$$
\mathcal{L} h_{*}=\lim _{h \rightarrow \infty} \mathcal{L}^{n+1} 1=\lim _{h \rightarrow \infty} \mathcal{L}^{n} 1=h_{*}
$$

It follows that, for all $\varphi \in \mathcal{C}^{0}$,

$$
\int \varphi \circ f h_{*}=\int \varphi \mathcal{L} h_{*}=\int \varphi h_{*}
$$

thus $d \mu:=h_{*} d x$ is an invariant measure. By Birkhoff's ergodic theorem the limit of $\frac{1}{n} \sum_{k=0}^{n-1} \varphi \circ f^{k}(x)$ exists for $\mu$ almost all $x$. Thus, since $h_{*}>$ 0 , it exists Lebesgue almost surely. Let $\varphi_{+}$be the limit. Then $\varphi_{+}$is an invariant function, hence for each interval $I \subset \mathbb{R}$ the set $A_{I}=\{x \in \mathbb{T}:$ : $\left.\varphi_{+}(x) \in I\right\}$ is Lebesgue almost surely invariant which implies $\mathbb{1}_{A_{I}} \circ f=$ $\mathbb{1}_{A_{I}}$ Lebesgue almost surely. Hence

$$
\begin{aligned}
\int \varphi \circ f \mathbb{1}_{A_{I}} h_{*} & =\int \varphi \mathcal{L}\left(\mathbb{1}_{A_{I}} h_{*}\right)=\int \varphi \mathcal{L}\left(\mathbb{1}_{A_{I}} \circ f h_{*}\right) \\
& =\int \varphi \mathbb{1}_{A_{I}} \mathcal{L}\left(h_{*}\right)=\int \varphi \mathbb{1}_{A_{I}} h_{*} .
\end{aligned}
$$

This implies that also $\mathbb{1}_{A_{I}} h_{*} d x$ is an invariant measure, but then

$$
\mathbb{1}_{A_{I}} h_{*}=\mathcal{L}^{n} \mathbb{1}_{A_{I}} h_{*}=\lim _{n \rightarrow \infty} \mathcal{L}^{n} \mathbb{1}_{A_{I}} h_{*}=h_{*} \int \mathbb{1}_{A_{I}} h_{*}=h_{*} \int_{A_{I}} h_{*}
$$

which means that $\mu\left(A_{I}\right) \in\{0,1\}$. Accordingly, $\varphi_{+}$is almost surely constant which implies $\varphi_{+}=\int \varphi h_{*}$ which is the wanted claim.
(1.4) Let $j \in \mathcal{C}^{\infty}\left(\mathbb{R}, \mathbb{R}_{+}\right)$such that supp $j \subset[-1,1]$ and $\int_{\mathbb{R}} j=1$. Next, define $j_{\varepsilon}(x)=\varepsilon^{-1} j\left(\varepsilon^{-1} x\right)$ (this is called a mollifier). Note that if $h \in \mathcal{C}^{\alpha}(\mathbb{T}, \mathbb{C})$, then

$$
\begin{aligned}
\left|h(x)-\int_{\mathbb{T}} j_{\varepsilon}(x-y) h(y) d y\right| & \leqslant\left|\int_{\mathbb{T}} j_{\varepsilon}(x-y)(h(x)-h(y)) d y\right| \\
& \leqslant C_{\#} \varepsilon^{\alpha} \int_{\mathbb{T}} j_{\varepsilon}(x-y) d y=C_{\#} \varepsilon^{\alpha}
\end{aligned}
$$

While

$$
\begin{aligned}
\int_{\mathbb{T}}\left|\int_{\mathbb{T}} j_{\varepsilon}(x-y) h(y) d y\right| d x \leqslant & \|h\|_{\mathcal{C}^{\alpha}} \\
\int_{\mathbb{T}}\left|\frac{d}{d x} \int_{\mathbb{T}} j_{\varepsilon}(x-y) h(y) d y\right| d x & =\varepsilon^{-2} \int_{\mathbb{T}} \int_{\mathbb{T}}\left|j^{\prime}\left(\varepsilon^{-1}(x-y)\right) h(y) d y\right| d x \\
& \leqslant C_{\#} \varepsilon^{-1}\|h\|_{\mathcal{C}^{\alpha}}
\end{aligned}
$$

It follows that, setting $h_{\varepsilon}(x)=\int_{\mathbb{T}} j_{\varepsilon}(x-y) h(y) d y,\left\|h_{\varepsilon}\right\|_{W^{1,1}} \leqslant C_{\#} \varepsilon^{-1}$. Hence,

$$
\begin{aligned}
&\left|\int_{\mathbb{T}} \varphi \circ f^{n} h-\int_{\mathbb{T}} \varphi h_{*} \int_{\mathbb{T}} h\right| \leqslant\left|\int_{\mathbb{T}} \varphi \circ f^{n} h_{\varepsilon}-\int_{\mathbb{T}} \varphi h_{*} \int_{\mathbb{T}} h_{\varepsilon}\right| \\
&+C_{\#} \varepsilon^{\alpha}\|\varphi\|_{\mathcal{C}^{0}}\|h\|_{\mathcal{C}^{\alpha}} \\
& \leqslant\|\varphi\|_{\mathcal{C}^{0}}\|h\|_{\mathcal{C}^{\alpha}}\left(\varepsilon^{\alpha}+C_{\#} \varepsilon^{-1} e^{-\nu n}\right)
\end{aligned}
$$

We can then conclude by choosing $\varepsilon=e^{-\frac{v}{1+\alpha} n}$ which provides the result with $v_{\alpha}=\frac{\alpha \nu}{1+\alpha}$.
(1.12) (a) Consider $\alpha(g)=\int g(x, y) \mu(d x) v(d y)$. Obviously $\alpha \in \mathcal{G}(\mu, v)$
(b) First of all $\boldsymbol{d}(\mu, \mu)=0$ since we can consider the coupling

$$
\alpha(g)=\int g(x, x) \mu(d x)
$$

Next, note that $\mathcal{G}(\mu, \nu)$ is weakly closed and is a subset of the probability measures on $X^{2}$, which is weakly compact. Hence, $\mathcal{G}(\mu, \nu)$ is weakly compact, thus the inf is attained. Accordingly, if $\boldsymbol{d}(v, \mu)=0$,
there exists $\alpha \in \mathcal{G}(\nu, \mu)$ such that $\alpha(d)=0$. Thus $\alpha$ is supported on the set $D=\left\{(x, y) \in X^{2} \mid x=y\right\}$. Thus, for each $\varphi \in \mathcal{C}^{0}(X)$, we have, setting $\pi_{1}(x, y)=x$ and $\pi_{2}(x, y)=y$,

$$
\mu(\varphi)=\alpha\left(\varphi \circ \pi_{1}\right)=\alpha\left(\mathbb{1}_{D} \varphi \circ \pi_{1}\right)=\alpha\left(\mathbb{1}_{D} \varphi \circ \pi_{2}\right)=\alpha\left(\varphi \circ \pi_{2}\right)=\nu(\varphi) .
$$

The fact that $\boldsymbol{d}(v, \mu)=\boldsymbol{d}(\mu, v)$ is obvious from the definition. It remains to prove the triangle inequality. It is possible to obtain a fast argument by using the disintegration of the couplings, but here is an elementary proof. Let us start with some preparation. Since $X$ is compact, for each $\varepsilon$ we can construct a finite partition $\left\{p_{i}\right\}_{i=1}^{M}$ of $X$ such that each $p_{i}$ has diameter less than $\varepsilon$ (do it). Given two probability measures $\mu, \nu$ and $\alpha \in \mathcal{G}(\mu, \nu)$ note that if $\mu\left(p_{i}\right)=0$, then

$$
\sum_{j} \alpha\left(p_{i} \times p_{j}\right)=\alpha\left(p_{i} \times X\right)=\mu\left(p_{i}\right)=0
$$

Hence $\alpha\left(p_{i} \times p_{j}\right)=0$ for all $j$. Thus we can define

$$
\alpha_{\varepsilon}(g)=\sum_{i, j} \int_{X^{2}} g(x, y) \mathbb{1}_{p_{i}}(x) \mathbb{1}_{p_{j}}(y) \frac{\alpha\left(p_{i} \times p_{j}\right)}{\mu\left(p_{i}\right) v\left(p_{j}\right)} \mu(d x) v(d y)
$$

where the sum runs only over the indexes for which the denominator is strictly positive. It is easy to check that $\alpha_{\varepsilon} \in \mathcal{G}(\mu, \nu)$ and that the weak limit of $\alpha_{\varepsilon}$ is $\alpha$. Finally, let $\nu, \mu, \zeta$ be three probability measures and let $\alpha \in \mathcal{G}(\mu, \zeta), \beta \in \mathcal{G}(\zeta, v)$ such that $\boldsymbol{d}(\mu, \zeta)=\alpha(d)$ and $\boldsymbol{d}(v, \zeta)=$ $\beta(d)$. For each $\varepsilon>0$, there exists $\delta>0$ such that $\left|\alpha(d)-\alpha_{\delta}(d)\right| \leqslant \varepsilon$ and, likewise, $\left|\beta(d)-\beta_{\delta}(d)\right| \leqslant \varepsilon$. We can then define the following measure on $X^{3}$

$$
\begin{aligned}
\gamma_{\delta}(g)= & \sum_{i, j, k} \int_{X^{3}} g(x, z, y) \mathbb{1}_{p_{i}}(x) \mathbb{1}_{p_{j}}(z) \mathbb{1}_{p_{k}}(y) \\
& \times \frac{\alpha\left(p_{i} \times p_{j}\right) \beta\left(p_{j} \times p_{k}\right)}{\mu\left(p_{i}\right) \zeta\left(p_{j}\right)^{2} v\left(p_{k}\right)} \mu(d x) v(d y) \zeta(d z),
\end{aligned}
$$

where again the sum is restricted to the indexes for which the denominator is strictly positive. The reader can check that the marginal on
$(x, z)$ is $\alpha_{\delta}$, and the marginal on $(z, y)$ is $\beta_{\delta}$. It follows that the marginal on $(x, y)$ belongs to $\mathcal{G}(\mu, \nu)$. Thus

$$
\begin{aligned}
\boldsymbol{d}(\mu, \nu) & \leqslant \int_{X^{3}} d(x, y) \gamma_{\delta}(d x, d z, d y) \\
& \leqslant \int_{X^{2}} d(x, z) \alpha_{\delta}(d x, d z)+\int_{X^{2}} d(z, y) \beta_{\delta}(d z, d y) \\
& \leqslant \alpha(d)+\beta(d)+2 \varepsilon=\boldsymbol{d}(\mu, \zeta)+\boldsymbol{d}(\zeta, \nu)+2 \varepsilon .
\end{aligned}
$$

The result follows by the arbitrariness of $\varepsilon$.
(c) It suffices to prove that $\mu_{n}$ converges weakly to $\mu$ if and only if

$$
\lim _{n \rightarrow \infty} \boldsymbol{d}\left(\mu_{n}, \mu\right)=0 .
$$

If it converges in the metric, then, letting $\alpha_{n} \in \mathcal{G}\left(\mu_{n}, \mu\right)$, for each Lipschitz function $\varphi$ we have

$$
\left|\mu_{n}(\varphi)-\mu(\varphi)\right| \leqslant \int_{X^{2}}|\varphi(x)-\varphi(y)| \alpha_{n}(d x, d y) \leqslant L_{\varphi} \alpha_{n}(d)
$$

where $L_{\varphi}$ is the Lipschitz constant. Taking the inf on $\alpha_{n}$ we have

$$
\left|\mu_{n}(\varphi)-\mu(\varphi)\right| \leqslant L_{\varphi} \boldsymbol{d}\left(\mu_{n}, \mu\right) .
$$

We have thus that $\lim _{n \rightarrow \infty} \mu_{n}(\varphi)=\mu(\varphi)$ for each Lipschitz function. The claim follows since the Lipschitz functions are dense by the StoneWeierstrass Theorem.
If it converges weakly, then, to prove convergence in the metric, we need slightly more sophisticated partitions $\mathcal{P}_{\delta}$ : partitions with the property that $\mu\left(\partial p_{i}\right)=0$. Note that this implies $\lim _{n \rightarrow \infty} \mu_{n}\left(p_{i}\right)=\mu\left(p_{i}\right)$, Varadhan (2001). Let us construct explicitly such partitions. For each $x \in X$ consider the balls $B_{r}(x)=\{z \in X: d(x, z)<r\}$. Given $\delta>0$, let $S_{1,1}=\left\{x \in \bar{B}_{\delta} \backslash B_{\frac{3}{4} \delta}\right\}$ and $S_{1,2}=\left\{x \in \bar{B}_{\frac{1}{2} \delta} \backslash\right.$ $B_{\frac{1}{4} \delta} \delta$. These two spherical shells are disjoint. Let $\sigma(1) \in\{1,2\}$ be such that $\mu\left(S_{1, \sigma(1)}\right)=\min \left\{\mu\left(S_{1,1}\right), \mu\left(S_{1,2}\right)\right\}$. Divide again the spherical shell $S_{1, \sigma(1)}$ into three, throw away the middle part and let $S_{2, \sigma(2)}$ be the one with the smaller measure. Continue in this way to obtain a sequence $S_{n, \sigma(n)}$. Note that $\mu\left(B_{\delta}(x)\right) \geqslant 2^{n} \mu\left(S_{n, \sigma(n)}\right)$
and $S_{n+1, \sigma(n+1)} \subset S_{n, \sigma(n)}$, thus there exists $r(x) \in[\delta / 3, \delta]$ such that $\partial B_{r(x)}(x)=\cap_{n=1}^{\infty} S_{n, \sigma(n)}$ and $\mu\left(\partial B_{r(x)}(x)\right)=0$. Since $X$ is compact we can extract a finite sub cover, $\left\{B_{i}\right\}_{i=1}^{N}$, from the cover $\left\{B_{r(x)}(x)\right\}_{x \in X}$. If we consider all the (open) sets $B_{i} \cap B_{j}$ they form a mod-0 partition of $X$. To get a partition $\left\{p_{i}\right\}$ just attribute the boundary points in any (measurable) way you like. ${ }^{1}$ Also, for each partition element $p_{i}$ choose a reference point $x_{i} \in p_{i}$.
Having constructed the wanted partition we can discretize any measure $v$ by associating to it the measure

$$
v_{\delta}(\varphi)=\sum_{i} \varphi\left(x_{i}\right) v\left(p_{i}\right)
$$

Define also

$$
\alpha(\varphi)=\sum_{i} \int_{p_{i}} \varphi\left(x, x_{i}\right) \nu(d x)
$$

and check that $\alpha \in \mathcal{G}\left(\nu, v_{\delta}\right)$, hence

$$
\boldsymbol{d}\left(v, v_{\delta}\right) \leqslant \alpha(d) \leqslant 2 \delta
$$

For each $n \in \mathbb{N}$ and $\delta>0$ we can then write

$$
\boldsymbol{d}\left(\mu, \mu_{n}\right) \leqslant \boldsymbol{d}\left(\mu_{\delta}, \mu_{n, \delta}\right)+4 \delta
$$

Next, let $z_{n, i}=\min \left\{\mu\left(p_{i}\right), \mu_{n}\left(p_{i}\right)\right\}, Z_{n}^{-1}=\sum_{i} z_{n, i}$, and define

$$
\begin{aligned}
\beta_{n}(\varphi)= & Z_{n} \sum_{i} \varphi\left(x_{i}, x_{i}\right) z_{i} \\
& +\frac{\left(1-Z_{n}\right)^{2}}{Z_{n}^{2}} \sum_{i, j} \varphi\left(x_{i}, x_{j}\right)\left[\mu\left(p_{i}\right)-z_{n, i}\right] \cdot\left[\mu_{n}\left(p_{i}\right)-z_{n, i}\right]
\end{aligned}
$$

and verify that $\beta \in \mathcal{G}\left(\mu_{\delta}, \mu_{n, \delta}\right)$. In addition, for each $\delta>0$, we have $\lim _{n \rightarrow \infty} z_{n, i}=\mu_{n}\left(p_{i}\right)$. Hence, $\lim _{n \rightarrow \infty} Z_{n}=1$. Collecting the above facts, and calling $K$ the diameter of $X$, yields

$$
\lim _{n \rightarrow \infty} d\left(\mu, \mu_{n}\right) \leqslant \lim _{n \rightarrow \infty} \beta_{n}(d)+4 \delta \leqslant K \lim _{n \rightarrow \infty} \frac{\left(1-Z_{n}\right)^{2}}{Z_{n}^{2}}+4 \delta=4 \delta
$$

[^73]The result follows by the arbitrariness of $\delta$.
Comment: In the field of optimal transport one usually would prove the above facts via the duality relation

$$
\boldsymbol{d}(\mu, \nu)=\sup _{\phi \in L_{1}}\{\mu(\phi)-\nu(\phi)\}
$$

where $L_{1}$ is the set of Lipschitz functions with Lipschitz constant equal to 1 . We refrain from this point of view because, in spite of its efficiency, it requires the development of a little bit of technology outside the scope of these notes. The interested reader can see Viana (1997, Chapter 1) for details.
(d) The first metric gives rise to the usual topology, hence convergence in $\boldsymbol{d}$ is equivalent to the usual weak convergence of measures. The metric $d_{0}$ instead give rise to the discrete topology, hence each function in $L^{\infty}$ is continuous. Hence the convergence in $\boldsymbol{d}$ is equivalent to the usual strong convergence of measures.
(1.13) Just compute.
(1.14) Argue as in Lemma 1.11.
(1.18) Note that

$$
\mathcal{L} h(x)=\sum_{z \in f^{-1}(x)} \frac{h(z)}{f^{\prime}(z)} ; \quad \operatorname{Lh}(y)=\sum_{w \in f^{-1}(y)} \frac{h(w)}{f^{\prime}(w)}
$$

where $|z-w| \leqslant \lambda^{-1}|x-y|$. Hence

$$
\mathcal{L h}(x)=\sum_{z \in f^{-1}(x)} \frac{h(w) e^{\lambda^{-1} a|x-y|+D|x-y|}}{f^{\prime}(w)} \leqslant e^{\left(\lambda^{-1} a+D\right)|x-y|} \operatorname{Lh}(y) .
$$

(1.19) Note that if $\varphi \in \mathcal{C}_{a}$, then $e^{-a} \int_{\mathbb{T}} \varphi \leqslant \varphi(x) \leqslant e^{a} \int_{\mathbb{T}} \varphi$. Using the Equation (D.1.2) it follows that, for all $\varphi_{1}, \varphi_{2} \in \mathcal{C}_{\sigma a}$ we have

$$
\Theta\left(\varphi_{1}, \varphi_{2}\right) \leqslant \ln \frac{(1+\sigma)^{2}}{1-\sigma)^{2}} e^{4 a} .
$$

(1.34) Set $\varphi(t)=\operatorname{tg}(y)+(1-t) g(x)-g(t y+(1-t) x)$. Note that $\varphi(0)=$ $\varphi(1)=0$. Also $\varphi^{\prime \prime}(t)=-\left\langle y-x, D^{2} g(t y+(1-t) x)(y-x)\right\rangle \leqslant 0$. This implies $\varphi(t) \geqslant 0$ for all $t \in[0,1]$. Indeed, the function must have a minimum, but the minimum cannot be in $(0,1)$ otherwise we would have that $\varphi^{\prime}$ is increasing, which is not the case. Hence the minimum must be at the extrema, hence the claim. Clearly strict convexity is equivalent to $D^{2} g$ being strictly positive.
(1.35) First of all consider $\varphi:[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ convex and bounded. Let $a \leqslant$ $t_{1} \leqslant t_{2} \leqslant t_{3} \leqslant b$ then

$$
\begin{equation*}
\frac{\varphi\left(t_{2}\right)-\varphi\left(t_{1}\right)}{t_{2}-t_{1}} \leqslant \frac{\varphi\left(t_{3}\right)-\varphi\left(t_{1}\right)}{t_{3}-t_{1}} \tag{E.1.1}
\end{equation*}
$$

To see this set $\alpha=\frac{t_{2}-t_{1}}{t_{3}-t_{1}}$. By hypothesis $\alpha \in[0,1]$ and $t_{2}=(1-\alpha) t_{1}+\alpha t_{3}$. Thus, by convexity,

$$
\varphi\left(t_{2}\right) \leqslant(1-\alpha) \varphi\left(t_{1}\right)+\alpha \varphi\left(t_{3}\right)
$$

which implies

$$
\varphi\left(t_{2}\right)-\varphi\left(t_{1}\right) \leqslant \alpha\left(\varphi\left(t_{3}\right)-\varphi\left(t_{1}\right)\right)=\frac{t_{2}-t_{1}}{t_{3}-t_{1}}\left(\varphi\left(t_{3}\right)-\varphi\left(t_{1}\right)\right)
$$

from which Equation (E.1.1) follows. Similarly one can prove

$$
\begin{equation*}
\frac{\varphi\left(t_{3}\right)-\varphi\left(t_{1}\right)}{t_{3}-t_{1}} \leqslant \frac{\varphi\left(t_{3}\right)-\varphi\left(t_{2}\right)}{t_{3}-t_{2}} \tag{E.1.2}
\end{equation*}
$$

Next, suppose that $a \leqslant s \leqslant s+h \leqslant t \leqslant t+h^{\prime} \leqslant b$. Then, using first Equation (E.1.1) and then Equation (E.1.2), we have

$$
\begin{equation*}
\frac{\varphi(s+h)-\varphi(s)}{h} \leqslant \frac{\varphi\left(t+h^{\prime}\right)-\varphi(s)}{t+h^{\prime}-s} \leqslant \frac{\varphi\left(t+h^{\prime}\right)-\varphi(t)}{h^{\prime}} \tag{E.1.3}
\end{equation*}
$$

Accordingly, for $t \in(a, b)$ and $\min \{t-a, b-t\}>h^{\prime}>0$. We can then use Equation (E.1.3) and write, for each $h^{\prime}>h>0$,

$$
\varphi(t+h)-\varphi(t) \leqslant h \frac{\varphi\left(t+h+h^{\prime}\right)-\varphi(t+h)}{h^{\prime}} \leqslant h C_{\#}
$$

by the boundedness of $\varphi$. Analogously,

$$
\varphi(t+h)-\varphi(t) \geqslant h \frac{\varphi(t)-\varphi\left(t-h^{\prime}\right)}{h^{\prime}} \geqslant-h C_{\#} .
$$

The above, by the arbitrariness of $h$, implies the continuity of $\varphi$ at $t$. Hence $\varphi$ is continuous on $[a, b]$. The last step is to extend the results to higher dimensions: for each $x \in D$ and $v \in \mathbb{R}^{d},\|v\|=1$, define $\varphi(t)=g(x+$ $t v$ ) and note that the above discussion implies that $\varphi$ is continuous. The statement then follows by the arbitrariness of $v$ and $x$.
(1.36) Use the fact that the sup of a sum is smaller than the sum of the sups.
(1.37) Since, for all $x, y \in \mathbb{R}^{d}, g^{*}(y) \geqslant\langle y, x\rangle-g(x)$ we have

$$
g^{* *}(x)=\sup _{y}\langle x, y\rangle-g^{*}(y) \leqslant g(x)
$$

(1.38) If $g$ is strictly convex, then the sup is realized at the unique point at which $x=D_{y} g=h(y)$. Moreover, by Problem 1.37, $D_{y}^{2} g$ is a strictly positive matrix, hence, by the implicit function theorem, $h(y)$ is locally invertible. On the other hand if $h(y)=h(x)$, then set $\varphi(t)=\langle y-x, h(t y+(1-t) x)\rangle$, so $\varphi(0)=\varphi(1)$. It follows that $h^{\prime}(t)=\left\langle y-x, D^{2} g(y-x)\right\rangle>0$ which yields a contradiction.
(1.39) Just compute using Problem 1.38.
(1.40) It follows directly from the definition of $g^{*}$.
(1.45) The behaviour for small $a$ can be computed similarly to Lemma 1.28. Note that, recalling Equation (1.6.8). $\frac{d}{d t}\left(\lambda a-\ln \alpha_{\lambda}\right)=a-\mu_{\lambda}(\hat{\varphi})$. Thus, if $\sup _{\lambda} \mu_{\lambda}(\hat{\varphi})<a$ we have $\mathbb{J}(a)=+\infty$.
(1.51) The fact that $|\mu|=|h|_{L^{1}}$ follows from $|h|_{L^{1}}=\sup _{|\varphi|_{L^{\infty}} \leqslant 1} \int \varphi h$, since $\left|\int \varphi h\right| \leqslant|\varphi|_{L^{\infty}} \int|h|$ and if $\varphi=\operatorname{sign}(h)$, then $\int \varphi h=\int|h|$. The second equality follows from the definition of the $B V$ norm, e.g. see L. C. Evans and Gariepy (2015).

## E. 2 Problems in Chapter 2

(2.1) Note that

$$
\int \varphi \mathcal{L}^{n} h=\int \varphi \circ f^{n} \prod_{k=0}^{n-1} \psi \circ f^{k} h=: \int \theta_{n} h
$$

It follows that

$$
\theta_{n}^{\prime}=\left(f^{n}\right)^{\prime} \varphi^{\prime} \circ f^{n} \prod_{k=0}^{n-1} \psi \circ f^{k}+\sum_{j=0}^{n-1}\left(f^{j}\right)^{\prime} \psi^{\prime} \circ f^{j} \prod_{k \neq j} \psi \circ f^{k}
$$

Taking a further derivative and since in the support of $\psi$ we have $\left|f^{\prime}\right| \leqslant \lambda^{-1}$, we have the first inequality. The second inequality is proven arguing as in Equation (2.1.1).
(2.2) Since the unit ball in $\mathcal{C}^{2}$ is compact in $\mathcal{C}^{1}$, then for each $\varepsilon>0$ there exists a finite set $\left\{\varphi_{i}^{\varepsilon}\right\} \subset \mathcal{C}^{1}$ such that, for each $\varphi \in \mathcal{C}^{2},\|\varphi\|_{\mathcal{C}^{2}} \leqslant 1$, we have $\inf _{i}\left\|\varphi-\varphi_{i}^{\varepsilon}\right\|_{\mathcal{C}^{1}} \leqslant \varepsilon$. Accordingly, if we have a sequence $\left\|h_{n}\right\|_{\left(\mathcal{C}^{1}\right)^{*}} \leqslant$ 1 , then we can consider the sequences $\int \varphi_{i}^{\varepsilon} h_{n}$. Since they are bounded, they admit a convergent subsequence. Hence, there exists a sequence $n_{j}^{\varepsilon}$ such that $\int \varphi_{i}^{\varepsilon} h_{n_{j}^{\varepsilon}}$ converges for all $i$. We can then procede by the usual diagonalization trick: choose a sequence $\varepsilon_{l}$ which converges to zero; from $h_{n_{j}^{\varepsilon_{1}}}$ extract a subsequence $n_{j}^{\varepsilon_{2}}$ that converges on all the $\left\{\varphi_{i}^{\varepsilon_{2}}\right\}$ and so on. One can then consider the subsequence $h_{m_{s}}=h_{n_{s}}$ that converges on all the functions $\left\{\varphi_{i}^{\varepsilon_{j}}\right\}$. Hence, for each $\epsilon>0$ we have that, for each $\varphi \in \mathcal{C}^{2}$, $\|\varphi\|_{\mathcal{C}^{2}} \leqslant 1$, and $s>s^{\prime}$ large enough,

$$
\left|\int \varphi h_{m_{s}}-\int \varphi h_{m_{s}^{\prime}}\right| \leqslant\left|\int \varphi_{i}^{\varepsilon_{s}} h_{m_{s}}-\int \varphi_{i}^{\varepsilon_{s}} h_{m_{s}^{\prime}}\right|+2 \varepsilon_{s} \leqslant \epsilon
$$

That is $\left\{h_{m_{s}}\right\}$ is a Cauchy sequence in $\left(\mathcal{C}^{2}\right)^{*}$, hence the claim.
(2.4) Clearly, if $d_{p}(\mu, v)=d_{p}(v, \mu)$. Also if $d_{p}(\mu, v)=0$ then, for any cou-
pling $G$ and $\varphi \in \operatorname{Lip}(X)$, the set of Lipschitz functions,

$$
\begin{aligned}
\left|\int_{X} \varphi(x) \mu(d x)-\int_{X} \varphi(y) \nu(d y)\right| & \leqslant \int_{X^{2}}|\varphi(x)-\varphi(y)| G(d x, d y) \\
& \leqslant C_{\#} \int_{X^{2}} d(x, y) G(d x, d y) \\
& \leqslant C_{\#}\left[\int_{X^{2}} d(x, y)^{p} G(d x, d y)\right]^{\frac{1}{p}}=0 .
\end{aligned}
$$

Then $\mu=v$ follows since $\operatorname{Lip}(X)$ is dense in $\mathcal{C}^{0}(X)$. Finally, to prove the triangle inequality one can proceed as in Problem 1.12.
(2.6) Since if $\varphi \in \mathcal{C}^{1}$ then $\varphi \in \operatorname{Lip}$, then Theorem 2.5 implies one inequality. On the other hand, the same theorem implies that, for each $\varepsilon>0$, there exists $\varphi \in \mathcal{C}^{0}, \operatorname{Lip}(\varphi) \leqslant 1$, such that $\int \varphi(x)(\mu-v)(d x) \geqslant d_{1}(\mu, \nu)-\varepsilon$. Next, note that there exists $K>0$ such that, for all $\varphi \in \mathcal{C}^{0}$ such that $\operatorname{Lip}(\varphi) \leqslant 1$, there exists $\varphi_{\varepsilon} \in \mathcal{C}^{1}$ such that $\left\|\varphi_{\varepsilon}-\varphi\right\|_{\mathcal{C}^{0}} \leqslant \varepsilon$ and $\|\varphi\|_{\mathcal{C}^{1}} \leqslant K$ (for example, define $\varphi_{\varepsilon}$ by a convolution with a mollifier, using a partition of unity and the charts of the manifold). Thus

$$
\begin{aligned}
\|\mu-\nu\|_{\left(\mathcal{C}^{1}\right)^{*}} & \geqslant K^{-1} \int \varphi_{\varepsilon}(x)(\mu-\nu)(d x) \\
& \geqslant K^{-1} \int \varphi_{\varepsilon}(x)(\mu-\nu)(d x)-\varepsilon K^{-1} \geqslant K^{-1} d_{1}(\mu, \nu)-2 \varepsilon K^{1} .
\end{aligned}
$$

The result follows by the arbitrariness of $\varepsilon$.
(2.8) More generally consider the norm

$$
\|h\|_{r}^{*}:=\sup _{\|\varphi\|_{C r}(M, C) \leqslant 1} \int_{M} h \varphi
$$

(2.11) Simply note that, for all $\varphi \in \mathcal{C}^{0}$, since the periodic orbit belongs to the attractor and recalling the definition of $\psi$,

$$
\begin{aligned}
\mathcal{L} \mu(\varphi) & =\mu(\psi \cdot \varphi \circ f)=\sum_{k=0}^{p-1} e^{2 \pi i k / p} \psi\left(f^{k}(x)\right) \varphi\left(f^{k+1}(x)\right) \\
& =\sum_{k=0}^{p-1} e^{2 \pi i k / p} \varphi\left(f^{k+1}(x)\right)=e^{-2 \pi i / p} \mu(\varphi)
\end{aligned}
$$

## E. 3 Problems in Chapter 3

(3.6) Let $\left\{h_{n}\right\}$ be a sequence such that $\left\|h_{n}\right\|_{\alpha} \leqslant 1$. Then, for all $L \in \mathbb{N}$ we that

$$
\begin{aligned}
\left\|h_{n}-\sum_{|k| \leqslant L}\left(\hat{h}_{n}\right)_{k} e^{2 \pi i k \cdot}\right\|_{\beta} & =\sum_{|k|>L}\langle k\rangle^{\beta(k)}\left|\left(\hat{h}_{n}\right)_{k}\right|^{2} \\
& \leqslant L^{-c} \sum_{|k|>L}\langle k\rangle^{\alpha(k)}\left|\left(\hat{h}_{n}\right)_{k}\right|^{2} \leqslant L^{-c}
\end{aligned}
$$

On the other hand, for $|k| \leqslant L,\left|\left(\hat{h}_{n}\right)_{k}\right|$ is a uniformly bounded sequence and hence it admits a convergent subsequence. By the usual diagonalization trick we can then construct a convergent subsequence.
(3.7) Let $c>0$ so that $\beta=\alpha-c$ satisfies the same properties as $\alpha$. Then Equation (3.3.3) implies

$$
\|\mathcal{L} h\|_{p \beta} \leqslant C\|h\|_{p \beta}
$$

since $\|h\|_{w} \leqslant C_{\#}\|h\|_{p \beta}$. Using this last fact again yields

$$
\left\|\mathcal{L}^{n} h\right\|_{p \alpha} \leqslant v^{p}\|h\|_{p \alpha}+C\|h\|_{p \beta}
$$

which is a proper Lasota-Yorke inequality thanks to Problem 3.6. Then by Theorem 1.1 we know that the essential spectral radius is at most $\nu^{p}$. However the spectral radius could be $C$. Yet, let $\tau$ be a maximal eigenvalue, and assume that its algebraic and geometric multiplicities are equal (i.e., $\mathcal{L}$ does not have Jordan block). The discussion of the case of a Jordan block is similar and is left to the imagination of the reader. Then, by the spectral decomposition, there exists a smooth function $h_{0}$ such that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \tau^{-k} \mathcal{L}^{k} h_{0}=h
$$

But then, if $|\tau|>1$ we have, for each smooth $\varphi$,

$$
\begin{aligned}
\left|\int \varphi h\right| & =\lim _{n \rightarrow \infty} \frac{1}{n}\left|\sum_{k=0}^{n-1} \tau^{-k} \int \varphi \mathcal{L}^{k} h_{0}\right| \leqslant \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1}|\tau|^{-k} \int\left|\varphi \circ f^{k}\right|\left|h_{0}\right| \\
& \leqslant \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1}|\tau|^{-k}\|\varphi\|_{\mathcal{C}^{0}}\left|h_{0}\right|_{L^{1}}=0
\end{aligned}
$$

It follows that the spectral radius must be bounded by one. In fact, since $\mathcal{L}^{*}$ Leb $=$ Leb, it is easy to verify that the spectral radius is exactly one.

## E. 4 Problems in Chapter 5

(5.7) Let $\mathcal{B}_{1}$ denote the unit ball of $\mathcal{B}$ in the strong norm. For $\varepsilon>0$, let $F(\varepsilon)=$ $\left\{\ell_{j, k}: 1 \leqslant j \leqslant J_{\varepsilon}, 1 \leqslant k \leqslant K_{\varepsilon}\right\}$ be the finite collection of linear functionals given by (5.4.7). We can associate to each $f \in \mathcal{B}_{1}$, a finite $J_{\varepsilon} \times K_{\varepsilon}$ matrix $A(f)$, defined by $A(f)_{j, k}=\left(\ell_{j, k}(f)\right)$. Note that $\left|\ell_{j, k}(f)\right| \leqslant$ $\|f\|_{\mathcal{B}} \leqslant 1$. Thus the map $A: \mathcal{B}_{1} \rightarrow \mathbb{R}^{J_{\varepsilon}+K_{\varepsilon}}$ has a compact image and we can choose a finite set $\left\{f_{\ell}\right\}_{\ell=1}^{L_{\varepsilon}} \subset \mathcal{B}_{1}$ such that $\left\{A\left(f_{\ell}\right)\right\}_{\ell=1}^{L_{\varepsilon}}$ forms an $\varepsilon$-cover of $A\left(\mathcal{B}_{1}\right)$. Then for each $f \in \mathcal{B}_{1}$, there exists $\ell \leqslant L_{\varepsilon}$ such that $\min _{j, k}\left|\ell_{j, k}(f)-\ell_{j, k}\left(f_{\ell}\right)\right|<\varepsilon$ and so by (5.4.7), $\left|f-f_{\ell}\right|_{w} \leqslant$ $\left|\min _{j, k} \ell_{j, k}\left(f-f_{\ell}\right)\right|+C \varepsilon^{\gamma} \leqslant \varepsilon+C \varepsilon^{\gamma}$, so that $\left\{f_{\ell}\right\}_{\ell=1}^{L_{\varepsilon}}$ forms a finite $2 C \varepsilon^{\gamma}$-cover of $\mathcal{B}_{1}$.
(5.12) Use the fact that as in (5.4.18), the group property implies that $\mathcal{L}_{t}(X f)=$ $X\left(\mathcal{L}_{t} f\right)=\frac{d}{d t}\left(\mathcal{L}_{t} f\right)$, and then integrate by parts.
(5.15) The case $n=1$ is true by definition. Assuming the formula holds for $n$, we calculate

$$
\begin{aligned}
R(z)^{n+1} f & =\int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-z t} \mathcal{L}_{t} R(z) f d t \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-z(t+s)} \mathcal{L}_{t+s} f d s d t \\
& =\int_{0}^{\infty} e^{-z u} \mathcal{L}_{u} f \int_{0}^{u} \frac{v^{n-1}}{(n-1)!} d v d u=\int_{0}^{\infty} \frac{u^{n}}{n!} e^{-z u} \mathcal{L}_{u} f d u,
\end{aligned}
$$

where we have made the substitution $u=t+s, v=t$.
(5.16) The first inequality is just the triangle inequality. For the second, if $n>1$, integrate by parts to obtain,

$$
\int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-a t} d t=a^{-1} \int_{0}^{\infty} \frac{t^{n-2}}{(n-2)!} e^{-a t} d t
$$

Then the required identity follows by induction and the fact that for $n=1$, $\int_{0}^{\infty} e^{-a t} d t=a^{-1}$.
(5.18) Remark that by (5.5.1),

$$
\bar{\rho} R(z)(X-\rho)=\bar{\rho} R(z)(z-\rho-(z-X))=R(z)-\bar{\rho}
$$

So if $(X-\rho)^{k} f=0$, then also $(R(z)-\bar{\rho})^{k} f=\bar{\rho}^{k} R(z)^{k}(X-\rho)^{k} f=0$. Similarly,

$$
\bar{\rho}^{-1}(z-X)(R(z)-\bar{\rho})=(z-\rho-(z-X))=X-\rho,
$$

which implies the converse statement.
(5.21) Using (5.6.1), we estimate as in the proof of Corollary 5.14,

$$
\begin{aligned}
a^{n}\left\|R(z)^{n} f\right\|_{\mathcal{B}}^{*}= & a^{n}\left\|R(z)^{n} f\right\|_{s}+\frac{c_{u} a^{n}}{|z|}\left\|R(z)^{n} f\right\|_{u}+\frac{a^{n}}{|z|}\left\|R(z)^{n} f\right\|_{0} \\
\leqslant & C\left[\left(1-a^{-1} \log \lambda\right)^{-n}+c_{u}|z|^{-1}\right]\|f\|_{s} \\
& +C c_{u}|z|^{-1}\left(1-a^{-1} \log \lambda\right)^{-n}\|f\|_{u} \\
& +C c_{u}|z|^{-1}\|f\|_{0}+C(1+a+|z|)|z|^{-1}|f|_{w}
\end{aligned}
$$

Since $a \in[1,2]$, we have $\left(1-a^{-1} \log \lambda\right)^{-1} \leqslant\left(1-\frac{\log \lambda}{2}\right)^{-1}$, and $(1+a+$ $|z|)|z|^{-1} \leqslant 3$. Fix $\sigma \in\left(\left(1-\frac{\log \lambda}{2}\right)^{-1}, 1\right)$ (independent of $z$ ), and choose $N>0$ such that $\sigma^{N} / 2>C\left(1-a^{-1} \log \lambda\right)^{-N}$. Choose $c_{u}>0$ such that $C c_{u}<\sigma^{N} / 2$. Then using $|z| \geqslant 1$ yields the required inequality for $n \geqslant N$,

$$
\begin{aligned}
a^{n}\left\|R(z)^{n} f\right\|_{\mathcal{B}}^{*} & \leqslant \sigma^{n}\|f\|_{s}+\frac{\sigma^{n}}{2} \frac{c_{u}}{|z|}\|f\|_{u}+\frac{\sigma^{n}}{2} \frac{1}{|z|}\|f\|_{0}+3 C|f|_{w} \\
& \leqslant \sigma^{n}\|f\|_{\mathcal{B}}^{*}+3 C|f|_{w}
\end{aligned}
$$

(5.25) We use the fact that by choice of $c$, there can be at most two components $W_{j, i}$ per $W_{j} \in \mathcal{G}_{\ell \tau}(W)$, and each component has length less than $c r$. Then, starting from the expression in (5.7.2), we estimate,

$$
\begin{aligned}
& \sum_{\ell \geqslant 0} \sum_{W_{j, i} \in D_{\ell}} \int_{-\tau}^{\tau} p_{n, \ell, z}(s) \int_{W_{j, i}} J_{W_{j}} \Phi_{\ell \tau} \psi \circ \Phi_{\ell \tau} \mathcal{L}_{s} f d m_{W_{j}} d s \\
& \quad \leqslant \sum_{\ell \geqslant 0} \int_{-\tau}^{\tau}\left|p_{n, \ell, z}(s)\right| \sum_{W_{j} \in \mathcal{G}_{\ell \tau}(W)} 2 c r\left|J_{W_{j}} \Phi_{\ell \tau}\right|_{C^{0}\left(W_{j}\right)}|\psi|_{\infty}|f|_{\infty} d s \\
& \quad \leqslant 2 \bar{C} c r|f|_{\infty} \int_{0}^{\infty} \frac{t^{n-1}}{(n-1)} e^{-a t} d t \leqslant 2 \bar{C} c r|f|_{\infty} a^{-n}
\end{aligned}
$$

where for the second inequality, we have used Lemma 5.9(c) and for the fourth we have applied Problem 5.16.
(5.26) Recall that by Stirling's formula, $n!\geqslant \sqrt{2 \pi n} n^{n} e^{-n}$ for all $n \geqslant 1$. Since $t=s+\ell \tau$ and $s \leqslant \tau$ on each interval in the sum, $\ell \leqslant \ell_{0}-1$ implies $t \leqslant \ell_{0} \tau=\frac{n}{a e^{2}}$. Thus,

$$
\begin{aligned}
\sum_{\ell=0}^{\ell_{0}-1} & \int_{-\tau}^{\tau} p_{n, \ell, z}(s) \int_{W} \psi \mathcal{L}_{\ell \tau+s} f d m_{W} d s \leqslant|f|_{\infty}|\psi|_{\infty} \int_{0}^{\frac{n}{a e^{2}}} \frac{t^{n-1}}{(n-1)!} e^{-a t} d t \\
& \leqslant|f|_{\infty} a^{1-n} e^{2(1-n)} \frac{n^{n-1}}{(n-1)!} \int_{0}^{\infty} e^{-a t} d t \\
& \leqslant|f|_{\infty} a^{-n} e^{1-n} \frac{n^{n-1}}{(n-1)^{n-1}} \frac{1}{\sqrt{2 \pi n}},
\end{aligned}
$$

which implies the required estimate since $\left(\frac{n}{n-1}\right)^{n-1} \leqslant e$.
(5.28) By definition, $J_{\ell, j, i}\left|W_{j, i}\right|=\int_{W_{j, i}} J_{W_{j}} \Phi_{\ell \tau} d m_{W_{j, i}}$. Then, for each $W_{j} \in$ $\mathcal{G}_{\ell \tau}(W), \cup_{i} W_{j, i} \subset W_{j}$ and the number of overlaps on each subcurve is bounded by $C>0$ according to (5.7.7). Then using Lemma 5.9(c) we estimate,

$$
\sum_{i} \sum_{j \in A_{\ell, i}} J_{\ell, j, i}\left|W_{j, i}\right| \leqslant C \sum_{W_{j} \in \mathcal{G}_{\ell \tau}(W)} \int_{W_{j}} J_{W_{j}} \Phi_{\ell \tau} d m_{W_{j}} \leqslant C \bar{C}\left|\delta_{0}\right| .
$$

(5.29) We want to compare the sum with the integral of the function

$$
g(t)=\frac{(t \tau)^{n-1}}{(n-1)!} e^{-a t \tau}
$$

The function $g$ is increasing from 0 to $\frac{n-1}{a \tau}$ and decreasing afterwards. Since $\ell_{0}=\frac{n}{a e^{2} \tau}$, this maximum falls within the domain of integration. Still, the sum for $\ell \geqslant\left\lceil\frac{n-1}{a \tau}\right\rceil$ is bounded by the integral on $\left[\left\lfloor\frac{n-1}{a \tau}\right\rfloor, \infty\right)$, and the sum for $\ell \in\left[\ell_{0},\left\lfloor\frac{n-1}{a \tau}\right]\right]$ is bounded by the integral on $\left[\ell_{0},\left\lceil\frac{n-1}{a \tau}\right\rceil\right]$. Thus,

$$
\begin{aligned}
\sum_{\ell \geqslant \ell_{0}} \frac{(\ell \tau)^{n-1}}{(n-1)!} e^{-a \ell \tau} & \leqslant 2 \int_{\ell_{0}}^{\infty} \frac{(t \tau)^{n-1}}{(n-1)!} e^{-a t \tau} d t \\
& \leqslant 2 \tau^{-1} \int_{0}^{\infty} \frac{s^{n-1}}{(n-1)!} e^{-a s} d s \leqslant 2 \tau^{-1} a^{-n}
\end{aligned}
$$

where for the second inequality we have made the substitution $s=t \tau$ and for the third we have applied Problem 5.16. Finally, (5.7.3) completes the required estimate.
(5.32) The bound on $\left|L_{j, k}\right|_{\infty}$ follows from the definition of $K^{*}$ in (5.7.14) and $K$ just after (5.7.11) since $\left|W_{j, i}\right| \geqslant r$ and $p, \phi_{r, j}$ are both bounded by 1. Also, $\left|x^{0}\right| \leqslant r$ on $S_{r}$ so that $\ell \tau-x^{0} \leqslant(\ell+1) \tau$ since $\tau=r^{1 / 3}$ by (5.7.3). Remark that $\ell \geqslant \ell_{0}=\frac{n}{a e^{2} \tau}$ so that $\left(\frac{\ell+1}{\ell}\right)^{n} \leqslant\left(1+\frac{a e^{2} \tau}{n}\right)^{n} \leqslant e^{2 e^{2}}$ since $a \leqslant 2$ and $\tau<1$.
The bound on $\left|\partial_{x^{s}} L_{j, k}\right|_{\infty}$ follows similarly using the fact that

$$
\begin{array}{r}
\partial_{x^{s}} K_{\ell, n, i, j}^{*}\left(x^{s}, x^{0}\right)=\partial_{1} K_{\ell, n, i, j}\left(\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right), x^{0}-\Delta_{j}\left(x_{s}\right)\right) \cdot\left(\left(h_{j}^{s}\right)^{-1}\right)^{\prime}\left(x^{s}\right) \\
+\partial_{2} K_{\ell, n, i, j}\left(\left(h_{j}^{s}\right)^{-1}\left(x^{s}\right), x^{0}-\Delta_{j}\left(x_{s}\right)\right) \cdot \Delta_{j}^{\prime}\left(x^{s}\right),
\end{array}
$$

together with Sub-lemma 5.31. The extra factor of $r^{-1}$ comes from the fact that $\left|\nabla \phi_{r, j}\right|_{\infty} \sim r^{-1}$, which term appears in both $\partial_{1} K$ and $\partial_{2} K$.
(5.34) The required bound follows immediately from the first bound in Problem 5.32 by the triangle inequality, together with the fact that the integral over $S_{r}$ cancels the factor $r^{-2}$.
(5.35) Use Problem 5.15 to compute

$$
\begin{aligned}
\partial^{u}\left(R(z)^{n} f\right) & =\int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-z t} \partial^{u}\left(\mathcal{L}_{t} f\right) d t \\
& \leqslant C|\nabla f| \int_{0}^{\infty} \frac{t^{n-1}}{(n-1)!} e^{-(a+\log \Lambda) t} d t \\
& \leqslant C|\nabla f|(a+\log \Lambda)^{-n}
\end{aligned}
$$

where in the second line we have used (5.1.1) and in the third line we have used Problem 5.16 with $a$ replaced by $a+\log \Lambda$.

## E. 5 Problems in Chapter 6

(6.1) This is a straightforward calculation, using that by definition of $\omega, d \omega=$ $-\sin \theta d \theta \wedge d x+\cos \theta d \theta \wedge d y$.
(6.2) Remark that if $z, \widetilde{z} \in \mathbb{H}_{k}$, then $\cos \varphi(\widetilde{z}) \geqslant c k^{-2}$ and $|\varphi(z)-\varphi(\widetilde{z})| \leqslant C k^{-3}$ for uniform constants $c, C>0$. Then using the differentiability of $\cos \varphi$,

$$
\begin{aligned}
\left|\frac{\cos \varphi(z)}{\cos \varphi(\widetilde{z})}-1\right| & =\frac{1}{\cos \varphi(\widetilde{z})}|\cos \varphi(z)-\cos \varphi(\widetilde{z})| \\
& \leqslant c^{-1} k^{2}|\varphi(z)-\varphi(\widetilde{z})| \leqslant c^{-1} k^{2}\left(C k^{-3}\right)^{2 / 3}|\varphi(z)-\varphi(\widetilde{z})|^{1 / 3} \\
& \leqslant c^{-1} C^{2 / 3}|\varphi(z)-\varphi(\widetilde{z})|^{1 / 3}
\end{aligned}
$$

Finally, $|\varphi(z)-\varphi(\widetilde{z})| \leqslant d(z, \widetilde{z})$ by the triangle inequality since $d z^{2}=$ $d r^{2}+d \varphi^{2}$.

## E. 6 Problems in Appendix A

(A.1) The triangle inequality follows trivially from the triangle inequality of the norm of $\mathcal{B}$. To verify the completeness suppose that $\left\{B_{n}\right\}$ is a Cauchy sequence in $L(\mathcal{B}, \mathcal{B})$. Then, for each $v \in \mathcal{B},\left\{B_{n} v\right\}$ is a Cauchy sequence in $\mathcal{B}$, hence it has a limit, call it $B(v)$. We have so defined a function from $\mathcal{B}$ to itself. Show that such a function is linear and bounded, hence it defines an element of $L(\mathcal{B}, \mathcal{B})$, which can easily be verified to be the limit of $\left\{B_{n}\right\}$.
(A.2) Use the norm $\|A\|=\sup _{v \in \mathbb{R}^{n}} \frac{\|A v\|}{\|v\|}$.
(A.3) Argue as in Problem A.2.
(A.4) The first part is trivial. For the second one can consider the vector space $\ell^{2}=\left\{x \in \mathbb{R}^{\mathbb{N}}: \sum_{i=0}^{\infty} x_{i}^{2}<\infty\right\}$. Equipped with the norm $\|x\|=$ $\sqrt{\sum_{i=0}^{\infty} x_{i}^{2}}$ it is a Banach (actually a Hilbert) space. Consider now the vectors $e_{i} \in \ell^{2}$ defined by $\left(e_{i}\right)=\delta_{i k}$ and the operator $(A x)_{k}=\frac{1}{k} x_{k}$. Then $R(A)=\left\{x \in \ell^{2}: \sum_{k=0}^{\infty} k^{2} x_{k}^{2}<\infty\right\}$, which is dense in $\ell^{2}$ but strictly smaller.
(A.7) Check that the same argument used in the well known case $\mathcal{B}=\mathbb{C}$ works also here.
(A.8) Check that the same argument used in the well known case $\mathcal{B}=\mathbb{C}$ works also here.
(A.9) Check that the same argument used in the well known case $\mathcal{B}=\mathbb{C}$ works also here.
(A.10) Note that, if $\zeta \in \mathbb{C}$ belongs to a small neighborhood of $z$,

$$
(\zeta \mathbb{1}-A)=(z \mathbb{1}-A-(z-\zeta) \mathbb{1})=(z \mathbb{1}-A)\left[\mathbb{1}-(z-\zeta)(z \mathbb{1}-A)^{-1}\right]
$$

and that if $\left\|(z-\zeta)(z \mathbb{1}-A)^{-1}\right\|<1$ then the inverse of $\mathbb{1}-(z-\zeta)(z \mathbb{1}-A)^{-1}$ is given by $\sum_{n=0}^{\infty}(z-\zeta)^{n}\left[(z \mathbb{1}-A)^{-1}\right]^{n}$ (the Von Neumann series - which really is just the geometric series).
(A.11) If $\sigma(A)=\emptyset$, then $f(\xi)=(\xi \mathbb{1}-A)^{-1}$ is an entire function, then the Von Neumann series shows that $(\xi \mathbb{1}-A)^{-1}=\xi^{-1}\left(\mathbb{1}-\xi^{-1} A\right)^{-1}$ goes to zero for large $\xi$, and then (A.2.3) shows that $(z \mathbb{1}-A)^{-1}=0$ which is impossible.
(A.12) Verify that $(z \mathbb{1}-\Pi)^{-1}=z^{-1}\left[\mathbb{1}-(1-z)^{-1} \Pi\right]$.
(A.13) Note that $\|\mathcal{L} f\|_{\mathcal{C}^{0}} \leqslant\|f\|_{\mathcal{C}^{0}}$, thus $\sigma(\mathcal{L}) \subset\{z \in \mathbb{C} ;|z| \leqslant 1\}$. To prove equality the simplest idea is to look for eigenvalues by using Fourier series. Let $f=\sum_{k \in \mathbb{Z}} f_{k} e^{2 \pi i k x}$ and consider the equation $\mathcal{L} f=z f$,

$$
\sum_{k \in \mathbb{Z}} f_{k} \frac{1}{2}\left\{e^{\pi i k x}+e^{\pi i k x+\pi i k}\right\}=z \sum_{k \in \mathbb{Z}} f_{k} e^{2 \pi i k x}
$$

Let us then restrict to the case in which $f_{2 k+1}=0$, then

$$
\sum_{k \in \mathbb{Z}} f_{2 k} e^{2 \pi i k x}=z \sum_{k \in \mathbb{Z}} f_{k} e^{2 \pi i k x}
$$

Thus we have a solution provided $f_{2 k}=z f_{k}$, such conditions are satisfied by any sequence of the type

$$
f_{k}= \begin{cases}z^{j} & \text { if } k=2^{j} m, j \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

for $m \in \mathbb{N}$. It remains to verify that $\sum_{j=0}^{\infty} z^{j} e^{2 \pi i 2^{j} m x}$ belongs to $\mathcal{C}^{0}$. This is the case if the series is uniformly convergent, which happens for $|z|<1$. Thus all the points in $\{z \in \mathbb{C}:|z|<1\}$ belong to the point spectrum and have infinite multiplicity. Since the spectrum is closed, the statement of the Problem follows.
(A.14) Let $p(z)=z^{n}$. Then

$$
\begin{aligned}
\frac{1}{2 \pi i} \int_{\gamma} z^{n}(z \mathbb{1}-A)^{-1} d z & =A^{n}+\frac{1}{2 \pi i} \int_{\gamma}\left(z^{n}-A^{n}\right)(z \mathbb{1}-A)^{-1} d z \\
& =A^{n}+\sum_{k=0}^{n-1} \frac{1}{2 \pi i} \int_{\gamma} z^{k} A^{n-k} d z=A^{n}
\end{aligned}
$$

The statement for general polynomials follows trivially.
(A.15) Note that $r(A)=e^{\lim _{n \rightarrow \infty} \frac{1}{n} \ln \left\|A^{n}\right\|}$. On the other hand $\ln \left\|A^{n}\right\|$ is a subadditive sequence. This implies the existence of the limit, by a standard argument (e.g. see Katok and Hasselblatt (1995, Proposition 9.6.4)).
(A.17) Approximate by polynomials.
(A.18) Check that the same argument used in the well known case $\mathcal{B}=\mathbb{C}$ also works here.
(A.19) Use the definition.
(A.20) For $z \notin f(\sigma(A))$ the function

$$
K(z):=\frac{1}{2 \pi i} \int_{\gamma}(z-f(\zeta))^{-1}(\zeta \mathbb{1}-A)^{-1} d \zeta
$$

with $\gamma$ containing $\sigma(A)$ in its interior, is well defined. By direct computation, using Definition 6 , one can verify that $(z \mathbb{1}-f(A)) K(z)=\mathbb{1}$, thus $\sigma(f(A)) \subset f(\sigma(A))$. On the other hand, if $f$ is not constant, then for each $z \in \mathbb{C}$, one may define the function $g(\xi)=\frac{f(z)-f(\xi)}{z-\xi}, \xi \neq z$, and $g(z)=f^{\prime}(z)$. Hence, applying Definition 6 and Problem A. 19 it follows that $f(z) \mathbb{1}-f(A)=(z-A) g(A)$ which shows that if $z \in \sigma(A)$, then $f(z) \in \sigma(f(A))$ (otherwise $\left.(z-A)\left[g(A)(f(z) \mathbb{1}-f(A))^{-1}\right]=\mathbb{1}\right)$. The commutator follows, again, from Problem A.19.
(A.22) Since one can define the logarithm on $\mathbb{C} \backslash \ell$, one can use Definition 6 to define $\ln A$. It suffices to prove that if $f: U \rightarrow \mathcal{C}$ and $g: V \rightarrow \mathcal{C}$, with $\sigma(A) \subset U, f(U) \subset V$, then $g(f(A))=g \circ f(A)$. Whereby showing that
the Definition 6 is a reasonable one. Indeed, remembering Problems A. 20 and A.21,

$$
\begin{aligned}
g(f(A)) & =\frac{1}{2 \pi i} \int_{\gamma} g(z)(z \mathbb{1}-f(A))^{-1} d z \\
& =\frac{1}{(2 \pi i)^{2}} \int_{\gamma_{1}} \int_{\gamma} \frac{g(z)}{z-f(\xi)}(\xi \mathbb{1}-A)^{-1} d z d \xi \\
& =\frac{1}{2 \pi i} \int_{\gamma_{1}} g(f(\xi))(\xi \mathbb{1}-A)^{-1} d \xi=f \circ g(A)
\end{aligned}
$$

From this immediately follows $e^{\ln A}=A$.
(A.25) Use the decomposition $\mathcal{B}=R\left(P_{B}\right) \oplus N\left(P_{B}\right)$ and the fact that $\left(\mathbb{1}-P_{B}\right)$ is a projector.
(A.26) The first part follows from the previous decomposition. Indeed, for $z$ large (by Neumann series)

$$
(z \mathbb{1}-A)^{-1}=\left(z \mathbb{1}-P_{B} A P_{B}\right)^{-1}+\left(z \mathbb{1}-\left(\mathbb{1}-P_{B}\right) A\left(\mathbb{1}-P_{B}\right)\right)^{-1} .
$$

Since the above functions are analytic in the respective resolvent sets it follows that $\sigma(A) \subset \sigma\left(P_{B} A P_{B}\right) \cup \sigma\left(\left(\mathbb{1}-P_{B}\right) A\left(\mathbb{1}-P_{B}\right)\right)$. Next, for $z \notin B$, define the operator

$$
K(z):=\frac{1}{2 \pi i} \int_{\gamma}(z-\xi)^{-1}(\xi \mathbb{1}-A)^{-1} d \xi
$$

where $\gamma$ contains $B$, but no other part of the spectrum, in its interior. By direct computation (using Fubini and the standard facts about residues and integration of analytic functions) verify that

$$
\left(z \mathbb{1}-P_{B} A P_{B}\right) K(z)=P_{B} .
$$

This implies that, for $z \neq 0,\left(z \mathbb{1}-P_{B} A P_{B}\right)\left(K(z)+z^{-1}\left(\mathbb{1}-P_{B}\right)\right)=\mathbb{1}$, that is $\left(z \mathbb{1}-P_{B} A P_{B}\right)^{-1}=K(z)+z^{-1}\left(\mathbb{1}-P_{B}\right)$. Hence $\sigma\left(P_{B} A P_{B}\right) \subset B \cup\{0\}$. Since $P_{B}$ has a kernel, zero must be in the spectrum. On the other hand the same argument applied to $\mathbb{1}-P_{B}$ yields $\left.\left.\sigma\left(\left(\mathbb{1}-P_{B}\right) A\right) \mathbb{1}-P_{B}\right)\right) \subset C \cup\{0\}$. Hence $\sigma\left(P_{B} A P_{B}\right)=B \cup\{0\}$.
The second property follows from the fact that $P_{B} A P_{B}$, when restricted to the space $R\left(P_{B}\right)$ is described by a $D \times D$ matrix $A_{B}$ and the equation
$\operatorname{det}\left(z \mathbb{1}-A_{B}\right)=0$ is a polynomial of degree $D$ in $z$ and hence has exactly $D$ solutions (counted with multiplicity). ${ }^{2}$
(A.29) Use the representation in Lemma A. 24 and formula (A.4.1).
(A.30) Note that $Q(\mathbb{1}+P-Q)=Q P$, so that $Q=(\mathbb{1}-(Q-P))^{-1} Q P$, and hence $\operatorname{dim}(R(P)) \geqslant \operatorname{dim}(R(Q))$. Exchanging the role of $P$ and $Q$, the result follows.
(A.32) Note that $\ell_{\nu}\left(h_{\nu}\right)=1$ since $P_{\nu}$ is a projector, hence they are unique apart from a normalization factor. Then we can chose the normalization $\ell_{\nu}\left(h_{0}\right)=$ 1 for all $v$ small enough. Thus $P_{v} f=h_{v}$, that is $h_{v}$ is analytic. Hence, for each $g \in \mathcal{B}$ and $v$ small, $\ell_{v}(g) \ell_{0}\left(h_{v}\right)=\ell_{0}\left(P_{\nu} g\right)$, which implies $\ell_{v}$ analytic for $v$ small.
(A.34) Think hard. ${ }^{3}$

## E. 7 Problems in Appendix B

(B.13) The fact that $\sim$ is an equivalence relation is obvious. The fact that the equivalence classes form a vector space follows from the triangle inequality. Indeed, given two equivalence classes $\tilde{f}, \widetilde{g}$ to define their sum let $f \in \widetilde{f}$ and $g \in \tilde{g}$ and define the sum $\tilde{f}+\tilde{g}$ as the equivalence class of $f=g$. This is well defined since if $f^{\prime} \in \tilde{f}$ and $g^{\prime} \in \tilde{g}$ then

$$
\left\|f+g-\left(f^{\prime}+g^{\prime}\right)\right\|_{w} \leqslant\left\|f-f^{\prime}\right\|_{w}+\left\|g-g^{\prime}\right\|_{w}=0
$$

[^74]hence $f+g$ and $f^{\prime}+g^{\prime}$ define the same equivalence class. Next, define $\|\tilde{f}\|=\inf _{f \in \tilde{f}}\|f\|$. It is easy to prove that this is a norm on the vector space of equivalence classes. So we have the announced normed space $X_{w}$. Its completion (e.g. one can obtain it by considering the equivalence classes of Cauchy sequences, as in one of the standard constructions of the real numbers) is, by definition, a Banach space.

It remains to prove that $T: Y \rightarrow X$ induces a map $\widetilde{T}: Y \rightarrow X_{w}$ in a canonical way. Obviously we define $\widetilde{T}(y)$ as the equivalence class associated to $T(y)$. One can check directly that $\widetilde{T}$ is a bounded linear operator.

## E. 8 Problems in Appendix C

(C.3) One can try to argue as in Problem A.30. Yet, for the reader's amusement, here is a different proof. Let $\gamma:=\left\|\Pi_{2}-\Pi_{1}\right\|<1$. Suppose that $\operatorname{dim}\left(\Pi_{2}(X)\right)>\operatorname{dim}\left(\Pi_{1}(X)\right)$, the other case being similar. Then $\operatorname{dim}\left(\Pi_{2} \Pi_{1}(X)\right) \leqslant \operatorname{dim}\left(\Pi_{1}(X)\right)<\operatorname{dim}\left(\Pi_{2}(X)\right)$. Next, by Lemma B.1, there exists $v \in \Pi_{2}(X),\|v\|=1$, such that

$$
\operatorname{dist}\left(v, \Pi_{2} \Pi_{1}(X)\right) \geqslant \frac{1+\gamma}{2}
$$

It follows that
$\left\|\left(\Pi_{2}-\Pi_{1}\right)^{2} v\right\|=\left\|\Pi_{2}^{2} v-\Pi_{1} \Pi_{2} v-\Pi_{2} \Pi_{1} v+\Pi_{1}^{2} v\right\|=\left\|v-\Pi_{2} \Pi_{1} v\right\|>\gamma$,
contrary to the assumption. Thus $\operatorname{dim}\left(\Pi_{2}(X)\right)=\operatorname{dim}\left(\Pi_{1}(X)\right)$.
(C.4) By Equation (1.2.1) we know that, for $n \geqslant 10$,

$$
\begin{aligned}
& \left\|\mathcal{L}_{n} h\right\|_{L^{1}} \leqslant\|h\|_{L^{1}} \\
& \left\|\mathcal{L}_{n} h\right\|_{L^{1}} \leqslant\left(2-\pi n^{-\frac{1}{2}}\right)^{-1}\|h\|_{W^{1,1}}+2 \pi^{2}\|h\|_{L^{1}}
\end{aligned}
$$

where $2-\pi n^{-\frac{1}{2}}>1$. Moreover, calling $\mathcal{L}$ the transfer operator associated to the map $f(x)=2 x \bmod 1$, we want to compute $\left\|\mathcal{L}_{n} h-\mathcal{L} h\right\|_{L^{1}}$.

Note that each $x$ has two preimages under $f$ and any of the maps $f_{n}$. If $y$ is one preimage of $x$ under $f$, then we call $\tilde{y}$ the corresponding preimage of $x$
under $f_{n}$. By the implicit function theorem it follows that $|y-\tilde{y}| \leqslant c_{\#} n^{-1}$. Hence, setting $\alpha(x)=f(\tilde{y})$ we have $|x-\alpha(x)| \leqslant c_{\#} n^{-1}$. Accordingly,

$$
\begin{aligned}
\left\|\mathcal{L}_{n} h-\mathcal{L} h\right\|_{L^{1}} & \leqslant \int_{\mathbb{T}} \sum_{y \in f^{-1}(x)} \frac{|h(y)-h(\tilde{y})|}{f^{\prime}(y)}+c_{\#}\|h\|_{L^{1}} n^{-1} \\
& \leqslant 2 \int_{0}^{\frac{1}{2}} d x \int_{x}^{\alpha(x)} d z\left|h^{\prime}(z)\right|+c_{\#}\|h\|_{L^{1}} n^{-1} \leqslant c_{\#}\|h\|_{L^{1}} n^{-1}
\end{aligned}
$$

where, in the last line, we have used Fubini to exchange the integrals. We are thus in the situation in which we can apply our general theory. First of all Theorem B. 14 implies that the essential spectral radius of $\mathcal{L}$, when acting on $W^{1,1}$ is bounded by $\frac{1}{2}$, while the spectral radius is bounded by one. Analogously, the essential spectral radius of $\mathcal{L}_{n}$, when acting on $W^{1,1}$, is bounded by $\left(2-\pi n^{-\frac{1}{2}}\right)^{-1}$, and the spectral radius is bounded by one. In addition note that if $\mathcal{L} h=z h$, then taking the derivative we have

$$
\frac{1}{4} \sum_{y \in f^{-1}(x)} h^{\prime}(y)=z h^{\prime}(x)
$$

But then

$$
|z|\left\|h^{\prime}\right\|_{L^{1}} \leqslant \int_{\mathbb{T}}\left|\frac{1}{4} \sum_{y \in f^{-1}(x)} h^{\prime}(y)\right| d x \leqslant \frac{1}{2} \int_{\mathbb{T}} \mathcal{L}\left|h^{\prime}\right|(x) d x \leqslant \frac{1}{2}\left\|h^{\prime}\right\|_{L^{1}}
$$

Thus it must be that $|v| \leqslant \frac{1}{2}$. Hence, since $\mathcal{L}^{*}$ Leb $=$ Leb and $\mathcal{L}_{n}^{*}$ Leb $=$ Leb, we have that $\sigma(\mathcal{L}) \subset\{1\} \cup\left\{z \in \mathbb{C}:|z| \leqslant \frac{1}{2}\right\}$ and $1 \in \sigma\left(\mathcal{L}_{n}\right)$. We can now apply Theorem C. 1 to claim that, for each $\tau \in\left(0, \frac{1}{4}\right)$, there exists $n_{R} \in \mathbb{N}$ such that, for all $n \geqslant n_{R}$, we have $\sigma\left(\mathcal{L}_{n}\right) \subset\{z \in \mathbb{C}:|z-1| \leqslant$ $\tau\} \cup\left\{z \in \mathbb{C}:|z| \leqslant \frac{1}{2}+\tau\right\}$.
Moreover, Lemma C. 2 implies that $\{z \in \mathbb{C}:|z-1| \leqslant \tau\}$ contains a simple eigenvalue that must necessarily be 1 .
We can then conclude that $\sigma\left(\mathcal{L}_{n}\right) \subset\{1\} \cup\left\{z \in \mathbb{C}:|z| \leqslant \frac{1}{2}+\tau\right\}$.
(C.7) Note that

$$
\begin{aligned}
(z \mathbb{1}-A)^{-1}(A-B)(z \mathbb{1}-B)^{-1}= & (z \mathbb{1}-A)^{-1}(z \mathbb{1}-B)(z \mathbb{1}-B)^{-1} \\
& -(z \mathbb{1}-A)^{-1}(z \mathbb{1}-A)(z \mathbb{1}-B)^{-1} .
\end{aligned}
$$

## E. 9 Problems in Appendix D

(D.1) The key fact is that the cross ratio is a projective invariant and, by Equation (D.1.1), the metric is the logarithm of a cross ratio.
By figure Figure E. 1 it follows that ${ }^{4}$

$$
\begin{aligned}
& \Theta(x, y)=\ln \frac{\|\alpha-y\|\|x-\beta\|}{\|\alpha-x\|\|y-\beta\|} \\
& \Theta(x, z)=\ln \frac{\|u-z\|\|x-v\|}{\|u-x\|\|z-v\|} \\
& \Theta(y, z)=\ln \frac{\|b-y\|\|z-a\|}{\|b-z\|\|y-a\|}
\end{aligned}
$$



Figure E.1: Hilbert metric

[^75]On the other hand, if we project, from the point $p$, the points $u, x, z, v$ to the line passing from $\alpha, \beta$, we obtain the points points $x^{\prime}, x, w, y^{\prime}$. Hence

$$
\Theta(x, z)=\ln \frac{\|u-z\|\|x-v\|}{\|u-x\|\|z-v\|}=\ln \frac{\left\|x^{\prime}-w\right\|\left\|x-y^{\prime}\right\|}{\left\|x^{\prime}-x\right\|\left\|w-y^{\prime}\right\|} .
$$

Analogously, projecting, from the point $p$, the points $b, z, y, a$ to the line passing from $\alpha, \beta$, we obtain the points points $x^{\prime}, w, y, y^{\prime}$. Hence

$$
\Theta(y, z)=\ln \frac{\|b-y\|\|z-a\|}{\|b-z\|\|y-a\|}=\ln \frac{\left\|x^{\prime}-y\right\|\left\|w-y^{\prime}\right\|}{\left\|x^{\prime}-w\right\|\left\|y-y^{\prime}\right\|}
$$

It follows that

$$
\Theta(x, z)+\Theta(y, z)=\ln \frac{\left\|x-y^{\prime}\right\|\left\|x^{\prime}-y\right\|}{\left\|x^{\prime}-x\right\|\left\|y^{\prime}-y\right\|}
$$

But

$$
\begin{aligned}
& \frac{\left\|x^{\prime}-y\right\|}{\left\|x^{\prime}-x\right\|}=\frac{\|\alpha-y\|-\left\|\alpha-x^{\prime}\right\|}{\|\alpha-x\|-\left\|\alpha-x^{\prime}\right\|} \geqslant \frac{\|\alpha-y\|}{\|\alpha-x\|} \\
& \frac{\left\|x-y^{\prime}\right\|}{\left\|y^{\prime}-y\right\|}=\frac{\|\beta-x\|-\left\|\beta-y^{\prime}\right\|}{\|\beta-y\|-\left\|\beta-y^{\prime}\right\|} \geqslant \frac{\|\beta-x\|}{\|\beta-y\|}
\end{aligned}
$$

which yields the triangle inequality. The other properties needed to show that $\Theta$ defines a metric are easily checked.
(D.9) Just apply the definition.
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[^0]:    ${ }^{1}$ By $\mathbb{T}$ we mean the one dimensional torus $\mathbb{R} / \mathbb{Q}$. While $\mathcal{C}^{r}$, as usual, denotes the set of functions $r$ times differentiable with continuous derivatives.
    ${ }^{2}$ Obviously, Leb stands for the Lebesgue measure.

[^1]:    ${ }^{3}$ Recall that in the weak topology, $\mu_{n} \rightarrow \mu$ if and only if $\lim _{n \rightarrow \infty} \mu_{n}(\varphi)=\mu(\varphi)$ for all $\varphi \in \mathcal{C}^{0}(\mathbb{T}, \mathbb{R})$.

[^2]:    ${ }^{4}$ Recall that $g \in W^{1,1}$ if $g \in L^{1}$ and $g^{\prime} \in L^{1}$. Note that the formula follows by differentiating Equation (1.1.1), using the chain rule and the formula for the derivative of the inverse function.

[^3]:    ${ }^{5}$ See Appendix B. 1 for a definition of the essential spectrum.
    ${ }^{6}$ Note that all such norms are equivalent, so the choice of a special value of $a$ is only a matter of convenience.
    ${ }^{7}$ To complete the argument, use that $W^{1,1}$ is dense in $L^{1}$.

[^4]:    ${ }^{8}$ In fact, Theorem B. 14 is a bit more general than Theorem 1.1.

[^5]:    ${ }^{9}$ Remark that there cannot be Jordan blocks with eigenvector of modulus one, since this would imply that $\left\|\mathcal{L}^{n}\right\|$ grows polynomially, contrary to Equation (1.2.2).

[^6]:    ${ }^{10}$ The limit is meant in the $L^{1}$ topology.

[^7]:    ${ }^{11}$ Here, and the following, we will use $C_{\#}, c_{\#}$ to mean a generic constant, depending only on the choice of $f$, which value can change from one occurrence to the next.
    ${ }^{12}$ Use the usual trick to study the sum in blocks of size $2^{k}$.

[^8]:    ${ }^{13}$ That is a complete, separable, metric space.

[^9]:    ${ }^{14}$ Note that $f_{*}^{n} \mu_{\ell}(1)-c_{0} v(1)=1-c_{0}$, hence we have to renormalize by $1-c_{0}$ in order to have a probability measure.

[^10]:    ${ }^{15} \mathrm{By} \mathbb{1}_{J}$ we mean the characteristic function of the set $J$.

[^11]:    ${ }^{16}$ Actually, it is not too surprising since projective metrics provide a proof of the Perron-Frobenius theorem for matrices with positive elements, see Appendix D.3, and the transfer operator is a positive operator (that is, it maps positive functions in positive functions).

[^12]:    ${ }^{17}$ By dynamical partition we mean a partition obtained in the following way. Let $\mathcal{P}_{0}$ be any partition such that $f$ restricted to each element is one-to-one and the image of each of its elements is the whole circle. Then $\mathcal{P}_{m}=\bigvee_{i=0}^{m} f^{-i} \mathcal{P}_{0}$. It should be remarked that any sufficiently fine partition would do, see Liverani (1995b), and even a smooth partition of unity could be used. The special choice here is determined only for didactic reasons.
    ${ }^{18}$ Remember inequality (1.2.2).

[^13]:    ${ }^{19}$ To see this, compute the distance of a generic element $h \in \mathcal{C}_{a, m}$ from 1 . This is done by looking for $\lambda, \mu$ such that $\lambda \leq f \preceq \mu$. This immediately yields $\lambda \leqslant \min \left\{\inf \mathbb{E}(h \mid \mathcal{F}) ; \int_{\mathbb{T}} h-\frac{1}{a}\left|h^{\prime}\right|_{1}\right\}$ and $\mu \geqslant \max \left\{\sup \mathbb{E}(h \mid \mathcal{F}) ; \int_{\mathbb{T}} h+\frac{1}{a}\left|h^{\prime}\right|_{1}\right\}$. Now if $h \in \mathcal{L}^{m} \mathcal{C}_{a, m}$, according to the above discussion it follows that $\lambda \leqslant \min \left\{\frac{D}{2} ; 1-\sigma\right\} \int_{\mathbb{T}} h:=\alpha$ and $\mu \geqslant \max \left\{1+a \lambda_{\star}^{-m}+B+D \lambda_{\star}^{-m} a ; 1+\sigma\right\} \int_{\mathbb{T}} h:=$ $\beta$. Thus the distance between $h$ and 1 is given by $\ln \frac{\beta}{\alpha}$. The diameter is then obviously less than twice such a distance.

[^14]:    ${ }^{20}$ For the reader interested in sharp bounds see, e.g., Baladi and Young (1993, 1994), Keane, Murray, and Young (1998), Liverani (2001), Galatolo and Nisoli (2014), Galatolo, Nisoli, and Saussol (2015), Jenkinson, Pollicott, and Vytnova (2018).
    ${ }^{21}$ Recall that the initial measure $\mu$ has the form $d \mu=h d x$. Here, for simplicity, we assume $h \in \mathcal{C}^{1}$.

[^15]:    ${ }^{22}$ Note however that our proof holds in a very special case that has little to do with a real experimental setting. To prove the analogous statement for a realistic experiment is a completely different ball game.

[^16]:    ${ }^{23}$ By $\mathbb{E}$ we mean the expectation with respect to the probability $\mathbb{P}$. So it is just a different notation (more probabilistic) for the expectation with respect to the measure $d \mu=h d$ Leb.

[^17]:    ${ }^{24} \mathrm{By}\left(W^{1,1}\right)^{*}$ we mean the dual space of $W^{1,1}$.

[^18]:    ${ }^{25}$ Indeed, the spectral radius is either smaller or equal than $\lambda_{\star}^{-1}$ or it is determined by the point spectrum, and hence varies continuously by standard perturbation theory.

[^19]:    ${ }^{26}$ One must use the usual trick to prove the Theorem first for functions with compactly supported Fourier transform and then extend the result by density.

[^20]:    ${ }^{27}$ A matrix $A \in G L(\mathbb{R}, d)$ is called positive if $A^{T}=A$ and $\langle v, A v\rangle \geqslant 0$ for each $v \in \mathbb{R}^{d}$.
    ${ }^{28} \mathrm{~A}$ set $D$ is convex if, for all $x, y \in D$ and $t \in[0,1]$, holds true $t y+(1-t) x \in D$.

[^21]:    ${ }^{29}$ Such a subsequence always exists, e.g. see Lieb and Loss (2001).

[^22]:    ${ }^{30}$ In fact, the remark contains a misprint: the first formula is the logarithm of the spectral radius, not the spectral radius.

[^23]:    ${ }^{31}$ Recall that $L_{i}$ is defined just before (1.9.1).

[^24]:    ${ }^{32}$ Remark that there cannot be Jordan blocks with eigenvector of modulus one, since this would imply that $\left\|\left(f_{*}\right)^{n}\right\|$ grows polynomially, contrary to Lemma 1.56.

[^25]:    ${ }^{33}$ In higher dimensions one can have a Cantor like set with characteristic function in BV. Hence one must either use a different functional space (a convenient one in this respect has been introduced in Saussol (2000)) or use explicitly the dynamics: for example note the one can easily bound the $\varepsilon$ neighborhood of the boundary of the partition and this, by a commonly used argument, implies that there is a large measure of points with an open neighborhood whose preimages are all bounded away from singularities. One can then proceed to prove that on such open sets the density must be continuous, showing that any invariant set must contain an open set.

[^26]:    ${ }^{1}$ The following idea is more natural than it may look at first sight: the dual of $\mathcal{L}$ is, essentially, the composition with $f$, a contractive map. We have seen that, in such a case, looking at the action on $\mathcal{C}^{1}$ is a good idea. This suggests that we consider $\mathcal{L}$ acting on the dual of $\mathcal{C}^{1}$.
    ${ }^{2}$ Recall that $\left(\mathcal{C}^{r}\right)^{*}$ is the set of continuous linear functionals from $\mathcal{C}^{r}$ to $\mathbb{C}$ (or $\mathbb{R}$ if one wants to restrict to real functions) and it is a complete Banach space when equipped with the norm $\|\ell\|_{\left(\mathcal{C}^{r}\right)^{*}}=$ $\sup _{\|\varphi\|_{C^{\prime}} r \leqslant 1}|\ell(\varphi)|$.
    ${ }^{3}$ This is equivalent to using the same notation for a measure and its density.

[^27]:    ${ }^{4}$ Simply use a mollifier.

[^28]:    ${ }^{5}$ To be precise it is exponentially mixing for observables that are supported away from the expanding fixed point. Given the above estimates, it is a simple exercise to study what happens to a general observable.

[^29]:    ${ }^{6}$ The derivative is meant only for points outside the boundaries of the $P_{i}$.
    ${ }^{7}$ Such an hypothesis is likely generic in a reasonable topology, but we are not aware of such a result in the literature.

[^30]:    ${ }^{1}$ Recall that $\mu(\varphi)=\int_{\mathbb{T}^{2}} \varphi(x) h(x) d x$ and $f_{*} \mu(\varphi)=\mu(\varphi \circ f)$.

[^31]:    ${ }^{2}$ Recall that $\mu_{n}$ converges weakly to $\mu$ if, for all $\varphi \in \mathcal{C}^{0}$, we have $\lim _{n \rightarrow \infty} \mu_{n}(\varphi)=\mu(\varphi)$.

[^32]:    ${ }^{3}$ We are using the notation $\partial_{s} \varphi=\left\langle v^{s}, \nabla \varphi\right\rangle$.

[^33]:    ${ }^{4}$ Indeed, for the stated coupling $G$ of $f_{*}^{n} \mu_{1}, f_{*}^{n} \mu_{2}$,

    $$
    \left|f_{*}^{n} \mu_{1}(\varphi)-f_{*}^{n} \mu_{2}(\varphi)\right|=\left|\int_{\mathbb{T}^{4}}[\varphi(x)-\varphi(y)] G(d x, d y)\right| \leqslant\left\|\partial_{s} \varphi\right\|_{\infty} d_{1}\left(f_{*}^{n} \mu_{1}, f_{*}^{n} \mu_{2}\right)
    $$

[^34]:    ${ }^{5}$ We can always arrange it so that the two standard families obtained by pushing forward have the same number of elements $m_{1}$, for example by allowing some of the $\tilde{p}_{j, i}$ to be zero or by duplicating the same standard pair giving half of the mass to each copy.

[^35]:    ${ }^{6}$ Of course, $I_{+}, I_{-}$correspond to cones in the vector space $\mathbb{R}^{2}$. We will abuse notation and use $I_{+}, I_{-}$also for the cones of the vectors whose equivalence class belongs to $I_{+}, I_{-}$, respectively.
    ${ }^{7}$ The definition of the distance is not really important, for example the angle between the two vectors will do.

[^36]:    ${ }^{8}$ Note that $\Gamma$ is a finite set.

[^37]:    ${ }^{9}$ We use the notation $\varphi^{(q)}(t)=\frac{d^{q}}{d t^{q}} \varphi(t)$.

[^38]:    ${ }^{1} \mathrm{By} \mathrm{Diff}^{r}(M)$ we mean the set of diffeomorphisms of $M, r$ times differentiable with continuity.
    ${ }^{2}$ A map is called topologically transitive if for every pair of non-empty open sets $U$ and $V$, there is a non-negative integer $n$ such that $f^{n}(U) \cap V \neq \emptyset$.
    ${ }^{3}$ In fact endomorphisms can be treated in the same way, but let us keep things simple.

[^39]:    ${ }^{4} \mathrm{~A}$ cone is a subset $C$ of a real vector space such that if $v \in C$, then $\lambda v \in C$ for each $\lambda \in \mathbb{R}$.
    ${ }^{5}$ The sophisticated reader will recognise that it might be more elegant to define the cones as subsets of the Grassmannian.
    ${ }^{6}$ For example one can use the exponential map at $x_{i}$ composed with a linear coordinate change to define the chart.

[^40]:    ${ }^{7}$ It follows from a standard compactness argument.
    ${ }^{8}$ Unless stated otherwise the integrals are always meant with respect to the volume form associated to the metric.

[^41]:    ${ }^{9}$ With a bit more work one can prove it for each $\bar{n} \in \mathbb{N}$, but let us keep it simple.
    ${ }^{10}$ Here we use the usual PDE notation in which $\alpha=\left(i_{1}, \cdots, i_{k}\right)$ is a multiindex, $|\alpha|=k$, and $\partial^{\alpha}=\partial_{x_{i_{1}}} \ldots \partial_{x_{i_{k}}}$.

[^42]:    ${ }^{13}$ Note that we are changing variables on a submanifold, hence the Jacobian differs from $\mid$ det $D f^{n} \mid$ which corresponds to a change of variables on the full manifold.

[^43]:    ${ }^{14}$ Recall that $\delta$ has been fixed and its choice depends only on $f$ and $M$, hence we will no longer keep track of the dependence of the constants on $\delta$. Also we will use, as before, $C_{\#}$ to designate a generic constant depending only on $f$ and $M$.
    ${ }^{15}$ E.g., given a mollifier $j_{\varepsilon}$ having support $\varepsilon \leqslant \delta / 2$, define $\bar{\varphi}_{\varepsilon}=\int j_{\varepsilon}(x-y) \varphi \circ \phi_{i}^{-1} \circ \mathbb{G}(y) d y$ and $\varphi_{\varepsilon}(z)=\bar{\varphi}_{\varepsilon} \circ \pi \circ \phi_{i}(z)$, where $\pi\left(x_{s}, x_{u}\right)=x_{s}$.
    ${ }^{16} \mathrm{We}$ use $\partial_{x} f^{n}$ to mean $\partial_{x}\left(\phi_{i} \circ f^{n} \circ \phi_{k_{j}} \circ \mathbb{G}_{j}\right)$. This is nothing other than the contraction of the dynamics in the stable direction.

[^44]:    ${ }^{18}$ Indeed, $\psi_{j}(\zeta) \neq \psi_{j^{\prime}}(\zeta)$ only if $k_{j} \neq k_{j^{\prime}}$. In such a case the vertical movement in the chart $k_{j^{\prime}}$ will correspond to a movement in a different vertical direction in the chart $k_{j}$ (but always inside the unstable cone). Since the manifolds $W_{k_{j}, z_{j}, G_{j}}$ and $W_{k_{j}, z_{j}, G_{j}^{\prime}}$ are at a distance less than $C_{\#} \lambda^{-n} d\left(W, W^{\prime}\right)$, it follows that the point can move horizontally by at most $C_{\#} \lambda^{-n} d\left(W, W^{\prime}\right)$.

[^45]:    ${ }^{19}$ Indeed, there was no need to restrict to functions vanishing at the boundary of the manifold.

[^46]:    ${ }^{1}$ In the meantime, Chernov (2007) and Melbourne (2007) had proved a stretched exponential bound for dispersing billiard flows using the techniques adapted from Chernov (1998) and Dolgopyat (1998).
    ${ }^{2}$ A different mechanism for exponential mixing has been proved in the recent work of Tsujii (2018) and Tsujii and Z. Zhang (2020), but this lies outside the scope of the present notes.

[^47]:    ${ }^{3}$ Note that these domains may overlap for different $i$.
    ${ }^{4}$ That is, if $W_{1}$ and $W_{2}$ do not project onto a common $\Sigma_{i}$, or if there is no $U \in \mathcal{W}^{u}$ with the required property.

[^48]:    ${ }^{5} C^{\alpha}(W)$ is strictly smaller than the set of functions with finite $|\cdot|_{C^{\alpha}(W)}$ norm, yet it contains all functions with finite $|\cdot|_{C^{\alpha^{\prime}}(W)}$ norm for all $\alpha^{\prime}>\alpha$.

[^49]:    ${ }^{6}$ This case can be eliminated entirely by requiring that curves in $\mathcal{W}^{s}$ have a minimum length of say, $\delta_{0} / 2$. Then Case I would suffice to estimate all curves, and (5.4.9) would simplify to $\left\|\mathcal{L}_{t} f\right\|_{s} \leqslant C \Lambda^{-\beta t}\|f\|_{s}+C|f|_{w}$. Since we are interested in presenting norms which can be applied to discontinuous maps and flows, we do not place this additional restriction on curves in $\mathcal{W}^{s}$.

[^50]:    ${ }^{7}$ Note that $|z|>1$ since $a \geqslant 1$ in the context of Proposition 5.20.

[^51]:    ${ }^{8}$ Use the fact that $1 \leqslant a \leqslant 2$ to obtain a choice of $\sigma$ independent of $a$. Also, note that $\frac{1+a+|z|}{|z|} \leqslant$ 3.

[^52]:    ${ }^{9}$ Note that this choice of $q$ does not effect the requirement $\gamma \leqslant 1 / q$ from the definition of the norms, since we may safely take $\gamma \leqslant 1 / 2$, and so make it independent of $1 / q$ when $q$ is close to 1 .

[^53]:    ${ }^{10}$ If $W_{j, i}$ is a local strong stable manifold, then $W_{j, i}^{0}$ is the corresponding local weak stable manifold.
    ${ }^{11}$ For systems with discontinuities such as billiards, the real unstable manifolds do not create a nice foliation of $B_{r}\left(x_{i}\right)$, so a smooth local foliation of unstable curves lying in the kernel of the contact form must be constructed. This is quite laborious and outside the scope of these notes. The interested reader should refer to Baladi, Demers, and Liverani (2018, Section 6) for the details of the construction.

[^54]:    ${ }^{1}$ The exponent $1 / 3$ is a simple consequence of defining the homogeneity strips to decay like $k^{-2}$. If, instead, one chooses a decay rate of $k^{-p}, p>1$, then the Hölder exponent becomes $1 /(p+1)$. Thus it is possible to obtain a Hölder exponent arbitrarily close to $1 / 2$ by choosing $p$ close to 1 . However, $p=1$ is not an acceptable choice since it ruins the summability of the series and the growth lemma needed for the analogue of Lemma 5.9(c) fails.

[^55]:    ${ }^{2}$ Indeed, the number of components is at most $\frac{\tau_{\max }}{\tau_{\min }}+1$.

[^56]:    ${ }^{1}$ Recall that a Banach space is a complete normed vector space (in the following we will consider vector spaces on the field of complex numbers), that is a normed vector space in which all the Cauchy sequences have a limit in the space. If you are uncomfortable with Banach spaces, in the following read $\mathbb{R}^{d}$ instead of $\mathcal{B}$ and matrices instead of operators, but be aware that we have to develop the theory without the use of the determinant that, in general, is not defined for operators on Banach spaces.

[^57]:    ${ }^{2}$ A Banach algebra $\mathcal{A}$ is a Banach space in which multiplication between elements is defined with the usual properties of an algebra and, in addition, for each $a, b \in \mathcal{A}$ holds $\|a b\| \leqslant\|a\| \cdot\|b\|$.
    ${ }^{3}$ The multiplication is given by the composition.
    ${ }^{4}$ Indeed, if $A$ is continuous in zero, then there exists $\delta>0$ such that, for all $\|x\| \leqslant \delta$ we have $\|A x\| \leqslant 1$. Then, by continuity, we have, for each $x$,

    $$
    \|A x\| \leqslant \delta^{-1}\|x\|\left\|A\left(\delta\|x\|^{-1} x\right)\right\| \leqslant \delta^{-1}\|x\|
    $$

[^58]:    ${ }^{5}$ This is a special case of the so called Bochner integral, e.g. see Yosida (1995).
    ${ }^{6}$ Of course, by $\int_{\gamma} f(z) d z$ we mean that we have to consider any smooth parametrization $g$ : $[a, b] \rightarrow \mathbb{C}$ of $\gamma, g(a)=g(b)$, and then $\int_{\gamma} f(z) d z:=\int_{a}^{b} f \circ g(t) g^{\prime}(t) d t$. Show that the definition does not depend on the parametrization and that one can use piecewise smooth parametrizations as well.

[^59]:    ${ }^{7}$ Given a vector space $\mathbb{V}$, by $\operatorname{dim}(\mathbb{V})$ we mean the dimension of $\mathbb{V}$.

[^60]:    ${ }^{8}$ Just, write $A-b \mathbb{1}$ is a base of $R(P)$.

[^61]:    ${ }^{9} \mathrm{By} \mathcal{B}^{*}$, the dual space, we mean the set of bounded linear functionals on $\mathcal{B}$. Verify that $\mathcal{B}^{*}$ is a Banach space with the norm $\|\ell\|=\sum_{w \in \mathcal{B}} \frac{|\ell(w)|}{\|w\|}$
    ${ }^{10}$ That is with the associated eigenprojector of rank one.

[^62]:    ${ }^{1}$ Recall that an operator is compact iff the image of a bounded set is relatively compact, that is, if its closure is compact.

[^63]:    ${ }^{2} \mathrm{By} T^{*}$ we mean the dual operator: for all continuous linear functional $\ell \in Y^{\prime}$ we have $T^{*} \ell \in X^{\prime}$ where $T^{*} \ell(x)=\ell(T x)$.

[^64]:    ${ }^{3}$ By continuous, we mean that if $\left(f_{n}\right)_{n} \subset \mathcal{B}$ is a sequence such that $\left\|f_{n}\right\| \rightarrow 0$, then necessarily $\left\|f_{n}\right\|_{w} \rightarrow 0$.

[^65]:    ${ }^{4}$ Recall that elements of $\bar{X}_{w}$ are equivalence classes of elements in $X$.
    ${ }^{5}$ Indeed, note that the first displayed inequality in Theorem B. 14 amounts simply to the continuity of $T$ in the weak norm.

[^66]:    ${ }^{1}$ This proof is simpler than the one in Keller and Liverani (1999), yet it gives worse bounds, although sufficient for the present purposes.

[^67]:    ${ }^{2}$ Note that Gouëzel and Liverani (2006, Section 8) contains an imprecision which is fixed in Gouëzel (2010, Theorem 3.3).

[^68]:    ${ }^{1}$ Remark that $u, v$ can also be $\infty$.

[^69]:    ${ }^{2}$ For more details see Birkhoff (1957), and Nussbaum (1988) for an overview of the field.
    ${ }^{3}$ We are assuming the partial order to be well behaved with respect to the algebraic structure: for each $f, g \in \mathbb{V} f \succeq g \Longleftrightarrow f-g \succeq 0$; for each $f \in \mathbb{V}, \lambda \in \mathbb{R}^{+}, f \succeq 0 \Longrightarrow \lambda f \succeq 0$; for each $f \in \mathbb{V}, f \succeq 0$ and $f \preceq 0$ imply $f=0$ (antisymmetry of the order relation).
    ${ }^{4}$ To be precise, in the literature "integrally closed" is used in a weaker sense. First, $\mathbb{V}$ does not need a topology. Second, it suffices that for $\left\{\alpha_{n}\right\} \in \mathbb{R}$ with $\alpha_{n} \rightarrow \alpha$ and $f, g \in \mathbb{V}$, if $\alpha_{n} f \succeq g$, then $\alpha f \succeq g$. Here we will ignore these and other subtleties: our task is limited to a brief account of the results relevant to the present context.
    ${ }^{5}$ Here, by "cone," we mean any set such that, if $f$ belongs to the set, then $\lambda f$ belongs to it as well, for each $\lambda>0$.

[^70]:    ${ }^{6}$ In fact, we define a semi-metric, since $f \sim g \Rightarrow \Theta(f, g)=0$. The metric that we describe corresponds to the conventional Hilbert metric on $\mathcal{C}$.
    ${ }^{7}$ Recall that a topological vector lattice $(\mathbb{V}, \preceq)$ is integrally closed if for all sequences $\left\{f_{n}\right\}$, $\lim _{n \rightarrow \infty} f_{n}=f$, if $f_{n} \succeq g$ for all $n \in \mathbb{N}$, then $f \succeq g$. In fact, this definition is a bit stronger than the usual one, see Footnote 4 of this chapter.

[^71]:    ${ }^{8} \mathrm{~A}$ Banach lattice $\mathbb{V}$ is a vector lattice equipped with a norm satisfying the property $\||f|\|=$ $\|f\|$ for each $f \in \mathbb{V}$, where $|f|$ is the least upper bound of $f$ and $-f$. For this definition to make sense it is necessary to require that $\mathbb{V}$ is "directed," i.e. any two elements have an upper bound.

[^72]:    ${ }^{9}$ By $\rho(\mathcal{L})$ we mean the spectral radius of $\mathcal{L}$.

[^73]:    ${ }^{1}$ E.g., if $C_{i}$ are the elements of the partition, you can set $p_{1}=\bar{C}_{1}, p_{2}=\bar{C}_{2} \backslash\left(\partial C_{1}\right)$ and so on.

[^74]:    ${ }^{2}$ This is the real reason why spectral theory is done over the complex rather than the real numbers. You should be well acquainted with the fact that a polynomial $p$ of degree $D$ has $D$ roots over $\mathbb{C}$ but, in case you have forgotten, consider the following: first a polynomial of degree larger than zero must have at least one root, otherwise $\frac{1}{p(z)}$ would be an entire function and hence

    $$
    \frac{1}{p(z)}=\lim _{r \rightarrow \infty} \frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta \frac{1}{p\left(z+r e^{i \theta}\right)}=0 .
    $$

    Let $z_{1}$ be a root. From the Taylor expansion in $z_{1}$, one obtains the decomposition $p(z)=\left(z-z_{1}\right) p_{1}(z)$ where $p_{1}$ has degree $D-1$. The result follows by induction.
    ${ }^{3}$ A good idea is to start by considering concrete examples, for instance

    $$
    \left(\begin{array}{ll}
    1 & 0 \\
    0 & 1
    \end{array}\right)+\mu\left(\begin{array}{ll}
    0 & 1 \\
    1 & 0
    \end{array}\right) ; \quad\left(\begin{array}{ll}
    1 & 1 \\
    0 & 1
    \end{array}\right)+\mu\left(\begin{array}{ll}
    0 & 1 \\
    1 & 0
    \end{array}\right) .
    $$

[^75]:    ${ }^{4}$ Note that $w$ is the intersection of the line passing through $x, y$ with the perpendicular to such a line passing through $z$.

