
Sparse Markov Models for High-Dimensional In-
ference

Guilherme Ost1, Daniel Takahashi2,
1 Universidade Federal do Rio de Janeiro

2 Universidade Federal do Rio Grande do Norte

Finite order Markov models are the most well-studied models for
dependent data. However, due to the curse of dimensionality, only
Markov models with small orders are used in applications. Here
we introduce a sparse Markov model suitable for high-dimensional
inference. The key innovation is a procedure for the selection of the
relevant lags of the model. Our results are based on 1) a structure
result of the sparse Markov model and 2) an improved martingale
concentration inequality. In the end, we will show some simulations
to illustrate our theoretical results.


