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Abstract

The general objective of this work was to perform a theoretical study
about SVM, which includes reporting justifications for the use ot such
technique and showing its geometric interpretation and analytical per-
spective. In order to apply the technique to classification problems,
we seek to base its use mathematically, since 1t involves a quadratic,
convex and constrained programming problem. For the analysis of the
technique, we use the theory of Lagrangian duality, to facilitate the cal-
culations and the analysis of the solutions. We worked with the Kernel
function to solve the problem when it 1s not possible to find a decision
function in the input space

Introduction

In this work, we carried out a theoretical study of a supervised ma-
chine learning technique: the Support Vector Machine (SVM) [4, 5].
This technique focuses attention on the following quadratic, convex
and constrained programming problem

migl f(w,b) withw € R"and b € R

: 1
s.a g(w,b) <0, .

where the functions f : R®™! — Rand g : R®™! — R are continu-
ously differentiable.

Methodology

In this work, we use SVM for classification. We consider the data set

{(z' 1)y -5 (@™ ym), * € R, y; € {—1,1}}.

The objective 1s to obtain a decision function, to separate the data in
two subsets X;= {x' | y; = 1} and Xo= {z'| y; = —1}. Figure
1 represents a classification problem that can be modeled by the prob-
lem (1), which we are interested 1n solving. From the solution of this
problem we construct a hyperplane defined by equation wlz+b = 0,
which will be used for classification of new data.

We deal with details of the SVM model with rigid margin and 1ts gen-
eralizations, Wthh are ﬂex1ble and non- hnear margin (Figures 1-3).
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Figure 1 Linear. Flgure 2 Flex1ble. Figure 3 Non linear.

In the case Linear SVM, the problem of finding the optimal hyper-
plane can be formulated as
min 2 ||w||? we R” beR
w,b (2)
s.a y;(wlz*+b)>1,1=1,...,m.
For the dual, we can guarantee the existence of a solution for the SVM
with rigid margin.
In the case CSVM, we introduce m slack variables (&; > 0) to pe-
nalize the objective function and give the constraints a slack. In this
way, we have the following problem

1
min —||wl|* +
w,b,g 2
T, i .
s.a Y(wx'+b)>1—-&,1=1,...,m,

€i>0,i:1,...,m

with C' > 0 a penalty constant, defined by the user.
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For the SVM problem with flexible margin, only under certain condi-
tions can we guarantee the uniqueness of the solution [2].

In the case SVM - Non linear we used a mapping function @ : R"™ —
RN, N > n. Thus, the dual problem of the problem CSVM is

™m
max —_ Z oYY, +> o
1=1

1,7=1

S.a Z o;y; = 0,

1=1
0 < 8 % < C, ’i:1,...,m.

Then, we use the Kernel’s trick.

Figure 4: Data in X . Figure 5: Surface S in RY.

Figure 6: Hyperplane H in R”. Figure7: H and S.

Conclusions

The main contributions of this work are:

e We theoretically base the existence and uniqueness of the solutions
of primal and dual problems, obtained in SVM. We discuss the defi-
nitions of support vectors, present in the literature [1, 3]

e We present changes in the results on the uniqueness of the primal
solution, for SVM with flexible margin, found in [2].

e More information 1n [7].
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