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Abstract. Given m indpendent random variables X1,X2, . . . , Xm, we study
for i = 1, . . . , m, the statistical test
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: ρ(Xi) ≤ ρ(Xj) 1 ≤ j 6= i ≤ m Hi
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where ρ is a coherent risk measure [1] or an extended polyhedral risk mea-
sure [2]. Both asymptotic and nonasymptotic tests are proposed. The former
approach uses results on isotonic regression while the latter is based on esti-
mators of the risk measure values obtained using the stochastic mirror descent
algorithm and its multistep version. We provide accuracy bounds for the per-
formance of these algorithms and show that they attain the minimax rates of
convergence for uniformly convex stochastic programs.

References

[1] P. Artzner, F. Delbaen, J. Eber, and D. Heath. Coherent measures of risk. Mathematical

Finance, 9:203–228, 1999.
[2] V. Guigues and W. Römisch. Sampling-based decomposition methods for multistage stochas-

tic programs based on extended polyhedral risk measures. SIAM Journal on Optimization,
22:286–312, 2012.

Vincent Guigues: Fundação Getulio Vargas, vguigues@fgv.br, and Anatoli Iouditski:
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